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fORlWORD 

The history of science shows, »Imost without exccptioii, that new ksswi- 
tdm of any nature, no matter how acquired or with what objective, eventa- 
ally finds usefu! *p|>Mcs>tion3, Such knowledge may be gained for Us e#n 
»tke, m in basic ressatch programs. The results of basic research may 
become useful In many areas, the exact nature of which can seidom be 
ascertained at the time whan the rsmrch is stsrted. SUnüsrly. »pplled 
research usde^taken with more or less sp^elAc objectives In mind may find 
appHcatioss quite unrelated to the original objectives. 

This is the case with the electronic countermeasures program. Since its 
inception on a large scale under the auspices of the National Defense 
Research Committee and the Armed Services during World War I», this 
program has resulted in the development of techniques applicable not only 
to the particular objectives originaUy established, but also to many other 
purposes not originally eavislonni. Some basic research, for which generally 
useful applications wer« to he expected, has been done as a part of this 

In other cases, applied research projects rdginally directed toward 
' «peclftc ends yielded not only the results inlendr,' but also othef tedmk] 
and knowledp of general usefulness. S\ 

It Is partly on account of this aspect of the ECM progrbm thatf^his book 
llMiilwin TT-'thmiiJl Is primarily a textbook of electronic counter» «mures 
techniques intended for use In teaching those engaged in work ot> »h ECM 
program. In addition, it documents research and development kf <s which 
can be used not only for coukitermeesures but for other purposes u weU. For 
example, all the following material Is of genera: interest; Chapter 6, "Inter- 
cept Prcbabllity and Receiver Parameters'^ Chapter 7, ^petectSon and 
Analysis of Signals^ Chapter 9. ''The Intercept Receiver6"; Chapter 10, 
"Direction Finding"; and all of Part IV, "Components"; including circuit 
techniques, various types of microwave tubes, ferroelectric and ferromag- 
netic uavlcea, and propagation. On the other hand. Fart III, which cover* 
specific countermeasures equipment and techniques, w'll psobabSy be mögt 
useful to those activeiy engaged in the ECM program. 

Many of the authors started their association jf!\h electronic counter- 
measures during World War II at the Radio Jnswrch Laboratory of 
Harvard University, at the Airborne Instruments falpAtory, or at private 

,'■*"' 
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or government laboratories engaged in ECM work. Other authors have 
been recruited tmm th®m actively concerned with ECM tirte World War 
!I as eir.psoyee» of contractors oi the Department of Defcme, or at members 
of the »tafts of government laboratories. They were selected ft» their knowl- 
edge of perUcular subjects- The work of writlwg and publishing this textbook 
was carried out with the support of the Deputment of Defense, including 
all branch«» of the Armed Services, under U. S. Army Signal Corps tponsor- 
ship. It is hoped thai this volun» will be useful as a textbook for counter- 
measures traiüiüg p'.'rposes, and ss a, pnersl rtietwm* mwc* fcr the 
techniques described, whether or not confined to countertneasures applica- 
tions, 

F. E. TtKMAN 
Stanford University 
October 1961 
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Ta:[s  Chapter is UNCLASSIFIED 

Introduction and Summary 

J. A. BOYD, D. B. HARRIS, D. D. KING, 
H. W. WELCH, JR. 

I.":.     Introduction 
"tie first large-scale introduction of electronics into military 

operations took place .during tfprld War It,  Since that time, the part 
played by electronics ?n  weapons systems has increased, often to the 
poj.tit of dominence.  This growth in military electronics has been 
chiiracterlzed by a profusion of  diverse techniques aimed at fulfilling 
parcicular military requirements. 

Probably the most confusing and little understood aspect of military 
el«; rtronics deals with countermeasures.  Since it is concerned exclu- 
si^aly with other electronic devices, primarily in the possession of 
the enemy, electronic countermeasures is removed from ttie main stream 
of weapons technology.  However- the growing dependence of modern 
weapons on electronics and a recognition of their vulnerability has 
increased tremendously the importance of countermeasures.  The complex 
teiirmiques evolved to effectively count3r electronically aidad weapons 
hm'i  not been surveyed and made available to the practicing engineer 
since  the publication of wartime accomplishments.  The present volume 
pro^ides. a sawtaary ot modern countermeasures techaology for those 
working in the field.  The Gcientific and engineering aspects, as well 
as :he  military requirements, have been treated; both technical and 
operational problems must be solved to achieve successful counter- 
mear.ures.  Therefore, both engiueers engaged In equipment development 
and those concerned with operational characteristics should find this 
bool: valuable. 

V 
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I.] ELECTRONIC COÜNTERMEASJRES 

IJ    Dafiaition 
There hs« been » tendency In recsne years to distinguS^ betweeu e'^c- 

iionic coyniermeasure« (ECM), electronic reconnaijtitar.s«, »nd dkctranlc 
tounter>countermessurei (ECCM) When takca tc/(ether their (uncttens am 
i!«u»ily referred to «e rfee'ronic warf «re (EW). In practice, on? can seldom 
i ^apktely separate theet function!. It it necessary to conduc*. «Jwctrcnic 
ieconnaliaaece both for direction of the ECM ietear» and developrcem 
)>rog.»m and fo? the operational (tactical and strategic) application of ECM. 
fa this book emphasis Is m dsstronlc countermeacur«^ and electronic re- 
connaissance; howav^., »tudies of Jamming effectiveness are pertineat to 
the evaluation td jamming techniques and couRt".: ccuatermefiaures tech- 
niques. 

Electronic warf^r« may be defined m the employment of eäect«r.:t device) 
and technique« for the purposes of: 

(o) Determining the existence and disposition of the enemy's electronic 
*id» to warfare. 

(6) Destroying er degrading thr effectiveness of the enemy'* titctMffils 
aids to warfare, 

(r) Preventing the destruction cf the effectiveneu of frisndiy electronic 
aids. 

!.»    PMKttlariltas of SK' Syeten* 
Kifct..n.i. warfare systenM occupy a special position in that their primary 

function is 'u its ritiiMinrKd to enemy action or potential. Ths character of 
effective EW aytimm awl their development cycle does not follow the pattern 
«»i ky other active waaiKma and electronic systems snd subsystem*. The 
laHkHt |H<lt)ti of difference m*y be listed as lollows: 

>«i   11*« m»A tar EW »ystswit it »scognSrsd when the existence of enemy 
ilnin üii $fa has been antabtlihed ur pottulateo. 

(b) The ^»liHiiltt«».» of EW lyitem* »re determined by the nature of 
enemy «IS-.UHMJ 4II«U*»—known m «ntldpated. 

(c) The effectlveneiMi iif KM |fw tyntm cannot be demonstrated Independ- 
ently oi enemy devt,»,, um,, fUi Qr «Imuia^d. 

(dl The future course of m m i>n!y be predicted in terms of the an- 
ticipated electronic envlris«i,Mi«» to be crealed by the enemy. 

Ih» »Ispendonce of EW methMi» .,,, the prer.äni and future enemy elec- 
mm |««»ure places the entire fle!i| (!» «W In a purtlcularly close relation- 
MM Mill the Intelligence commuiiil^   thp technique« of «ignal Intercept, 

<*H*II il« ma location are primary u»U fj»r alectronic Intelligance (ELINT) 
Ml mmtaktikm intelllKence (CüMIN'D Conversely, the informatios on 

, 
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CHARACTERISTICS OF ELECTRONIC COUNTSRMEASURES     14 

enemy activity and itt interpteiation It basic to EW öey«!opmeiat aim pkn- 
ning. In the caie o! a eompless transmission systsun, c!acaif<cation of the 
signal as ELINT or COMINT may not be a simple »netter. 

1.4    Ree«ansh 
The development of etartronis eountermeasuires «ystems places unusua' 

demands on teebniquaa and compoitwtts research in that; 
(a) Operatbnsl requirements ere continually chonglitg with the develop- 

ment by the entmy of electronic aids to warfare which are the po- 
tential target of countermeasuree. 

(b) Characteristics and vulnerability of target systemn are known only 
through test» mitdd with the aid of «cuntermeacures and reconnois- 
ssace equipment developed to meet these optrational r«quir6jMnts. 

(e) TK« potent1»! utilisatio» of the coniplgte frequency spectrum, ail 
types of modulation, and ircxlmum efficlfncy and seeurity of infor- 
mation handling in the target system requires extreme versatility in 
devices and techniques in te-ms of design end operational parameters. 

Frequently these demands require ihs use of techniques end components 
which ere not fully matured. Much of the research is directed toward evalua- 
tions of feasibility and "trade-oliV inherent in the choice from a muitlplicity 
of aUernetive approaches to a givtn problem. An intercept or jammin. «ye- 
tem designed spedftcally for a given target system is limited in its applica- 
tion to other target systems. On the othar hand, a system designed to handle 
a number of target systems is limited in its capability aga'ast ftpeciik tar- 
gets and is usually extiraordlnarily complex from an orterational ttandpoir.t. 

Certain techniques, such as Che ability to sort »nd analyse sig«i&ls and 
selectively radUte large amounts of power over a wide frequency range, have 
relatively little value lor applications other than countermeesures. The de- 
vclspmem of these techniques require» in :nany cases the development of 
componsnts buch »a electronically tujiable devises, broadband ampllftc-s end 
mixers, nigh power CW oscillators, and noiss generators, which in turn find 
little application in other than countermeasures equipment. On the other 
hand, since the reaesreh on ihes* techniques and components is continuously 
pushing the state of the art, much of our khowledge of th« iimita o! elec- 
tronic performance has resuked from the eountermeasures effort, 

hS    Summary ©I Suibje^s Treated 
In the following sections, » short summary is given of each subject treated 

in this bunk, with emphasis on the particularly significant results presented 
in each cut. 
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Thit chapter Is adequately reprewiitpd 
through 1.4 and need« no further summary. 

by the matntal ta Sectioas 1 ! 

L5.2    Hitiory of Elaetronte CttUsnlcrawasunM 
This chapter sive« the historical b«tk/fruuad ol the ECM research »»id 

developmcr-it pro^rew and dkcusses fealurei of tk'i program which are 
unique. The deveiepment of ECM since World War 11 in traced. 

Techniques developed in the WoHd Wtr !I program« «re discuued, end 
the general chfmeterisUcs of spectre equipments are detcribod. Some of 
thuse equipments are now obsolete; son« are still In UM. Emphasis la laid 
on the evolution of ECM technique? which led to mod« rn requirements and 
method». 

A section of Chapter 2 deals with *he postwar retearch and development 
program in the ECM fteid, Many of the equipment» described here are l» 
current UM. The reuona for developing the technique» dessribed and their 
effect on the boundaries and objective» ol the ECM research sad develop- 
ment program now in progre»« are diicuseed. 

No attempt ia made to provide a «.omplete list sf eoutpnmit, techniques, 
ipecincetiom, and applications. Itmisad. emphasis h laid on the problems 
ehcountered and the ways in which thty an solved. The program carried 
uut immetiiaiely aiter the war for apprslshsg the e^ectiv«ne$' of «Icctronic 
warfare techniques, particularly a» applied agcin»t the German», is described. 
Information WR* obtained on the spot, by obaemrs If. '.kmuny, »s to the 
experience» of Germs?, radar pcraunne! operc^ing their equipment while it 
ws» being Jammed by Allied airborne ECM equipment. This intarmation led 
to the conclueion that the ECM pmgrttm wa» highly »ucceuful, and grsatly 
reduced the effectiveneu c' the German radar. 

1.5.8    Perapeetive of ECM In McdeFr« Warfar« 
The ways in which the military »ituatlon and the geography of tht battle 

and supporting are»« afTect the problem of de«truying or degrading the utiilty 
of enemy communications, weapon syatem», and surveillance device.» i? con- 
»idsred in detail in Chapter 3. 

Airborne ECM has both defensive and reconnaissance function»; vts* it 
considered separately as well a» li, system» that combine them. Chapter 3 
ai»c includes consideration of cuuntarmeaiures against «arly warning rndar, 
airborne intercept, kad tracking radar», Bad commuriicstlor.ji, guidance, and 
fuze counterme«*»v!i"j». 

Uti'ization of ECM by nevnl forces i« discussed, 
ECM in air defense is largely cor. erned with countering bombing and 

navigRtiou rRtler. Passive detection by scanning receivers «nd target track- 
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ing also hive an ImporUnt plsce In air Mtv.it: save:«! typ«« of •yitemn 
are illustrated. 

ECM its ground operKtioiu Ss consider from the tactical employment 
«tandpoini. only. Some uf theae applicat^ns are: ECM agalnit surveillf.tice 
drone «yittmi, apinat unenciphered tactical communication nets, agaimet 
enemy mortar and artillery tracking radara, againat tactical bombing ndara, 
againat missile system*, and »gainst electronic »urveillance «üevice« such aa 
intercept receivers, MTI radars, and infrared scanners, both ground-based 
and airborne. Predetonatlon of vadible'lme fuses, and counter-counter- 
measures against ECM repeüer-jammers are briefly considered. 

ECM in aero-space has not yet been thoroughly investigated, Two areas 
of interest are countermeasurs» «gainst electronic surveillance of objects on 
earth, and against AICBM complexes. 

1.5.4    OgMratioBiHi Objectives of Inletvept Syetoaas 
Intercept systems gather r^-onnaissance information by receiving and 

analysing eaeniy signals. The knowledge gained by this operation permi's 
a more accurate assessment of enemy facilities aitH preparations than wovid 
otherwise be possible. The general value of intercept systems lies in r">- 
vidinn information on the enemy signal environment which is useful fron an 
intelligence point of view. The location and character of enemy electronic 
emitters ruch as radars, navigation aids, and communications transnitters 
clearly h»s a direct operational significance. The application of sue1, inter- 
cept data to active electron!; countermeaaures represents a specific taciic/d 
application. Thus, exact knowledp of radar characteristics permits the 
preparation of optimum electronic countermeasures for use agairwt the pur- 
ticular tsrget radar. In a broader sense, the increasing use of elec'.romagnetic 
signals in military operations has equally increased the scope anr'. importance 
of electronic intercept systems. To obtain comprehensive ip/ormation on 
enemy radiations is s tremendous task, but the intelligence fc be gained on 
enemy military and technological posture is proportionate. 

L^.S    Signal Environment Study 
The design of intercept equipment for the detection, location, and recogni- 

tion of signals associated with particular radiating equipments depends to it 
significant extent on the environment in which the irtercept receiver wil! 
operate. Signal density is an important parameter of this environment, 
Variou» workers have ttpproached the problem of predicting signal density 
in diverse ways. Geographic maps showing typical deployments of tactical 
units in the fteld, with their associated radiatinr; equipment, have been 
prepared, iog.iher with complete lists of enem/ and friendly radiating 

■ 
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■,f-'-: 

«jülpment for the ptrtlcuter modal chown, Prom thb informstJon, predicted 
? ^gnal den»!tlei have been derived. Studiee »long tbete Huei letd U> a predic- 
tion ot the number of slgaali which an Intercept «yitem will be required to 
handle «imuitaneotuly. X 

Recent work inclui» three tipa?. density AuaUm - .np!vylnfi, reepectl^ely, 
a Monte Carlo technique, a detenniniitlc model, and a «tochattic-proccei 
model. All of these methods give high «alum f<r signal density, posing s 
serious problem for receiver designers. Pr^ur! .ary studies aimed at com* 
paring the results of the Monte Carlo .node! ».d the stochastic process model 
suggest that perhaps the Monte C&rlo method counts the signals from one 
transmitter too often. In the other approecb, the bts!c assumption of a 
uniformly random distribution of trammitten h actually violated, and thbi 
Its result fftves toe low an estimate •/( the «ignal density in some regions. 

Studies based on models, such as those described abov*, may be supple- 
mented far purposes )f verification and of intelligence by otwervatlons made 
In the iteld by meant of a drone al.crafi «quipped with simple intercept 
pquipr ient. The droni'. Is equipped with three low-stmitivity rtceivers along 
with pulse-counting an 1 recording devices. The system counts tho cumber of 
pulses received and records the results as a function of time. The signal 
density is read out and pitted on maps of the tactirst area. The contours 
resulting may then be used to show indications of the locations of major 
supply areas, depot«, and rail heads; concentration of troop»; and shifts in 
air defense. 

1.5.6    Intercept ProbabiUty rmi Receiver Parameter« 
The effectiveness uf an intercept receiver depends primarily "pon the 

length of time required for the receiver to intercept a signal., and secondarily 
en the length of time the intercepted signal continues to activats the receiver. 
Where CW signals are involved., the length of time required for an intercept 
is dependent upon the receiver tuning rate and the signal to noise ratio; for 
pulsed siguals, algimls sweeping iu direction or frequency., or both, the fore- 
going factors are pertinent as well g? the probability of frequency and 
bearing coincidence between the transmitter and receiver. 

In the first part of Chapter 6, the probabüity relationshipri applying to 
the intercept problem are developed in a general manner. It is shown, for 
example, that, if a coincidence probability of unity is assumed, a signal in 
the form of a 0.5 ^sec pulse of 5 watts peak power masked by geussian 
noise having a uniform power density of .V watts per cps over a bandwidth 
of 1 Mc requires a signnl-to-noise latio of 13 db to give a detection prob- 
ability of M% on a single trial with a false aliirir. probabüity of 0.001. Thin 
result applies where everything is known abcat the signal, 
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Other ireintbnahlps are developed iot tfee csse of M ortiogontl signals 
ivhere the time of occurrence or the frequency m «ach signal may be un> 
known. Curvss are prtv!d«ü which permit the prediction of detectioa prob- 
abiiitiea M a function of peak power, deteetabillty index, and false alarm 
rate. An Ideal receiver I« considered, and it k shown that this recdver, 
which it prohibkively expensive, can be «imptlßed by the use of a gated 
matched filter. The coincidence concept h considered in a general manner, 
and unit coincidence probabilities and the time required for intercept are 
developed as function! of syitei» parasssäters, such as the duration of a 
pulse, the nceiver sweep period, the signal pulse-?epet!tion period, the 
igtm-l spectral bandwidth, the receiver acceptance be"'' «. th, the transmit- 
ting netenns look period, and the transmitting sntem        .tlon period. 

Starting with Section 6.4, the coincidence properties of various types of 
receivers are considered. It is shown that, for receivers sensitive only to the 
major lobe of the vransniltting antenna, If u» acceptsr.ee bond of the re- 
ceiver is displaced by its own width in one revolution period, an intercept 
is certate In one scennini period of the receiver; ihe time required for inter- 
cept Is, however, atiduly long. Where the scanning period is comparable with 
the revolution period of the trammitttng antenna, results become unpredict- 
able. If the scanning period is comparable to the duration of m "look" of 
the transmitting antenna, as in the cose of a rapid-acin receiver, an Inter- 
cept during the time of the "look" is certain, and the time required for 
scmpletint; the intercept is email. Where the «canning repetition frequency 
of the receiver Is comparable with th« PRF of the transmitted signal, predic- 
tion is difftcuH, but satisfactory results g,re obtained because of the instability 
of the system- If the scanning period is comparable with the pulse length of 
th« transmitted signal, an intercept Is obtained on the first pulse "seen" by 
th« receiver. In all cases, the proportion of the pulses Intercepted is equal 
to th? ratio of the receiver acceptance bandwidth to the receiver scanning 
butdwidth. 

JL.S.7    Detretioia and Ainislysb of Slgnwle 
The theory ol signal (kt«ctab!hty Is a specific application of general statis- 

tical dediisr« theory, The problen.« is ova of deciding whether a signal wa» 
present in the noise and interference or whether only noise and interference 
were present. It differs from the usual slgnal-tu-nolie ratio approach to 
receiver design by consickr'ng the objectives of the receiver first and work- 
ing backward toward the actual receiver design. On this basis, designs can 
be obtained which can be said to be iruly optimum; and nonoptimum re- 
ceivers can b« rated agaiswl the optimum. 

The history, malhsmatical development, and spplkatlons of the theory 
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«re reviewed. Multiple-decision problem« «nd sequent!«! detection prccesM« 
u extemiona of the theory gr« than dixuued, 

The second nection of the chapter sununariM« methods of Ruthemttical 
iign«I ■nalytii ihut have been üiäd in the put in various f.elds, including 
electrontftgnetic reconnaissance. In recoiutninsancc, one of the major problems 
Is that of defining a set of significant meaüurabis properties of the class of 
ail signals. The relevant equations for the decomposition into clauses and 
subclasses of signals are given and analysed. Some physical metaurements 
and apparatus useful in analysing signals are di&cussed; the measurements 
are meaningful for both stochastic and deterministic signals. A low-order 
statistics! anr'yser system for order-o.f-batUe eiectromagaetic reconna! .sance 
is giver,, followed by a description of the signal tnterrepts at the output of 
a reconnaissance reutiver. 

1.8.8 PeyeEfophyslos in Electpcnle Wtartmr* 
The human being may oe considered an integral part of many systems 

employed in the data collection, data stortga, data dissemination and 
decision-making processes involved in modern warfare The "operating 
characteristics" of the human observer in man-machine systems may be 
specified and quantified through the use of psychophyrfes, 

Psychophysics employ« the experimental methodology of psychology and 
makes use of statistical decision theory and information theory in determin- 
ing the limitations and capabilitlei of the human component. 

Chapter S gives examples of analyses of conventional communications 
systems, nf\t Systems, and the effect of countcrnmsures action on these 
systems. The applications of the methods of psychophysics to the counter- 
measures problem are described in detail. 

1.5.9 The Intel refit Receiver 
Facton affecting intercept receiver design are considered, including lack 

of e priori information; inability to use Integration techniques; complexity 
of signal characteristics; divergences in operational requirements; diver- 
gences In physical requirements; requirements for wide frequency ranges 
and wide dynamic ranges encountered; complex data handling problems; and 
the prestpce of false signals. The intercept probability problem Is appraised 
with narlicul&r emphasis on the effect of this parameter on receiver design. 
The necessity, In denlgnlng a, receiver, for taking into account the high 
signal densities encountered, and the consequent data handling problems 
are discussed. Consideration is given to the relationship of an intercept re- 
ceiver to a complete intercept system which. In addition to the receiver, In- 
cludes the antenna, possible auxiliary display equipment, data processing 
and recording equipment, etc. 
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A very general relat'onshlp ii introduced, leading tc a figure cf merit based 
only on the composite abtlitie» of aa Intercept system to monitor slrmilta 
neously both frequency and VO)UIT>« of space. The capabiliUea of receivers 
having various characteristics and -jonfiguration« is reviewed in the light of 
this figure of merit. SeniUivity standards are considered, and methods for 
estimating received power and signaUto-noise ratio are described. The im- 
portant receiver characteristics, such as noise figure, bandwidth, gain and 
dynamic range, tuning range and tunabillty, and spurious lignal reaponse 
are considered, as they are affected by the environment in which the receiver 
is required to operate, taking into coMideration such factors as intercept 
probability and the time required to achieve interception. Direct detection 
rocelvers for broadband operation, with or without rf preatnplificaUon or 
tunable preselectbe, including wide-opca electronically sweeping nnd mul- 
tipitxhannd detection types are described. Similarly, supcrheierodyne re- 
ceivers, mechanically or electronically tuned and with or without rf 
preamplification, are appraised. A particular case is the microsweep super- 
heterodyne, which has thi capability of sweeping through Its entire tuning 
range in the period of one radar pulse, thus achieving perfect intercept 
receiving probability. Special requirements for CW reception, the Intercep- 
tion of "variable frequency" radars, othsr signal recognition problems, and 
receiver 'look through" are ravlewed. 

1.S.10    Dlreetioa Finding 
The location of enemy emitters is a prime intelligence datum to bo gained 

from an intercept ^ysttm. Tc determine the source location, the direction cf 
arrival of the received signal must be measured at several pciuta. The inter- 
section of the direction lines then locates the source, The necessary angle 
coordinates are furnished by the direction finder at each location. Antennas 
used for this purpose sample the amplitude or phase delay of the incident 
wave front. Sfequential or instantaneous comparisons then indicate the angle 
of arrival. The accuracy in angle measurement generally increases with the 
available antenna dimensions in wavekng'hs. Bigniflcani bearing errors ere, 
of course, introduced by propagation effects which tmy distort the wave in 
a variety of ways. The techniques chosen for measuring the direction of 
arrival mry widely, and depend on thß type of signal betel Intercepted, on 
the operating wavelengths, and on the local environment, i.e.; on whether 
air, sea, or lant5 based operation Is required. Although direciicn-flnding 
methods occupy an important place in mvigütion, communication, and detec- 
tion systems, the reconnaissance function emphasized in Chapter 10 offers 
perhapx the broadest application of direction-finding techniques. 
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1.5 \1    Tha Aüifilytts of RtieoniialMance Information from the 
Data Slandllng Point of Viaw 

Electronic recotmrjiaance dstn contain« information on the location ana 
echnkal charactei- of the varlou* enemy emitters. The anftlytia of the ;S«t4 

ilecieu aims to extract this information. Dept-ding on the degree of pre- 
ciabn reached, the seaulU arc labeled Electronic Order of Battle (EOB) or 
Ekctrcnic Intelligence (ELINT). Thb typet of receivers atmllftbie for col- 
lecting enemy iignali ütect ■ certain »atnplt of the enemy emissions; tha 
nature of the sample depends on the receiver characteriiiics, but generally 
It contains a tremendous mass of imgely rsdundant data. Analysis of this 
mass of data involves the perception of previously eiUDllshed forms. The 
primary analyeis function provides rapid dK<w!flcation and indexing of the 
incoming äignsls. In many cases, the primary ctasSfoations provide a» 
adequate idsntiieation of the slgntls iinvolved. A few of the coaraa categories 
may bt further studied in a secondary analysis designed to extract the 
masimum inforniation from a given signal. Many of the operaUoiu» required 
in anftlyi!« auch m digiUlising, sorting, and gtoring require high-speed 
machine technlqvus. Others, such as complex waveform analysis and language 
translation, demand human sisbtance. Of course, the Anal step in analysis, 
namely, interpretation and dissemination of intelligence information, is 
always a human operatfon. 

1.5.12    Sasie Types of Masking jammoro 
The general rhaiACteristics of masldng jrmmer transmitters, jammers 

capable of obscuring Information, are treated In Chapte; 12. The bandwidth 
of a jamtp.si- and its radiated power are both important factors In meüking 
Jamming. Wide bandwidth» ».re d« Jc&ble if radars and radio receivers cover- 
ing a broad fiequency spectrum art to be jammed. High output powers are 
required to jam high-powered radars or to jam at long ranges. Generally, 
bandwidth may be traded for power; i.e.. high Jammer powet ouipui may be 
achieved by sacrificing bendwldth. Masking jamming Is also affected greatly 
by the type of modulation used. The modulation type, such iu amplitude or 
frequency modulation, and the modulating waveform, such as a sine-wave 
or sawtooth function, determine hov. the available Jamming energy It dis- 
tributed In the frequency spectrum. Usually, It is desinble to dbulbuts th- 
jemming energy evenly over the baudwidth wi h »he signal amplitudes fol- 
lowing a gaussian dist.ibution. The spectrum obtained from frequency mod- 
ulation by noise combined with frequency muduladon by a sine wave ap- 
proaches the "ideal" spectrum. Another means of obtaining such a spectrum 
Is the direct ampiiflcatlon of noise (DINA). In practice, amplitude dlgtrlbu- 
ticn is not truly gaussian because high noise peaks are sliced off either in- 
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tentionally or bwausc of equipment limlutions. Clipping can reduce peak 
power requirements Mid can minimiw power wait&ge ia the carrier. 

Masking jammers may be placed in ths categories of barrage jsmmers, 
spot jammerr, twept jammert, and iweep-lock jam«r.ers. Some jammere fall 
into two or more of these categories by having aSteriwiive modes of opera- 
tion. Samge jammers are wideband noise transmitters deigned to prevent 
use of frequencies over wide portions of the electromagnetic spectrum, Many 
receivers can be jammed simultaneously, or frftqvsncy-diversUy radars cen 
be jammed without readjusting the jamming frequency. Barrage jammers 
may not work effectively again»t systems which use high-powered trans- 
mitters becaue« jammer power msy not be sufficiently high In th« transmitter 
frequency band. Spot jammers, manually tunable traosmitters which are 
amplitude or frequency modulated by noise or by a periodic function, can 
concentrate high power in n narrow band; these jammen can be used to 
mask specific transmitters from communications or radar receivers. Where 
tunable receivers cannot be used at an antijam feature, spot jammers can 
be used to good advantage. Swept jammers »re tranimitten In which s 
narrowband jamming signal is tuned over a broad frequency band. These 
jammen combine the high power capabilities of spot jammers and the broad 
bandwidth of barrage jammen. An important factor in considering the 
effcctivensss of swept jammers is the dwell time, the period during which 
jammer noise Is in a yec^iver'a bandpass. A sweep lock-on jammer is essen- 
tially a swept jummek- with the additional feature of lock-on capability. The 
sweep lock-on jammer can concentrate much noise power in a narrow band. 
This type of Jammer can lock on to a second signal much more quickly than 
a spot jammer can. 

L5>19    Geo3n«try of the immmimg Problem 
The locations of jammen and receivers affect the required jamming power 

levels. Equations «re readily derived for articular geometries and partic- 
ular jamming situations; parameters entering into these equations must 
be carefully considered for each individual problem. As would be expected, 
the threshold of intelligibility must be defined diffeiently for each system 
and for mch type of jamming signal Some of the factors which appear when 
considering geometrical relations in radar jemming include the Jamminc 
noiae-to-signal ratio at the receiver, receiver bandwidth, range between jam- 
mer and receivers, antenna gains, and radar cross eection». How a particular 
jamming situation is examined determines which oi th<we and other factors 
popear in th« equations. For example, if a self-screening airborne radar 
jammer Is aboard the target aircraft, the minimum range at which the 
jammer is encctive is expressed in terms of th« .»dar peak power, th« radar 
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transmitter antenna gala, the radar receiver bandpaei, the jammer powes per 
megacycle, the jammer antenna gain, the radar cross »eciion of the target, 
the ground reflection factor, and the camouflage (actor. For the caw of 
jamming a search radar from a target aircraft carrying the Jammer, many of 
th£3e same expreseiona can be used In deriving an equation. Here the final 
equation may be a comparison only of maximum detection range« out of and 
In a jamming environment. The ratio of the ranges can ta evpreiMd pimply 
in terms of ih? normal minimum detectable sign«! and the minimum detect- 
able iignal in the presence of jamming noise. For commuaicatlons jamnting, 
two ranges, that between the communications transmitter and the receiver 
and that between the janmsr transmitter and receiver, must bt considered. 
la a case such as this one, more attention must be paid to propagation con- 
ditlons since the transmlseion paths are not the same for the communication* 
and jamming sipvUs. The geometrical picture of the radio prodimity fuite 
Jamml; g problem 1« more complex tHn those of communications and radar 
problems. It Is necessary to consider the trajectory of the fused missile, the 
location of the Jammer, and the target area to be protected If a fiued mlislie 
is to be predetonated at a certain height above the ground, the jamming field 
strength must b« sufficieatly greater than the threshold field strength above 
this height. Other, more complex, geometry problems involving the use of 
jammers exist. For example, a difficult situation to evaluate would be one in 
which multiple Jammers are used against air-to-air missiles by aircraft Sylng 
in formation. In such a case, to determine th« volumf of protection, the 
pattern of the Jammers' antennas, the Jammer powers, the spacing between 
jammers, and the direction of arrival of a missile, all must be taken into 
account. 

1.5.14    EfflMtlvemee« of jamming Signals 
The problems of evaluating the effectiveness of jamming signals in search 

radar, tracking radar, and communication situations are treated In Chapter 
14 with tensideration being given to those signals established as being 
feasible of generation and effective as electronic countermeasures. 

First, the genera! concepts of determination of effectiveness at signals is 
considered; then search radar is discussed from both theoretical and experi- 
menta« points of view. Criteria are established, end the reaponpes of receivers 
io DINA and FMby-noisc jamming are ascertained. Tho influence of 
standard antijamming techniques on the effectiveness of the Jamming la 
considered. 

In tracking radar, the influence of the type of tracking employed on jam- 
ming signala to be used is established, Experimental methods of determining 
jamming effectlvenus are discussed. 

The jamming of data links is considered only briefly. Results of jamming 
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vdce-cominunkaticas svttenu of common typm where continued degradation 
rather than threihold type of failure la experfeaoed «re shown to be de- 
pendent on the «vaiive action permitted the receiver, particularly In the FM 
case. A valid measurement technique for the etfabHshmsm of Jamming 
effectiveness in commimlcatioos systems is noted. 

At the time of the writing of Chapter 14, little quantitative information 
was available regarding the «ffectiveness of signal« in jamming of single- 
eideband and paeudoiaadom communicatioa links. 

1,5.15    Radar 1CM Rapeatmrs and IVaaapendare 
Tha advent of broadband radio-frequency amplifl«», such as traveling- 

wave tubes and distributed amplifier«, and of electronically tuutble oscil- 
lators, such as baskwafd-wave oscillators or carcinotrons, haa made possible 
the drvefcpmect of jamming systems which are relatively sophisticated in 
comparison with brute-fores barrage-jamming equipment. These sophisticated 
system» generally are dmlgnsd to deceive the radar operator by producing, 
on the radar scope, false taigets or targets giving incorrect information, as 
contrasted with barrage or spot-jamming systems, which depend upon ob- 
scuration of the radar scope. Deception-type systems may employ either 
repeaters (devices which amplify sind rantdlate UK ntdet ilgml, adding 
incorrect Information) or tranopaiidera (devices which produce similar effects 
by means of local osdliators and memory circuits). Repeaters and trans- 
ponders have advantages with respect to brute-force devices in that their 
power-output requirements are relatively low; and in many situations, decep- 
tion is achieved without betraying the fact that countermecsurer are being 
s?*!p'oy#d; OB the Dtlssr hand, bsrrags and spot js* 
tage of universality, 

Atmiyslv shorn thst the gain required in a self-screening repeater Is 
independent of the range, and is, in fact, a function of the ratio of the 
effective radar cross section to b« simulated to the capture area of an Iso- 
tropie radiator. On «he other hand, the power requirement is in accord with 
tha usual jamming equation, «ktd is Inversely proportional to ths square of 
the range. 

Various types of repeaters are described, including straight-thrftugh repeat- 
ent, swept nopeaters, and gatsü repeaters. Such repeaters may be used to 
change the apparent site of the target. In the case of the swept repeater, the 
disruption of the operation of seml-«ctlve syatems utilising doppler shift 
may be effected. 

In addltion: as discussed in later sections of Chapter 15, various deception 
techniques can be incorporated to produce false targets or to generate false 
range or bearing information. 

Single frequency transponders have been used for some time to produce 
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false target information in a limited frequency range. This technique hat 
been extended to the davelopment of sesrch-lock-j&m transponders coveting 
a broad band of fiequencies, utilising traveling-wave tubes and backward- 
wave oscillators. In such transponders, a sweeping oscillator stops sweeping 
when it encounters the radar signal and triggers on a Jamming traasmitter 
on the same frequency. Such search-lcck-Jsm transponders scan the enure 
frequency band in the period of a single pulse. 

Devices for obtaining broadband ampliflcation are discussed, including 
distributed amplifiers for low frequencies (below 400 Mc) and traveling- 
wave tubes for microwave frequencies. Electronically tunable resonant cir- 
cuits may be used for the rapid tuning of oocillators in the low frequency 
ranges. Backward-wave osdlktors and carclnotront are useful in the micro- 
wave range. 

Deception techniques include false target generation, employing straigh(- 
through repeaters sensitive to minor lobes of the radar antenna, and gener- 
ating false targets of a constant range but varying aslmuth. Another highly 
effective deception technique, employed against tracking radar, is "range gate 
pull-off." This technique is implemented by mfeans of a repeater with fre- 
quency memory, which records the frequency of the received signal and 
reradifites the signal after a lapse of time, which is successively and con- 
tinuously increased in order to pull off the range- gate In the radar receiving 
equipment. Other repeaters or transponders may employ scan-rate modula- 
tion to generate large error signals in the radar servo loop, Hearing errors 
may be introduced into lobe switching or conical scan radar tracking systems 
by means of Inverse gain modulation, which returns strong signals when 
weak ones are received, and vice versa. The velocity gate in active radar 
systems 01  the CW doppier type may also be pulled off by  Varyaüg the 
frequency of the return of the .epeatar or transponder. 

U.S. 16    Fuse «nd CommunloaUoiss Repeaters 
The application of repeater-type jammers against radio doppier proximity 

fu«es and communication links is discussed. In comparison with oihtf fuze 
countermeasures equipments, repeaters have a high potential against broad 
classes of radio doppier fuses. Simple repeater Jammers have little merit 
against communication links; however, variations from a simple repeater 
may have value as a communication jammer. 

A brief theoretical discussion is given of the single-channel radio doppier 
fuze, Including the following types: CW, FM, PD (pulsed doppier), and 
noise. A more gensral description is given for specia! fuzes end multl-ch&nnel 
fuzes. A basic range equation which relates the range at which a fuze will 
be predetonated to the fuze parameters and repeaier Jammer parameter is 
given. 
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The problem of obtaining sufficient inokiion between input «nd output of 
repeater» to prevent oaeiUatSon has led to wide use of tlme-ahared repeater«. 
Distributed «mpliflen, when used aa the final amplifier of superheterodyne 
time-shared receivers, also serve as the transmlt-receive switch. Basic con- 
figurations and special problems associated with superheterodyne time-shared 
repeaters are discussed. The special characteristics and applications of iong- 
and short-delay repeaters ar« discussed. The Operation of a superregenera- 
tive repeater it deecribed, and its application aa a fuse jammer is discussed. 
The usefulness of the superregeneratlve repeatcE- is limited by the fact that 
it is impracticd to maintain an artificial doppler shift, and the rf band which 
can he covered effectively with such u Jammer is very narrow. 

Care must be tAken in the use of rapeatera against voice-commwiieation 
links since simple repeaters may actually augment the direct transmission. A 
"babble-of-voicei" jamming signal can be generated by demodulating the 
communication signal then retransmitting the carrier with some new tortn of 
modulation which may be related to the original modulation, 

Coded radio-transmlssio&i links are dassifisd a® asynchmneus or eynchro- 
nous. The information bandwidth of asynchronout coded radio links, sucb as 
common teletype, is small, and the speetrum of the transmitted aignal IF 

comparable in bandwidth. Efficient jammers for this type link can be 
produced. As the degree of synchronism is increiued, the Jamming probletm 
can be made increasingly difficult. Special fsatuies of synchronous systems 
using pseudo-»oistt encoding, which make them susceptible to jamming, are 
discussed. 

The advantages of Jammers with provisions for monitoring while Jammlns 
are dlscimwj, Examples of jammers of this type s.'s citsd. 

1.5.17 früfraiKia«« AulomaSlo Jcntiitin^ Syeflems 
The ttmeliisess which is essential to the effectiveness of many Jamming 

operation« has created a continuing interest in automatic systems. For single 
cases, such as jamming of a ipedflc type fuse, a repeater which responds 
only to the specific type of signal radiated by the fuse is all that is involved. 
For more complex cases, such as protection of a strategic bombing mission 
that passes through friendly, early warning, area defense and local defense 
sones, more elaborat' programming is required. The key to programming h 
mode nelectlon. Selection of mod« of operation may depend on instructions 
fed into the programmer before the mission, updated inütructlom communi- 
cated to the vehl'ie carrying the Jammer during the mission, or current In- 
formation based on intercept and analysis ol enemy signals during th« actual 
jamming periods. In the example of the strategic bombing missions many 
inputs end responses must be accounted for. Inputs may be: type of radar 
to be Jammed, dlrectlop. of radar, frequency, scan rate, pulse repetition fre- 
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quency, etc. RMPOMM may be designed to deceive the enemy u to the direc- 
tion or aise oi the «tuck force or to conceal the attack fores completely. 
Capacity of the mode selector In terms of numbers of Input signals, instruc- 
tions, iinj decisions possible must be compatible with reliabihty and weight 
requirements as «rail u with the type of mission. Geographical programming 
may be used, based either on preprogrammed mission instructions or on In- 
puts from a navigational system. This method may provide weight and 
simplicity advantages. In all cases adequate attention must be give» to inter- 
ference and «lactroaic compatibility and to provitilon for self-testing cf 
components or proffranw within the jammer, 

1.5.18    Confution Refieetort 
The radar echo from a target can be masked not only by jamming signals 

but also by other whoas. Such echoes are produced by cenfusioa refiactors 
speciflcally designed for this purpose. The simplest confusion reflectors, 
called chaff, art vary fine foil strips cut to resonant length« At longer wave- 
lengths, untuned lengths of foil, called rope, are commonly used. In both 
caws, th* echoing area is very large In proportion to the weight of material. 
Indeed, the basic purpose of confusion rdketc rs is to provide a large echo 
over a broaei frequency band in a compact, lightweight package. The de- 
signer of confusion reflectors attempts to place a sufficient number of false 
Urgets about the real targec to render difficult its radar iaemijjcauon and 
trackinf. This requires rapid and uniform dispersal of the iHMdual ele- 
ments after ejection, as well as a slow rate of fall of i'te resüilng cicud. In 
prlncipb, the different velocity of the real target permits the radar to die- 
criminate against surrounding confusion reflectors. However, the techniques 
required ts perform th« necesiary dlscfiminatlon limit the over-all oer- 
formance of the radar. Only a slight degrajatlon of this wrt r^y strongly 
affect the outcome of an engagsment. For example, a tracking rads? saay he 
forced to reacquire its target because cf the n^ii«!ike signal introcucsd by 
chaff. In an Engagement between high-velocity vehicles, the rssMlung loss of 
guidance information may suffice to canse the attack to fail. Similarly, in a 
search radar system, when the number of t <igeti* appr^ehe^ the avallabie 
rapacity, th* Introduction of added discrimtnaUoii requiiements may saturate 
the system. 

La. 19    Tairgel Masking end MotHAculla* 
The echo from a target !s diitermined by its geometrical *h«pe and by the 

reflectivity of its surface. By controlllngi these factors, the radar visibility 
of a iarpiet can ba reduced or inciwisd- In the car; of real target», a redu: 
tion is desired, while la the case ol false targets, enhancement of the echo 
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ia sought. Shupe ftcton control the direction»! piopwrtk» of the reflected 
slgiial. Thus, «t fltt aurffsce,, tvge cornered to the wevfkrsgth, concentrate* 
the reflected enesgy ia a narrow beam; unless the surface is exactly narmsl 
to ih« incident signal, there is no reflection toward the source. Convorsely, 
three reflecting planes at right angle« reflect the incident energy back toward 
the source. These two typ» of surfaces respectively reduce and enhance the 
radar visibility over a wide range of aspect angles. Absorbent coatings can 
be made effective over a limited band of frequencies and angles of incidence. 
In general, the wider th« range of performance, the bulkier the material 
becomes. The extent to which the countermeosures dsslgsier can control 
shape and surface parameters is usually limited. This Is particularly true in 
the case of airframes. However, for ground targets, very effective traniforma- 
tions of the radar scenery have been achieved. 

1.5.80    Decoyi 
n effective defense must send weapons against all targets that are threats. 

When the number of threatening targets exceeds the supply oi weapons, then 
the excess cannot be eagajed at all. The aim of decoys is to provide enough 
false targets interspersed with the real ones to saturate the defense in 
'«his manner. The key to the decoy problem Is evidently the discrimination 
batween true and fuse targets which can be exercised by tint defense within 
the time and space limits of the engagement. Accordingly, the decoy designer 
»ttempts to make discrimination difficult by closely simulating the radbr ar.d 
infrared characteristics of the real target. Since the decoy must be substan- 
tially less costly than the real target, only the critical chnmc'eHstJcs can be 
truated. Even with this limitation, the cost of a flock of decoys expended in 
one enKagement may be high. Against this cost must be balanced the cost of 
other protective measures. Thf pssribility of improvements In radar dis- 
crimination must silso be considered, since a single change in radar technique 
might unmask tt« decoys and render them useless. The interplay of thss» 
factors gives the decoy problem broad scope In countermensures, even 
though its practical application has been limited. To illustrate the many fac- 
tors Involved, the problem of decoy» for heavy bombers Is considered in 
Chapter 20. The ground defense, bomber, and decoy characteristics ail enter 
this study. 

1.5.21    Chnrafllerintlc« of lafrarad R«dt»Uon 
Infrared refers to the portion of the electromagnetic spectrum lying be- 

tween the visible end short-waveiength microwaves. Since all objects at a 
temperature above absolute mo emit infrared radiation to sonre extent, 
many objects of military importance are unavoidabiy good infrared targets. 
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The wavelength region i'rom 1.3 to 7 microns Id fit present the most !m- 
poi't«nt from the military «tendpoint. 

Some of the tdvantnge« of infrared over microwaves follow. (!) Much 
greater resolution can be obtained with infrared devices, which use very 
much smaller "apertures" than microwave devices do, (2) Many infrared 
systems are passive. (3) In an active system («.f., communicatione), the 
energy cannot be intercepted by th enemy without getting directly in the 
beam. (4) The electronic circuits are usually simpler and cheaper than those 
in microwave devices. 

Some disadvantages of infrared a« compared to microwaves follow. (1) 
Clouds and water vapor greatly reduce tha effectiveness of infrared systems. 
(2) Background radiation, particularly in daylight, is often troublesome. 
(3) Infrwsjd sourtes and detectors caiuot be "tuned'' as sharply as micro- 
wave devices. (4) Passive Infrared systems do not give range information. 

Detectors which have found the widest application among milltsry infra- 
red devices are the high-sensitivity, short-time-eonstant photoconductors 
such as lead lutftde, lead tellurlde, and indium antimsnide. Thermal detec- 
tors such as bolometers and thermopiles are used less frequently in military 
applications, especially in tSv- short-wavelength regiont, because of their 
relatively slow response and, frequently, low sensitivity. 

T,»e chief military uses of infrared are in trseking, in mapping, and in 
communications. Tracking devices have 'ound wide application in «ir-toair 
and surface-to-air missile systems. These passive devices track the radiation 
from aircraft engines. A number of infrared scanning devices have also been 
developed for obtaining high-resolution maps of ground inst .tions. Infra- 
rod strip maps can be used to identify objects which cannot be identified 
trnm nhnrnamnha 

L5.22    Infrared Cotintermeatures Teeknlqnes 
Most military infrared devices are passive in that no active source is 

required to illuminate a potential target. Three devices operate solely on 
raditaHon which originates from their intended target. Because of this, prac- 
ticaily all infrared countermeasures are based on two basic concepts; these 
are the concept of a false target and the concept of suppressing radiation 
frenn potential targets, Consideceble study has been devoted to the use of 
decoys HS false targets againtit air-to-air missiles attacking subsonic jet air- 
craft. The decoy in Its most common form consists of a pyrotechnic flare 
similar to those which have been used for illumination Bnd identifkation pur- 
posei. Those factors which are Important in designing and using a flare properly 
include infrared intensity ratio between flare and aircraft, fl&r? trajectory 
with respect to the flare-dkpensing aircraft, characteristics of the missila 
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seßke:, and the miuSie pJduce criterion. Decoyi might be uacd more ef- 
fectively if they are uaed in conjunction with aome form of radiation reduc- 
tion. Shielding sr.d cooling of Jet engine* out be uaad tc alter the ndi&tlon 
pattern of aircraft such that the «one In which theee aircraft dan be tracked 
by infrared seekeri \% reduced. Infrared sngsgemsnt warning syatemi can be 
used to detect rocket radiation of air-to-air ndesUet. When a iattnch it de- 
tected, countermeMura» can be initiated. Such warning sy»tenr*s do not have 
the cepability of indicating whether the mia»ile it an infrared or radar- 
guided weapon. 

Decoy radiatio» sources and camouüage techtaiquse could conceivably be 
used to protect ground inntalletiou:. However, the most effective means tor 
the protection of ground inetaUations appears to b« the use of screening 
agents such ao smokoi composed of ptestk partidcs. Principal probleis« in- 
clude producing a sufiklent qusntity of smoke to protect a large area, the 
settling rate; of the particles, and the toxicity of the material used. 

L8.S8    Uedorvfator Aei»nst£« Coaiislapsno»9HiPat 
Chapter 23 describes the IMSIS concepts of underwater acoustic counter- 

measures, Including system description and design requirements The ocean 
presents a very poor anvtrosment for the propagation of electrotnagnetic 
waves; therefore, underwater communication and dete^Mon must rely on 
other forms of e»«?gy propagation. Acoustic energy Is most commonly used, 
both in the aonk and uUrasonk frequency ranges. The word "sonar" is vsed 
to desctibe, !r. genera' the dflection end tracking of underwater targets, 
whether by passive listening or -wtively triuumitting pulses. 

The general function» of fotercept, Jsmming or masking, and deception 
are discussed, and tlu» special prob'enu ■ssocisted with surface «hip and 
submarines sm considered. Nonacoustlc methods of detection are currently 
unable to detect a submnrged submarine, although useafdi efforts which 
may prove effective arc being made. Tm modern submarimi is esssf.Ual!y .t 
true submeisible; thus, acoustic» provide the only ready approsch to detect- 
ing and destroying submarines. Submarinen, therefore, should be primarily 
capable of countering acoustic detection and attack. 

The submarine platform Is used as the b&ais for developing a counter- 
measure system and showing the relationships of the subsystems. A func- 
tionally Integrated system is described which performs the functions of 
intercept, nlgnal analysis and display, tracking of noisy targete, and auto- 
matic control of both mounted and expendable Jammers. 

Design requirements for Intsreeption, jamming, deception, and vehicles 
are given. The basic difference between an intercept receiver and a passive 
sonar is that the former Is designed to intercept deliberately transmitted 
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sfgnais, whereas the '«tter it desigtied, to detect noite ships amk» in trans!*. 
ing the was. Special probletm aaeodat^d with the deidgR o! paasivs sonar 
system« are discussed. Raquirementü baaed on ayatem opesratlng psrameters 
are given. 

The relative merits of masking and JamirJns are given. Design requiire- 
ment« for Jammers are diacuieevi if relaUon to th» lystern-opemtlng pars- 
meters. Specific Jammer* are dsacribed end examples of jamming effective* 
ness against sonar are given. 

Hie genera! battle titvation in which the need for deception devices arises 
is described, and decoys wh'ch may be used to eimulats a submarine arc 
discussed. Jammers used in protecting either submarines or surface ships 
may hi mounted on towed or expendable-type vehicles. The requlremen-.s 
for such vehicles are considerably different for the two platforms. The re- 
quirements and design of these vehicles are dtbeussed. 

1.524    Cimsuita 
Chapter 24 it a compendium on circuit techniques, techniques which may 

be applied to devices in many fields beside« th-u of countermeasures. Linear 
video amplifiers are described with emphasis on the time or transient re* 
sponse of these amplifiers to R square-wave input. How rise times, consider- 
ably »hwU'r ihnTi .'' ja ebtsiss&hls with vtdiw s.-Rplifiers, Cüü be obtained 
with additive ampiiuers (such as distributed ampUfters and split-band ampli- 
fiers) Is oleo discussed. 

A section on filter amplifiers treats the subject from the standpoint of 
frequency response. In many systems, there is a requirement fcr producing 
a signal gain over a band and for rejection of signals outside of this band. 
As examples, i-f ampliflera, with and without staggered tuning, are discussed. 
The effects of single and doubMuned interstage networks are also described. 

The general characteristics of passive frequency-selective filters ara de- 
scribed briefly. There Is a shnilur section on time-domain or correlation 
filters. Other circuits briefly discussed include amplitude limiters, super- 
regenerative circuits, and locking-in oscillators. 

1.5.25    Mechanically Tuned! High>Power Oscillators and Ampli- 
fiers 

Historically the development of new application» of electronics in war- 
fare, other than counterme&sures, has gone hand in hand with the develop- 
ment of nsw devices for power generation, modulation, tuning, rf switching, 
etc, For example, radar development was made possible and hts continued 
with deveiopment of high-power, pulse-modulated tubes; high-power modu- 
lator tubes; gaseoui TR tubes;  ferrlte isolators circulators; and «ntenna 
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switching almenit. Requiremmtn and the value of countermessures equip- 
ment to destroy or minimise the affectivenes» of radar were definabb as 
radar char&ctariitlc»; and itmitationg become known. Thus, ths general 
characteriitia of devices useful in the eounternseasures appllcetion have faeee 
defined and are well known. Some of these are: broad bandwidth, high nw 
power, wide tuning range, rapid tuning, high efMency, and suaceptiblty to 
a variety of modulations. It it sha'^cteristlc of countermeasures-device de- 
velopments that thay have been "forced" in reaction to the development of 
target equipment. This has led to much use of state of the art development 
and reiatlveiy mptd obsolascence. 

Chapters 25 through 28 cover the background and present picture of 
device development. 

The ftrst ilgnifirant eerie» of developmeatfe beginning durinfi World War 
II and centered around more or las conventional mechanically tuned triodes, 
tetrodes, msgnetrons, and klystrons. The magnetron by virtue of its basic 
hifv «fficiency and high power capabiiity has been «id stil! is widely used 
in the microwave region. Below I COO Mc, tetrodes have been a strong com- 
petitor. The kiystran has suffered primarily becxuw of the interrelated 
relatively low emdcncy, tunability, and bandwidth problems. Accessory 
equipment such as modulator«, Alanten* control, focusing magnets, and mag- 
netic supplies hav« been the source of many difficult problems primarily 
asMKiaied with &i«e and weight of equiprr-ent. 

Development of ccuntcr-countsrmeasures such as frequency-diversity radar 
has limited the sppilcability of mechanically tuned devices and «timulated 
the development of direct generation of noise for barrsge-type jamming 
and electronically tuned device* discussed in tho following sections. 

1.5.26    O-Type Mtorttwave Tubes 
The invention of the traveiing-wave-tube amplifier with its bask broad- 

band characteristics was the beginning of a series of devtslnpments capitalis- 
ing on the basic principles of interaction with traveling waves in both 
nonre-entrant and re-entrant structures. Design of beam-forming electron 
guns, magnetic focusing, and slew-wave stiuctures have progressed together 
to improve noige characteristics for receiving applications and pcw@r and 
efficiency charac    istics for transmitting epplicationa, 

The discovsrv , d application of backwprd-wave interaction led to another 
important feature, electronic tuning, orders» of magnitude faster than was 
possible mechanically. 

This type of tube, classified the O-type tube, includes all traveling-wave 
types, and amplifiers and oscillators not having a mannetir field perpen- 
dicular to the Bow of electrons, O-type tubss find their most significant ap- 

*: 

s 
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pHcatio» in receivers. As power-triner dng tubes they suffer from low 
efficiency, generally less ihm 30% for lürwsrd-wiive structure« sad of the 
order of 10% for backward-wave electronically tumble structurs«. Beck- 
wsrd-wave oscillators have generat; i frequen ies up to 109,060 Mc at rnisH- 
watl power ieveh. Several hundrer'    «tts hnve been achieved it 5°fa«nd. 

1„S.27    GrosMMl-Fleld Misrowave Tubas 
Probtbly the most signlflcant single factor sine« World War II in the 

development of potential lor jamming capability has been tint increase in the 
versKlility of crossed electric- and magnetic-fiald microwave power generators 
and amplifiers. The nMchanicaliy tuned magnetron which has been basic to 
moat microwave Jamming systems i* notable for Its high efficiency and rela- 
tively high power capabilities. However, it does not provide all that the 
designer requires in flexibility when om considers modulation, twaability, 
bandwidth and ampiiflc*tion requirements. Th« so-called M-type backward- 
wave oscillatcrs and amplifiers (M for magnetic), Bitermitrons, voltage» 
tunable magnetronk and, more recently, crossed-fteid forward-wave amplifiers 
have done much to remove these limitations. 

With the high-poww backward>wave osdilaton, 300 to 400 watts can 
be obtained at any frequency from 200 Mc up to 11,030 Mc at 20% to 40% 
efficiency. Tuning ranges of 30% to S0% are possible. Radiated noise band- 
widths up to 25% of the operating frequency are possible. Power outputs in 
excess of 1000 watts are availabb below JOCK) Mc; 1C kw has been obtained 
in the 300- to 400-Mc ranges. 

With a Bitermitron (backward-wave amplifier) uid oecillator driver, com- 
bination power outputs in excess of »000 watts have been obtained in the 
3500- to 3JQ0-Mc E»^*^ ti»d 4S0 ?*ätta huv^ bssn obtait^ m* v-Kan/i A* 

high power levels, ti Bk«rmitron is more precisely described as a locked 
oscillator than as an •mpiifler. At low power levels, with the tube acting as 
a sup«rregenerative amplifier, gains from SO to 70 db have been obtained at 
S-band, Stability in this msda of operation requires careful attention to the 
design of accessory circuitry. 

The voltage-tunable magnetron has simplicity as Its greai virtue. It is 
inherently lew power and low efficiency for tuning ranges simitar to those 
of backward-wave osclllatori but has nuny applications as a local oscil- 
lator or driver in £CM systems. When it is associated with a power travel- 
ing-wave tube, very flexible jamminit-system design Is possible since it can 
provide driving powers of I to 7, watts tuned «wer a 2:1 frequency range. 

If the tuning range Is restricted to 10-1S%, 50 to 100 watts of output 
power is achievable at greater than 50% efficifney. Above 6000 Mu, the 
power output Is restricted to thi milliwatt level in the present state of the 
art. 
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Future development« promlae higher power« and tlightly incfeaaed «fiftclen- 
cto» for all of those tubes combined with the «ttractiva feature»' of wide 
bandwidth and electronic tuning range. 

I.S.28    FerrtaMfnetle, Gsaeona Eieetroii!^, utd F^nrodb^trle 
DervieM 

Ferroelectric, ferrits, and gaMOua electronic devices mem to be ynrelssted. 
However, at frequencies beJow SOC to 1000 Mc, fcrroslentrk and ferrite 
dele« exhibit anaiogoui dielectric and magnetic noalinearities applicable to 
electronic tunlssg, moduiaUon, and other parametric appltrations. At fre- 
quencies above these values, ferrite and gaseous electronic devices in the 
preeence of a magnetic field exhibit analogous magnetic and diehctric tsr.- 
sors, dependent on the applied magnetic field, leading to nonreciprocal wave 
propagation, variable phaiL shift, wave «witching, variable attenuation, and 
dkikctric breakdown. T-ess phenomena find many potential appHcationa in 
countermeaiures equipment. 

The control of properties of ferroelactrk and ferrite ceramics, as well aa 
gaseou« electronic media, is relatively difficult to achieve. Certain inherent 
properties, such as temperature and frequency sensitivity, HISO create prob- 
lems. However, much progress has been made in the application of these 
devices to tuning of March receivers, antenna switching, modulation, broad- 
band isolation, amplitude regulation, *nd limiting phase-shift control and 
polarisation rotation. Continuing effort will mature these applications and 
discover more. 

i.5.S9    AmcnrtM 
The impedance and radiation properties of antenna« ore corildered in 

general; and in detail for the countermeaaures application. The input im- 
pedance of the antenna is expressed in terms of the voltage standing-wave 
ratio. The radiation pattern is a two-dimensional plot of the variation oi 
antenna response as the antenna is rotated about a specified axis. The power 
gain of an antenna is defined as the ratio of the power delivered by the 
luitenna to the power which would be delivered by an isotropk antenna 
located at the same point in the incident field. (An Isotropie antenna is an 
idealized, and fictitious, antenna whose radiation pattern k a circle for any 
orientation of the axis o.' the pattern.) The directive gain of an antenna is 
defined in the same fashion as the power gain except that the antenna is 
assumed to be free of losses. It is useful to r<?fer to the aperture, jmetimss 
called the collecting aperture, or receiving cross section of an antenna, and 
to define effective gain and effective aperture UM the values observed when 
the load is mismatched by some known amount. Aperture efficiency Is the 
ratio of ihe aperture of an antenna to its physical cross section, 
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Bandwidth constderatioiu partlcuUrly important for ECM appiications 
»re diieusted. It is shown that every radiating device it a high-pass ttnw- 
turs and that, the higher the O of an antenea,, the more di^cult it is to 
match over a wide band. The Jammtag equation it itated, snd Urn effect of 
the gain parameters in this equation is discuswid with particular retareaca 
to the development of optimum jamming antenna patterns. Examples are 
given of optimum patterns for various situations. Similar treatment Is given 
to optimum intercept antenna patterns. 

Typical ECM antenna detlgn» are described, including electric dlpoles, 
magnetic dipoles, helical and spiral anteunas, lognrithmieally periodic taten' 
nas, horn antennas reflector-type antennas, surface-wave antennas, and 
antennas for direction finding; and their VSWR and pattern characteristiet 
are discussed. Siting problems are reviewed In a genet»! fashion. 

I.S.S0    Supplementary Circuita and Teehahpea 
In Chapter 10, an associated group of techniquu, which are of special 

value In the design of countermeasu?es equipment, are described. The main 
subheadings of the chapter are Receiver Circuits, Anaiyier Circuits, Trans- 
mitter Circuits, and Recording Techniques. 

Under each subheading a brief discussicß is given of special requirements 
placed on countermeasure equipments, and speclflc techniques for handling 
some of the requirements are described. Circuit diagrams or block diagrams 
are shown for all techniques discussed. All discussions are baaed on con- 
cepts and techniques which have been demonstrated with working models 
of equipments. 

1.5.31    Propagation 
Aspects of propagation which are of most direct coitcem in electronic 

countermeasures, and particularly in radar counter-measures, are considered 
In Chapter 31. Since the propagation characteristics of the transmission path 
affect both active countermeasures (powe:- Jamming and deceptive Jamming), 
and passive countermeasures (detection, location, and detailed signal analy- 
tis), attention is given to both of these functions, ir> addition to the propaga- 
tion question In general. 

In the case of line-of-sight propagation, the free-space propagation equa- 
tion, given in Chapter 31, is affected by molecular absorption, ionospheric 
dispersion, tropospherlc refraction, ionospheric absorption, tropospheric dis- 
persion, ionospheric refraction, and polarisation. In tue absence of any of 
these effects, a sample figure of IS7-db attenuation applies to transmission 
at a frequency of 100,000 Mc over a distance of over 10 miles; at 10,000 Mc, 
over a distance t>:' over 100 miles; at 1000 Mc, over a distance of 1000 
mile», or at 100 Mc, over a distance of 10,000 miles. Thus, other thing« 
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being equal, free-space propagation favors tht lower frequencies. Mo).«caiar 
abiorption modifies thi« mmph result considerably. The principal gtseous 
molecular absorption bands eidst at frequencies of 23 kMc (HaO), 60 kMe 
(Oi), 119 kMc (Os) and 170 kMe (HsO). Beeauae of such molecular ab- 
sorption, the lonses in the transndssion path may bs increased by unex- 
pectedly large values. For eiample, vertical transmissio» to a hei^t of 10 
miles at 50 kMc may be subject So an additioual 100 db of loss due to 
oxygen absorption. A tangunt ray traveling to a height of 500 miles may 
experience absorption eo high as 4600 db at 60 kMc. 

Ionospheric absorption in the case of a radio wave propagating through 
the ionosphere has a negiigibie effect at frequenctai above 30 Mc. Trapo 
spheric dleper«lon also has a unali effect, in comparison with the absorption 
suffered over t given path. Phase distorticn U encountered due to ionospheric 
dispersion. However, It Is iound that relatively narrow pulae widths s»a be 
transmitted through the ionosphere without exceulve distortion. Fdr nsa^le, 
the minimum pulse width at 1000 Me is Q.I ^sec; and at S000 Me, 0.03 
fitec. Accordingly, ionospheric dispersion Is not usually a serious problem. 

In line-o2-stght propagation, variations in the index of refraction of the 
atmosphere cause small changes in direction of arrival, which, however, may 
result in destructive interference. Tropospheric refraction, where strong 
stratification of the atmosphere exists (ducting), results in strong downward 
bending of rays within line of sight and angles of arrival higher than would 
be the case under standard condition». Similar downward bending is caused 
by ionospheric refraction, even when the frequency Is sufficiently high to 
penetrate the ionosphere. Changes ^ poiariiation, when transmitting through 
the Ionosphere, may also affect the line-cf-sight case. 

Transhorlson propagation may result from the phenomenon of refraaive 
bending, In addition, there are other mechanisms such aa diffraction, scat- 
tering, and nflections Irom meteor trails and auroras which kelp circumvent 
the limitations of the horlson. Tropospheric refraction resulting from tem- 
perature inversion» and strong vertical uumidlty gradients may permit trsms- 
mlvslon far beyond the horlson. Signal levels in a duct may average »round 
the free-apice level appropriate to the distance covered when well beyond 
the horizon. Ionospheric refraction and reflection are effective at horisor< dis- 
tances generally below iOO Mc. Tropospheric scattering effects result in 
extenued transmission beyond the horlson. A useful, though not exact, rule 
of thumb for entlmatlng signal levels at frequencies In the general region of 
several hundred or a few thousand megacycles Is to consider the signals at 
EGO miles to be 60 db below the free-spree value, and to be decreasing il 
0.17 db per m!!e. Tropospheric scattering also has the effect of spreading 
the power over n range of angles 1" or 3" In extent. 
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History of Electronic CoimtermeAsurcs 

D.B. HARRIS,    H. O. LOHENZEN,   8. Sll^R 

2.1 TIM Dnv«k)|inMiit off CvmitMmmmmnm Thmn§h WmM Wm U. 

3.1.1 TIJ® Swrljr Dayt of SlMsts^iraä« Warfur« 
Elflctromk wftdt»r« w« flrtit eraployad M e praltaiinury to the Buttle of 

Jut!«nd. Ixt Ute dsys preceding 31 May 1916, th* Admiral of the Fleet, Sir 
Henry Jsduan, «mploysd evidence of coutnl radio direction fladers under 
Admiralty supervision to detect moveitie.it of the Qermnn fleet. The changes 
!a ths apparent direeticss of arrival of radio signs!« from the enemy ieet 
were very slight, but Sir Henry dared to move the oppoaing British fleet on 
the basis of this information. An interesting related fact is that the British 
■ifcd the code books recovered when the German light cruise? Magikbwt 
ran «gruund al&ag the ojast of th« Russian Black Sea two years earlier; 
hence the damage inflicted by the British was no secret as the Battle of 
Jutland developed, since the Admiralty was able to decode the German 
mdio messages. 

Th« British Admiralty and the U. S. Navy later worked together as a 
scientific team, even before 27 June 1940 whew the National Defame Re- 
search Committee was fornsaliy established in tne United State«. The Navy, 
as well a« the other Services, has continued to be active in the ECM eilori, 
to this day. During World Wnr I! the Navy effort was centered at the Naval 
Research Laboratory in Washington, where in-bousr. rssearch wm carried 
on by the NRL staff. This Naval Laboratory served to ftil th« Navy's urgent 

2-1 
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8eet requlremeats uistil UM isnmediate thratt could be MnitralÜMd tad caa« 
mercial mimt could be brought into pity to (uraitb the production quantities 
of the equipment! needed. 

Similarly; affert in the ECM field on the part of the U. S. Amy, by the 
Signs! Corps, provided the graisnd-based and wroorsss If, S. Araty Air C&tp» 
equipment«. Direction-finding (DF) techniques in the hf band had already 
been developed to give satisfactory perfonnanee prior to World War II. 
Ground-based end airborne direetbn finders were developed by the U. S. 
Army Air Corpe. When experimuits showed radar to be a practical devicec 

DF techniques were extended upward in frequency, and some prelSminary 
thought was given to methods for neutraliseing radar technology. 

Hittory of ECU during the Batik of BH$al». The forerunner of ECM 
was ihs Jamming and deceptive tactics of the British against the navigational 
systems of the Germans early in World War II. In June !94& the Germans 
estsblished an extensive mlm of short»wave stations (20C ke to 900 «£«} In 
northern France. These stations were beamed over London. An aircraft 
«quipped with a loop antenna couid get on any one of thes* bdams and fol- 
low it directly over London. This quite successful navigation«! aid was 
known as Loreta. 

After a grrat amount of study, the British countered with a system they 
culled Mtaeoning, Combinations o! receiver *nd transmitter, separated by 5 
to 10 milei, were established. A British receiver pk-hsd up the navlgfttioiud 
beams from a German transmitter and seat the signal by land line« to a 
British ilransitiitter. German planes attempting to pt bsarinp then received 
signals from the original 'German) transmitter and the British transmitter 
or masking beacon (meacon) and obtained either no bearing or She wrong 
bearing. On several occasions German planes became completeEj- \mi and 
landed on British air fields. 

Then the Owmaas used two intercommunicating transmitters on the 
French coast, and vhile one transmitted dots the other transmitted 
dashes, oa parrM bean». When the plane was on the course between the 
beams it received a steady tone In its receiver. When an to one side, it re- 
ceived either dots or dashes. The steady tone was OJ* wide. Using this 
system, the Germans were aüe to determine thwlr position over London 
within 900 yards. This Knkhbein was called Hmdacke by the British, who 
countered with a system called Aspirin, « receiving-!ransmiuer setup work- 
ing on the same principle as Meticoning. This system simply retranajnttM 
the German beams on to a new location. 

About September 1V40, the navigational war really got down to business. 
The Germans initiated the use of Ruffian, a propaganda project which oper- 
ated or. ?0 Mc. The propaganda WHS used to conceal a directional purpose', 
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and it fooled tht British for * long time. Shortly before a raid was scheduled, 
this propaganda beam continued broadcaeting but was nmnowwd down to 
S', and thi», called the pilot beani, was the hmm that the formatione fol- 
lowed over the target. In addition, they had a iwcond I* beam which croated 
the pilot beam it predetermined points. A clocking devke, which gave the 
plane's ground speed, was turnsd on when the piano crowed the pilot beam. 
Then, according to hie air speed, after the plane crossed the second beam, 
the bombardier dropped his bombs at certain poists or time intervals. The 
method used in obtaining such a narrow bcamwidth has »ever been deter- 
mined. 

The British counter for Mußan wo Bromiue. Again, the Meaconlng idea 
was used on a different frequency. The British < ebroadcaat the narrow pilot 
beam with a nondltectlona! antenna, making the beam useless for navigation. 
They also used directional antennas to rebroadeest beams across the pilot 
beam in such a manner thai enemy bomb loads would be dropped in the 
English Channel. During this period, newspapers earriod the story that the 
bombers dropped their loads in the Chaenel becauae they were running from 
the British Spitfires. This was a security measure taken to keep the Ger- 
mans from realising the effecUvenew of British countermeasur«. Rußan 
witf used by the Germans uetl! J&nuary 194!, 

Hie third phut of the navigational war brought out still another com- 
plicated German system called Benito, The Benito consisted of a 45-Mc 
beam, frequency modukted. This again was the pilot beam with the London 
area as the target. Hi« lead plane in a formation waa equipped with a ttans- 
mittsr. The plane flying down the beam received »nd ratrensmltted the 
modulated signal back to the ground station. By measuring the phase dif- 
ference between the tmnsmitted eifna! and the received tigmh the ground 
station could inform the plane by radio of its exact distant) tram London. 
After a period during whkfc London was heavily bombed, the British coun- 
tered with the Domino. Thay again rebrctdcast the German beam with a 
nondirectional «ntenn«. As a variation, the British rebroedsost the German 
beam so that it would appear ai if the planes were far from London, or past 
Loadon. Another variation which vexsd the German pilot« very much was a 
Gerimn sneaking voice coming in ou German receivers, giving them wrong 
directions. This voice, originating in an English station, often Eed the German 
bombers to land «t British airports. Benito was used by the Germans until 
•bout June of 1941. 

It stsemed that the Germans had exhausted their power to build new 
navigational aids, but they still managed to devise new methods for using the 
old systems. The Germans equipped one »quadron (KG-100) with all their 
available navigational aids and used the various types alternately. The KG 
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JOD dropped Immdfetim OB Loadün, cuüsißg It possible for botnblag p!gn«3 
wlilch foJbwed ttusa in to drop thoir loads on the flm. The BritWs countered 
with WM fires wt up outside of London in UM path of Use Advandng bomber. 
Timm firoe were pilM of wute whicfc were prepared la aänsas. Ihn Islne 
Ares w»re cailed Starfish, After the Orrmans dropped their Sncendlanea, 
several SurAsh would be Ignited. The bombers, eeeinf the Staräab first, 
would drop their bomb loads on them, thinking thssr. the target. When tte« 
British first used Starfish^ as many as 9S p«rseet of the bombs were dropped 
on these false targets. When the Germaiu raaUaed the ruse, «hey dropped 
tli- 'f x»mb» oa the second area of fires. Afbis Starfleh was used, but on the 
otiur side P' the city, so that the second fire was not the targot. The results 
were a dtv^sior ti droppisgt of the Germans' bsmb loads. About 50 percent 
of the bombs we>   Ha ususüy dropped on Starflih. 

Several important "w ^npUsable to ECM wer« teamed in this naviga- 
tional phase of the war. In the first {dace, the Oerauns carried on their 
•iperimtnte in raage of the Bdtifh monitors, or tried out now systems is 
advaaoa on a small scale. As a result. Britain had a big advtntase in time 
for developiitg countermeasures. The Germans also set up their beams early 
in the afternoons, giving the EritisL opportunity to fly (town the beams and 
determine the targets to be bombed that night. 

Utyt'p, Campaign British Jamming of UM radio ehaa^efc bepm in the 
Libyan campaign, starting 18 November 1941. Th« British hsd not uaed 
Jamming prior to this Urne becaua« of their fear of rttallstion by Germany. 
The eommucicaüons channel Jammed wns the German tank radio on 27 to 
35,5 Mc, To carry out the jamming, WeUlngton bombe« were equipoed 
with 30-watt transmitters covering the frequency range. The frequency of 
•ach traiKmitted signal was modulated to prevent giving ft steady tone. A 
special &nt«nna was made which cst*!d b« towed by the bomb» and which 
was about i inches in diameter and about 9 feet long. The jamming operation 
was very successful. StKtions more than 3 miles apart were unable to com- 
municate with each other. Those close; together than 2 mile« bed vsry er- 
ratic operation. The jamming equipment consisted of an oscillator fed to a 
power amplifier. The frequency was '/tried by mochankaily rotating one 
element «f a condenser in the oscillator circuit. The British neglected to 
piMd* fighter protection for their jamming planes, and as a result, the 
Jamming was soon interrupted. 

British Jamming of German SSV Equipment, The next operational Jam- 
ming was dene against the German SSV (Shore-to-Surface Vensel) located 
oft the French coast. Each time the British brought a convoy through the 
Eüglish Channel, German radar-controlled guni would fire on th« convoy, 
The British sat up land-based jammers «.-row (he chinnnel and jammed this 

^■man* 



HISTORY OF ELECTRONIC COUNTERMEASURES i-s 

raditr elfeetJvely. Some Importiint f»cts ralttive to ECM came out at this 
time. The Germuu had ail their squipment on »pprsadmately th« sime 
frequeacy, thus mtkiag it euy to jurn. The flr»t time the British jammed, 
the Qermaat turned off their radur, thtreby divulging that jamminf mm 
effective. Later, the Germana stagsered the frequencies used, making jam- 
ming more difficult. The Gersamn» started jamming in Fahruary 1942 and 
oventuaüy built a jammer for 6/ery English radar unit, including gun laying. 

i.i.S Inliial Unitad Str%m Efforls is Eieetronlc WsdFsre Diu^ag 
World War II 

In an effort to supplement the already overburdened Army aäd Navy re- 
search programs, OSRD, the Office of Scientific Research and Development, 
was established by executive order in Juas 1941. It contained i major 
branches, of which one, NDRC, was ie turn divided isto 19 divisions. Ad- 
ministrative functions and liaison with the Army and Navy were performed 
by the headquarters of OSRD. 

OSRD was founded for the purpose sf carrying on research in support of 
the Army and Navy on an emergency basis. It was provided with its own 
funds for financing research contracts with universities and industrial organ- 
imtlons througaout the country to fulfill the urgent wartime requirements 
of the Army and Navy. 

2.1.3.1 National Dafcoae laeawreli CoatiBiMee {NOIC} 
NDRC was the branch of OSRD which was concerned pdndpslly with 

the physical sciences, and it was within the structure of NDRC that the 
OSRD countermeasures program was carried out. Each of the 19 "divisions" 
of NDRC was headed by a cämm!tt«e. Ths Division !l Committee, under 
Dr. C. Q. Suits, administered the countermeasures program. Divisisa IS con- 
tained several major subdivision», including an office at Scheuectady, N9W 
York, responsible for tube contracts with various manufactufersi an offic« 
in New York City, whkh administered contraeta for countermeasures; and 
an office in Cambridge, Massachusetts, responsible for the admiüistration of 
contracts in the Boston area, including the contract under which RRL, the 
Radio Research Laboratory at Karvard University, was operated. 

2.1.2.11 Csordlcatisa of tbe Program 
The Army and Navy coordinated ECM program was carried out by 

NDRC in cooperation with tha various laboratories and bureaus of the 
Armed Services. Chief among the agencies representing the Services were the 
Aircraft Radio Laboratory at Wright Field, Ohio, the Nays! Research Labo- 
sstory, the Office of the Chief cf Naval Operations, the Bureau of Ships, 
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the Bureau of Aeronautlca, the Office of the Chief Slgmü Officer, »nd the 
Signal Corps £r.gSneering Laboratories at Fort Monmouth, New Jersey. 
Each of the service kboratorlet Involved had Its independent program of 
research and development, but coordination among labontorien was main- 
tained. For example, one of the Services might express an operational re- 
quirement for a particular type of equipment. The initinJ investigation might 
be carried on solely by NDRC or by one of its laboratories is coUaboration 
with the operating Service. Later, development and procurement would be 
handled by the Service involved. In general, the operational need for par- 
ticular development was established and expressed by the Service on an 
informal basts, usually in meeting» attended by the personnel of the various 
labcratcria and agencies concerned. 

2.1.2J Radio Reeaardr Laboratory 
Work in the Held of radar countermeasures was started prior to the 

establishment of the Division 15 organixation when, In 1943, a small group 
was set up in Division 14's Radiatlou Laboratory st M.I.T. under the direc- 
tion of Dr. F. E. Terman, (or the purpose of developing Jammen to use 
against enemy radar and also of developing antijamming devices for incor- 
poration in our own radar. 

The general problem Involved wu the development of means whereby the 
effectiveness of the enemy's radar equipment might be nulUAed. It became 
evident in Ute early days of the war that radar was not oi.'y a very useful 
weapon but that it was useful both (or ourselve» and for tue enemy. It was 
also evident that it was a very vulnerable weapon. CM the one hand it ap- 
peared prudent to take steps to make this weapon as useless to the enemy 
is possible In case he should attempt to use it against us, and on the ether 
hand it seemed prectksily essential to do something about the \ ulnarability 
of our own radar in case the enemy should attempt to Jam us. 

It soon biscame clear that the radar countermeasures program was much 
too extensive to be carried on as a part of radar development activities. 
Steps were accordingly taksu soon after the establishment of the radar 
countermeasures group to move it to Harvard, where it was established as 
the Radio Research Laboratory, operated exclusively for Division IS of 
NDRC by Harvard University under the direction of Dr. Terman. During 
ite apptoximately i'/i years of existence, Radio Research Laboratory grew 
to a peak strength, in August 1944, with some 810 persons. 

2.1,9 luitial Taetleai Appltaationa 
Following the issuance, in July 1941, of a Presidential order to the U. S. 

Navy to attack all enemy submarines, the Navy established a complex of 



HISTORY OF ELECTRONIC COUNTERMEASURES 2-7 

•hore DF »tationi with tha technical sssiatancs of the NRL. The lucceacful 
"Wolf Pack" tsctici developed by the Germans for the $xploit£tlon of their 
attacks on convoys required that high-frequency communications be em- 
ployed In making a rendesvous for the pack. The DAJ hf direction-finding 
equipment was guided into production by NRL engineers und formed the 
backbone of the Navy's shore DF program. This equipment was produced 
by tha Bureau of Ships in large quantities, based on improved NRL designs. 
A shipboard counterpart of the shore-based D7 was also produced. Im- 
provements in the model DAQ equipment were worked cut jointly with the 
British, and a program was also initiated to train personnel to Install and 
operate this new equipment for the Navy. Unquestionably, these equipments, 
developed jointly by the Admiralty and NRL, and produced separately, 
spelled the doom of t'ae "Wolf Pack" tactics 3f the Qermcn submarines, ewn 
though their transmission« grew shorter and shorter as time went en. The 
initial location of the enemy submarine was the moat important phase of the 
antisubmarine wai'-ue success achieved by the Navy. Sonar and radar were 
brought into play for the kill, but the oc@ans sre Urge and the small number 
of antivubmarlne warfare units urgently needed clues on where to hunt. 
These clues were always provided by the hf DF operators. 

The use of Jamming during the escape of the GNtrman warships Scharnkont 
and Gneisemu was perhaps the first serious indication of the importance of 
countermeasures in the nava! warfare picture. General Martini, the Luft- 
waffe's Director of Communications, had compkted a series of jamming 
exerciaee which, when directed at the British radars at dswsr each day, had 
resembled atmospheric interference. The length of jamming was increased 
each day until by 11 February 1942 the British radar operator« were 
thoroughly accustomed to this particular type of interference, which they 
reported normally as caused by atmospheric conditions. This cleverly exe- 
cuted plan covered the escape of the two German warships up the Channel 
from Brest. 

Later, German production jammers were employed extensively to ring the 
Mediterranean. Allied ahlpborne metric radars had their scopes completely 
Jammed from the time they entered the Mediterranean until they left. Ger- 
man jammers passed the Allied ships from one CM group to another, keep- 
ing the vessels constantly under the devastating effects of the metric jammers. 

The Germans also demonstrated their ability to take the offensive in 
ECM when they intercepted and took control of a group of U.S. radio-con- 
trolled boats also in the Mediterranean. On this occasion the boats were 
sent in tight circles; thus expending their fuel harmlessly. It was a dis- 
heartening experience for the Navy to encounter such proficient employment 
of electronic warfare by the Germans. 

I 
■ 
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2.1,4 Tb« Rccbr CowiterBMHiiE1» Prdblcn 

Wheia bombts« lalds «war Germay wer® ittfted, tht «iteot of tl» Ocnnaa 
ndsr development wu tamedistely renliied. Not oaly wcr«> titf« «Msny 
interetptor nirpisneii equipped with alrbome rfedar capable ol teettlBf mir 
bombers »hirough tLe hmrtmi overcast, on at sight, ** dietiseee af- to 10 
mile», but also UM dan» ün§ antiaircraft are Into ifhlch our atiplanes ran 
vras fotud to be directed by a very eftactlve Aband gun-kylng radar keewn 
as ihä SntsU Wwub&rg. A similar (SÜD Mc) radar, the Gisni Wmtlmrg (see 
Figure 2-i> wa» UüHK! by the OermaM for filter coairc!, mi they dep«nded 

Pio. 2-1.   Otrmsii Oiant Wunburs. 

on a 125-Mc set, the Frsya, for early warü^g hi the Initial days of our 
bombing efforts against Germany, losses wi «stremely high due to these 
enemy weapons. 

The first »port oil German use of rsdar was In 1941. Electronic recon- 
naisssnee flights indicated that the Germans were using isdar to guide their 
anti-aircraft defenses- Eventually, photographic coverage was focused on an 
imtallailon on, the Fr«itcb coast at the town of Bruneval on the English 
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Ch&nnel cowsl oppoait« Englaad. Thia radw watchsd Üw eoMtftl sthlpping in 
the Chtumd. Tfe* Gwnsuuu als« coupled ths QlasA WuTsburg niäst with 
somt Jong-rftBge coMtal btttwiM which wet« dfäcllveiy «coring mmy hits 
oo th« chaniMtl «hlppls>|. This wu om of UM fint more modtrn radars since 
it combined flrs rontrol with its search ivr-zücn. Its WmiHtt wauk £ 35-fooi- 
dismeteir parabolic rsSactor which operated at a frs^iiaacy of 170 Mc. The 
British wart indaad worried about this radar and the rapid «ppearanc« of 
the other similar radars. In February 1942 they decided to move in against 
the radar at Bruneval. A very carefully plsnned commando raid was organ- 
ised by the British. The risk waa great sad the possibility or success was 
highly questionable. The British succeeded in capturing the receiver, parts 
of the iudkator, and other vital portions of this Wursbwrg. These units of 
the radkr ware set up in England and carefully studied. As « result, the 
British were able to «mmiae critically their Jamming «Ifectiveness by noting 
the performance of their equipment against this practical mock-up of the 
Qsrmae Wursburg radar. 

Thi probsenrw involve in developing effective counteraiMsuras which 
could be applied against this enemy radar equipment were not as simple as 
they might seem on the surface. In the first place, there was Rf assurance 
that enemy radar development would stop with the existing squipment. On 
the contrary, it was expected that, as In this country, Germany would pro- 
ceed with radar development activities in an effort to improve the definition 
and performance of their Mjuipment. In general, such improvements could 
come about only through a» expansion ef the frequency range. It was there- 
foie probable that it would be necessary to develop jamming equipmint for 
use aiaiitst enemy radar equipment operating at much higher frsquenct^s 
thas thoia which had been detected already. The only safe way to cope with 
the situation was to ilevelop Jamming equipment capable of being tuned to 
any conceivable frequency which the enemy might employ. 

Second, although vacuum tubes, which had been developed for use in 
radar sets, were capable of providing large power outputs at high frequencies 
in pulses lasting E few microseconds, radar jamming techniques required a 
difierent approsch. A radar jamming signal must be emitted continuously; 
If it is not, the "pip" which reveals to the enemy the location, on his radar 
scope, of our planes will show through itt the intervals between jftmming 
signals. The development of new tube» was therefor« raquired. 

Third, it was cot enough merely to develop Jamming transmitters. In order 
to operate them succeufully, it was necessary to know the location and the 
frequency of the enemy radar set, so that the jamming system might be 
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properly tuned, turned on «t the proper time, and In lome cam pointed 
in the right direction, 

Th«t the development of K auceeuful radar coyntermeaaures program 
would Invclve extensive effort «long ■ number of Uaee wae, tberefes«, quite 
evident. Aa Anally eatablithed, it was planned that a complete line of jam- 
ming transmitters, nmlvma., and direction ündcrs would be developed to 
cover the entire known or pouible radar spectrum. The Mae of the job in- 
volved in implementing this program may be judged by the fact that, whet» 
it was initiated, even the fundamental techniques of generating radiofre- 
quency energy at the frequencies involved were imperfectly kssown. Following 
the development of the new types of vacrum tubes required for this purpose, 
it was necessary to build not one, but doaens, of types of equipment, each 
one capable of covering a small p*rt of the radio spectram. 

2.1.4.1 VMISUSS Tube« 
The tube problem was solved in a number of ingenious ways. It was 

discovered that the magnetron, Invented by Dr. A, W. Hull in !"!!, wss 
an effkient generator of high-frequency energy in the mlcrowav« region. At 
once, activity started which resulted in ih* development of a great diversity 
of magnetrons suitable initially for use in radar sets, but later adapted to 
radar eountermeasurea. Division 15 placed contracts with various contractors 
for the development of a complete line of CW tubes capable of covering th-i 
rada.-- «pectrum at various power levels. Later, these tubes were incorporated 
In !00-watt jamming trastsmitters. 

The tube program induded the development of a line of split anode CW 
magns'ronG designed for a ncmiinai power outout of ISO watts in the fre- 
quency range from 90 to !200 Mc. Successful experimental models of these 
tubes were completed, and they formed the basis of certain jamming trans- 
mitten which were developed at RRL, such as the AN/APT-« and TDV and 
TDV-1 equipments, later placed in procurement. Typical split-anode CW 
magnetrons received the type numbers ZP590, ZPS79, and ZP584 (General 
Electric Company). Another tube program contemplated the development of 
a line of 1-kw CW magnetrons for frequency ranges above 1000 Mc. A few 
samples of these tubes were produced, but the majority never pmmd beyond 
the development stagä in lh« tube laboratories. 

Another program for developing low-power a-band CW magnetrons was 
undertaken. One oi these tubes, the QK-44 (Raytheon) war, used in the 
S-bsnd RRL F-S100 jamming transmitter, which was completed just prior 
to the end of the war and was ths forerunner of the AN/ALT-8 and AN/ 
APT-16 jamming equipments later produced. 

Tubes of the so-called "conventional" type, but adapted to operate in the 
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microwave region by nsdudag the «pacJup between the elcmwis to almoat 
microiccpk dimensäon«, wore develop*«! by several tube compeülee. These 
tubes were c«liad "Ughthoufe" or "oiloifi" tubes on account of the nimlhuity 
of the!« appearsnes to the objects nAtned. They turned out to N very useful 
la both truumUtlng end receiving appilcßtions where lower power ww 
r^uired. 

Another tube extensively used in i-seeivs» on uccmni of Its wide tunhsg 
range was the reflex klystron osclllitor. With the use of tubes of this type, 
t line of search receivers was developed which, at the end of the war. was 
capable of covering practically the entire radar spectrum. And Anally, the 
"resnstron," which was capable of CW power outputs of the («der of 75 kw 
at a frequency of 560 Mc was developed and later built ilnto a mobil« Jsrai- 
mlng trensmittsr ("Tuba") in »even Army trucks, «Such was used for a 
few weeks near the and of the war to dear a path for British bombers flying 
across the English Channel. 

S.L43 Aatefuuw 
Hie antenna problem was difficult. Transmitters and rocsivers alone ware 

uselass without antennas. And, at the frequencies employed, conventional 
aatwnat were not satisfactory. An antenna research program was under- 
taken, aa a result of which the conventional "wire" and "whip" antennas of 
radio broadcasting speedily shrank down into "stubs" 6 to 36 inches long, 
adapted to radiate the extremely high frequency energy with maximum 
sAdcacy. At still higher frequencies the stubs dweloped vertical slits slsag 
thglr sides and became "spilt cans" and "alots." In the microwave refion 
it wa« pouible to dispense with antennas entirely in the conventional sense 
and «pray the energy out of a horn, 

As part of the antenna development pidgram, extensive antenna-pattern 
measurements wore made by Ths Ohio State University Research Founda- 
tion. This work also iasiuded measurements af the echoing patterns of model 
aircraft. The proolem of vkf and uhf antennas was studied with particular 
emphasis on nwaiu for reducing pattern distortion due to the characteristics 
of the aircraft. The result af this research was the "Stlugaree," a relatively 
broadband doublet antenna which was designed to be trailed behind the 
aircraft using a coaxial fitted cable aa a tew line, and which was thue re- 
moved from the immediate vicinity of the aircraft. 

2J.4.S Window 
One of the most successful jamming expedient« was "window" or "chaff," 

the code ramc applied to the use of tuned aluminum fell »trips which, 
thrown out in large bundles from our bombers, created a "radar smoke 
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screen" in the acopm ot «aemy mdars and conspietely mubjd the bomhfm 
from mint detection by the emmy. Chaff was mad quite tarly hi tin war 
by the British, who «nsploysd Sst, covered met»! card« prlat«! with propa- 
ganda mauagsi to maik the real purpose of the material In its origin«! 
form, chaff rm cumberiome and heavy.; eonwepsstly, the pfindpd objK« 
tive of the wartime chaff research groups was to Tt&m this extiWsly elec- 
tive "soafusion" technique by reducing the dimen^oes of the strips aad 
tuning them to MM* msmy radar frequessles. M of the sariy ümS was 
actually cut with scissors by squadron personnel, from sheets ot foil in the 
field. Large quantities of the improved chAlf were used, both hi tbt European 
theatra and in the Pacific, with great success hi combtaatfon with electronic 

Fso. 3'i.   Diiptudng elwR. 

jamming (see Figure 3-2). Ultimately, seme 20,000 tons of chaff were pro- 
duced. 

The Luftwaffe in desperation thre/r roughly 4(KJC oKg'r.sor» Into the r>r«ich 
to solve the antijamming and window problem that was plaguing its radars. 
This effort represented roughly 90% d their uhf engiesirs. In the United 
States only about one-tenth this munber were engaged In developing counter- 
measures against radar. Finally, the Luftwaffe announced •. public competi- 
tion with prises totaling 700,000 Reichmarks (free of alS taxes) for the best 
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schitbß to tlss profelesu of window. In Utdr nuh to uve the Wurtburp, His 
Germaas were dtaractod frcsm the d«vclopn»et of microwsve ndtr whkh 
WM ahmdy being exploited by the AlUee. 

Test« of tiie completed (£f*S rmtm'tsl uaekr opmrntloml condillona soon 
dlsdeeid that nteane would be tequired for its «utomatic sad homogenMot» 
ejection. Diapemete were ultimately developed which, In conjunction with 
pure foil Aiurainuni etrlps, were able to eject large quantitle» of chaff is a 
short period of time without "bird sestkig"—the gathering si the ma^eriil 
irto clumpi. 

The low-freqiMncy radars ueed by the Japaaeie required a window toeh* 
nlque different from that employed 'R the Eurrpean '.heatre. In the tOO- 
200-Mc range, chaff bundlai becarie long and bulky and diSkult to handle. 
This M to ths dav&lopRtent of a type of radar reflector known as "rope," 
which consisted of 400-foot lengths of thin aluminum tape & inch wide. 

In the hlgh-fssqueflf y raag«, 
werkid on but found iaiffectlve 

"corner räSeetsr»," known at "angels." were 

2.1.^4 World War II Ofrecaon Fladetre 
A number of types of direction finders wen developed as a part rf the 

World War II ECM program, then known as the "RCM" program. One, s 
homing system for as« in fighter planes was known as the AN/APA-48 
equipment. This equipment, which was being placed in service when the war 
ended, was to have bssa used to locate Japanese radar-equipped "Snooper" 
planes, which made a practice of C asking our task forces from a distance 
just outside the range of U. S. ship radars. 

A simple direction-finding system, known as the AN/ÄrA-24, mim 
cspob antenna elements, was developed for the lower frequency ranges. This 
system covered a frequency range from 70 to 400 Mc, was provided with a 
series of plug-in interchangeable heads, and was designed fo* mounting on 
aircraft such as the PBM. The APA-24 was a null-type device, which re- 
quired manual adjustment to determine tLe direction of n received signal. 

A more compiste eystem, in a different frequency range, capable of simul- 
taneously locating a number of signals without manual tdjustmsni, was the 
AN/APA-17 rotatlng-reflector direction finder. By dw end of the war, heads 
for this equipment had been developed which permitted it to operate over 
the frequency range from 200 to 10,000 Mc. 

Ths shipborne counterpart of the AN/APA-17 wan the DBM direction 
finder. This equipment covered a frequency range from ISO to 5,000 Me, 
using two heads, and extension of the range to 10,000 Mc for airborne appli- 
cations was undertaken. Subsequently, a 4000-! 0,000-Mc head wu ds 
veloped by NRL. 

-..:.:■:„,:,.;■.•:-.■■ ^.■■.-    ■--.-.:   ^v. 
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T'is krgest part of the ECM program in the Sigaal Corp was cinter«! 
ia the Radio DlractloEi Finding Branch st Estontowa Signal Laboratory 
(SSL), Fort Monmouih, New Jenny. Her», direction finden» such as the 
AN/TRD-S, a V-T fa»« jammer locater, covering 60-100 Mc, and the AN/ 
TRD-4, AN/TRD-10, and AN/TRC-SI commwdcatioiu DF sytteme mm 
neveioped. The AN/PRD-l covering 500 he to JO Me was the moat ad" 
vasced portable loop direction finder. The AN/TRD-2 wu the first imian- 
taneous visual DF. This covered »h« frequency range l.MS Mc and «s«d the 
3C-M2 receiver. 

2.1-4.11 To« Equl|»ia«Bl 
In the Interest of assuring that equipment delivered to the field would be 

properly used, the dsvebpment program included a number of projects for 
the development of test equipment. Among equi|3r>eat8 whkh were com- 
pleted in the laboratory aäd turned over to manufacturers for production 
were the BCM2S5A heterodyne-type frequency meter lor the low-frequency 
Jamntlng transmitters Dina and Mandrel; the TS-92/AP alignment indlcetor 
for Diaa, the TS-47/APR teat oscillator for the AN/APR-1 and AN/APR-4 
receivers; sad the TS-ISI/APT trarjmittgr output iadicalof. l^eauiie of 
production iklays, many of these equipments were mt actually delivered 
until late In the war. 

2.1,4.6 AnUlammiag 
RipresenUtiv« types of U. 3. radar were set up At RRL, NRL, «ad ESL 

for nutking studios of vulnerability of particular types of radar. This pro- 
gram resulted in (he production of a number of trainiieg aids, reports and 
tachnicsi manuals, mniion pictures, training signal gsneratort, and uaiuing 
jsmnsers.. which were used to carry out demonstrations of eountermeasures 
at Army and Navy operating sitec «ltd training schools. Seven! antijamming 
devices for incorporation in standard radar equipment were also developed 
and made available for use. 

2.1.4.7 World War II Trnnemlltom and SyaNnne 
In the lust analysis, all of the work of the World War ZZ eountermeasures 

program was aimed at making it possible to use active or passive Jantmisg 
agaiaai the enemy. The passive jamming phase of this objective has already 
been considered briefly in Section 2.1.4.3. 

In considering the active Jamming question, many diffkuUies arose. 
Th»r» was, prinwirily, the question of tuning the jammer to the frequency 
of the device being jammed. This required the use of search receivers, 
preferably of the rapid-scan or wide-open type. Tuning of the trans- 
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matter wsa then necessary. The design of the tr«!wn!«er Itself m» an 
important factor. Noiie modulation was, is gerieral, employs^, but tt wat 
poiaible to employ either wideband barrage Jssmmlng or aaxrowfaand ipoi 
jamming. Bsrrap jamming was geueroliy difficult to achieve, because of the 
relatively narrow bandwidth of available noise sources and the fact that it 
was necessary to modulate the rf generator with the noise source. Oa the 
other hand, barrage Jamming possessed the important advantage that «»act 
tuning of the transmitter was not required. With suffickntly broadband bar- 
rage Jammers it was poesibit to locate a multiplicity of januaiog traüsmlt- 
ti..3 in the aircraft of a Sight (on the ground or on shipboard), to tune these 
transmitters to adjaeeet sections of the spectrum, and to eliminate tuning 
en route entirely. 

The earliest trsasmUter deveSoped by the Radio Ressirch Laboratory was 
the Carpet Ms, AN/APT-3, AN/SPT-I, deiigned for the taquency range 
from 400 to 720 Mc, and adapted for use against the Germss Winburg gun- 
laying rsdar sets. This transmitter was designed for a power output from 5 
to 10 watts. 

The Carpet Jammer, Carpet III, AN/APQ-9.. AN/SPT-5, AN/UPT-i 
(RRL F-2S00) for the power range from IS watts to 80 watts supplemented 
the Carpet Me bquipmests. 

The Dint (direct noise ampMfter) transmitter, AN/APT-I, AN/SPT*!, 
for the frequency range 90 to 330 Mc, having a power level of !0 to 30 
watts, was used against the freyoi eeriy warning radar (I3S Me). 

The Rug transmitter, AN/APQ-3, AN/SPT-4 (RRL F-il00), covered s 
higher frequency range (300-500 Mc) at the 30-watt level. Carpet IV, AN/ 
APT-S (RRL F-3ä00), again at 30 wait», covered the range from 550 to 
1300 Mc. 

The lighthouse tub« transmitter, AN/APT-9 (RRL F-4800), had a ringe 
from 300 to 3S00 Mc, again at 30 watts. The EIL F-4500 jammer covered a 
frequency range from approximately 3700 to 4300 Mc at 30 watt«. This last 
expedmantal Jammer was, however, never completed but was replaced by the 
S-bsnd Jammer F-5100. 

Quite early in the war, the research and development work at the 30-WA'tt 
power level had been ccmpleted, to the extent that the spectrum from 25 
Mc to 4300 Mc was pretty well covered by jamming equipment of one kind 
or another, including Carpet Me, Diua, HF Dina, AN/APT-i, Mandrel, 
AN/APT-J, Rug, Carpet IV, the F-4SC0 Jammer, later the AN/APT-9, and 
the F-4500 Jammer. 

Coverage at the ISO-watt level was also fairly complete since it extended 
from 90 to 1300 Mc, including the Dina ampliAers (RRL B-4100, B-3800), 
the split anode magnetron transmitter AN/APT-4 (RRL F-3400, F-J410), 

L__ 
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no. 2-3.   Magnatran J»snmim traasssitt*? AN/AFT-4. 

«ad the magaftroH UmnMoitttr F-440O, Tha Navy nfec davelsped UM TDY, 
TDY-I •plji-*aods sntfoetroo lSO-w*u truraiittsr, utüisiag t&s laue tullwt 
employed In me AN7APT-4, the £PS79, and SPSCO. Figure 3-3 «hows UM 
AN/APT-4 tawamitter. 

On tue other hand, trensmitter« for the l-kw level wert Umlted to reit» 
Uvely narrow eegaMnti of the «pectrum, and the 10-kw and 40-k^ Ssveb 
were represented by research prcjeeu Involving specific typee of tutmt, thi 
Z?S95 magnetron and the Model II resr-atrots This tapering off of frcqumey 
ranges with increasing power was, of course, to be expected in view of the 
technital limitatioos existing at the time. 

The ttrst operational use ot production "Carpet" jammers was oa October 
8, 1941, only «bout eighteen months after the start cf the program. Carried 
on this date in 61 aircraft ot two groups of the 3th Air Force during a raid 
on Bremen, the "Carpets" resulted in a SO peieent reduction in losses for 
the protected groups. 

In addition to the transmitter project« discussed above, and other such 
projects not mentioned, three systems projects were established. These were 
t'hs AN/APQ-20 and AN/APQ-27 system», which used the F-S100, 30-wait 
S-b»nd jftrnminf transmitter, in anticipation of enemy developments; and the 
XMBT "Lepbanf' l-kw S-band jamming system, S-9000, designed for ship- 
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bom« UM. After 'Jit wer, the #-5100 project ultlnutely roeulted In Ute AN/ 
AFT-is juainiag trsiuisnuter, and the "Eiepfesnt" 'mi to the hlfh pawer 
jammert AN/MLQ-3, AN/MLQ.7, and AN/SLT-I and -3. 

A major naval effort at the Naval Research Laiioratory was concerned 
with the employment of countermeaeures agrinst the German«' HS-393 glide 
bomb. Early in the war the UN of this bemb offered severe resistance to our 
Titvsl units in the Mediterranean. This weapon mis first used opensUonftliy 
tp sink the Italian battleship Rome as she was attempting to escape to join 
the Allies. It was used also to sink the BHtiiih ship WeripHi«, and it dam- 
afed the U. S. Cruiser Savanmek. It was a report by the crew of the Stvamak 
that gave the Naval ite««ardä Laboratory the clue fhat indicated that the 
Navy was faced with a guided weapon. Later one of these HS-2W glide 
bombs tank in a near mist in shallow water off Libya and was recovered by 
thm British. Meanwhile NRL engineers were called to work m-ound the clock 
en the research and develcpstest of equipment to counter the threat of this 
bomb. ExperinwBtsI equipment, fitted on ships in only six weeks time, was 
used to intercept, record, and analyse the guided-bornb control signals. It 
was dseited to obtain shipboard reemdinffa, while the ship wu under attack, 
of the radio control signals for complete laboratory Rnalysis. In practice, two 
of the four control tones employed were above the audible frequency range, 
and also ware above the frequency range of World Wer II tecordere. Only 
after a series of Ligsnious maneuvers were these radio frequencies and their 
associated tone« successfully located and accurately analysed. Soon after the 
first coiatrol signals were analysed, two dsstroyer sscorts, the U.S.S. Davit 
and the U.S.S. Jones, were suppliod with experimental NRL equipment 
which so successfully jammed this guided bombs that the effeetlvenese of 
the weapon was very nearly neutralised. After this jamming program gainnd 
full momentum, no major fleet unit was sunk by the glide bombs. 

Following these initial eisccüsses by tike Navy with the Naval Research 
Laboratory experimental equipment, Airborne Instramsnu Laboratories at 
Mineola, New York, undertook a project for the development of production 
jammers f^r use agaiisst the German HS-393 glide bomb for the Navy. This 
equipment, known as the MAS jamming system, involved the development 
of several types of multiple-channel receivers and manuslly tuning spot jam- 
mers, and some automatic search receiver-spot-jammer combinations. A 
crash program was also undertaken at RRL at the time when these Oermtn 
glide bombs were first used in the Mediterranean, in March 1944. RRL was 
asked to produce on a crash basis • qucntily of 30 jamming systems fm use 
against the glide bombs. In response to this request, RRL converted a quan- 
tity of AN/ARQ-8 transmUttr^reeeivers, which were then in crash production 
for the Air Force, and made them suitable for the Mediterranean operation. 
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Developmente ie the theater of cpenUoti, however, duuifsd tl»e operations! 
needs, snd none of ihe«G equipmentf uw service in the Acid. 

Airborne Inatrumenti Lcborfetoriee alao worked on «n «irborn« jsmmer 
(AN/ARQ-ii) having a power output of About I km. Tea of these units 
were delivered to the Air Force as prototypes of a hlgh-powar airbwot Jam- 
mer. In the V-T fuse jamming field, the Signal Corps Laboratory, Fort 
Monmouth, New Jersey, davsloped ihe AN/TRT-2, a convej- j»mm«r with 
approximately 100 wails output, swept CW, covering the frequency range 
73-200 Mc. 

The Westingbouse Research Laboratories was responsibla for the dtveiop- 
ment of a iO-kw ground-based communication jdmmer known as "Ground 
Cigar," for the frequency range from IS to 42 Mc. Other work in the field 
of communications countermaaüures and cotnaiunications antijamming wa« 
done by the Bell Telephone Laboratories, by the Federal Telephone & Radio 
Corporation, and by the Radio Corporation of America. 

. 

«.1,4.8 Wend War ■! R«c«i¥erS 
The fundamental succ«*s of any countermeasuras operation must be de- 

pendent on the type of receivers available, because, before recourse can bo 
had to active jamming techniques, it is necessary to determine the location 
and frequency of the electronic systems io be Jammed. The primary eiuphasis 
of the countermeasures program, when it was set up initially was, therefore, 
on the development of receivers. 

The Navy, faosd with locating German submarines equipped with radar, 
met this threat with simple tunsb!*! detector video receivers developed at the 
Naval Research Lataratbiy. Tl.o^e first receivers had stub antenna« that 
extended through the skin ii ■ ircraft, and the baas end of the antenna 
iniide served as a timing c>'vi" to determine the frequency. Tuning wac 
eflectjd by adding a shorting -M up and down the cavity unt" a signal was 
detected. The later quantity produced sets were designated aRD-1 and 
ARD-2 and included circuitry for determining prf ani puise length. 

These same sets were also used by the Naval Patrol aircraft in the Pacific 
to locate the Japan; ie radars located throughout the islands. They were also 
used to locate the first Japanese shipborne radars used in the Pacific fleets. 
These simple receivers filled an important operational g«p for the Navy 
prior to the production of replacement receivers. 

Subsequently, the receiver program comprised, principally, work on three 
receivers, the AN/AFR-1, the AN/APR-4, and the AN/APR-S-4. The 
AN/APR-1 receiver and the AN/ÄPR-4 recriver werf, in general, similar, 
except that the AN/APR-4 receiver permitted a choice of l-f bandwidth. 
Most of the work on thes« two receivers involved the development of three 
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different types of timing »site, id«nUfl«d by the suffix«« -1»-, or B, folIowlRg 
«hf projscl symber. The A utiits ws?e, is geaersl, motor driv« ueits lor th@ 
AN/APR-1 receiver; the C units ware manual tuning units for use with the 
AN/APR-1 receiver; Mid the D units were designed for use with the AN/ 
APR-4 receiver, End wsre equi^ted both with motor drive and sector sweep. 
The AN/APR'S^ roeeiver was designed tc cover the higher frequency rsnge 
from 1000 to 4000 Me. These receivers went into large qutntltp production 
snd were extensively used in the Seid. 

In addition tc ths mv k - the AN/APR-1, the AN/APR-4 and AN/APR« 
SA receivers, the progrsm included another receiver» the AN/APR-2, known 
as the "Autosearch" receive?. Work wae also done cm "wide-open" r«cs!v«re, 
such es the "Spud," the "Zero Catcher," and the "Booeer," but these wide- 
open receivsrs never eaw extensive use due to changes in the cperatiooa! re- 
quirements 

The frequency coverage aßorded by RRL-developed racHvers which 
reached production was from 40 Mc to 6000 Mc. At the end of the *ir, work 
was just starting on th» AN/APR.0 receiver, which was intended to glvs 
greater frequency coverage and änhaneed perfornutsice. Work on thu AN/ 
APR-9, was transferred to the Airborne Instruments Laboratories at Mineolr 
where the development was completed under Navy sponsorship. 

In the V-T fiue Aeld, the Signal Corps Engineering Laboratory, under con- 
tract with Airborne instrument Laboratories, developed the ÄN/ARR-24, a 
lightweight, rapid-scan superheterodyne covering the frequency range 60- 
300 Mc in one band. This was completed in 1944 but WAS not used since the 
Germans did not possess operational V-T fuses. At the end of the war, work 
was started at SCEL on the AN/TLR-9 and -10 V-T fuse receivers covering 
d0-£0S0 Mc with high sensitivity and probability of Intercept. 

2.1.4.9 Bvaluatftm of ECM 
Before the end of the German war, following construction of prototype 

models, most of the equipment developed by the joint Army-Navy-N.DRC 
program bad been placsd in procurement, and nearly every bomber in th« 
8th Air Fore« had been equipped with at least one, and in s&me cases up to 
four. Carpet je nrr.ir^ transmitters. Results were anxiously awaited. Repre- 
sentatives of Ritdio Research Laboratory statioped at the Division IS British 
Laboratory, ABL-15, at Malvern, England, and at other strategic points in 
the operation^ theatres, made operational analyse« to determine the effect 
on the enemy. Soon after the equipment came Jnto full use against the enemy, 
IOMICS in the Sth Air Force began to drop. While initially it had been ex- 
pected that an appreciable fraction of our bombers would fail to k«turn from 
raids over Germany, the percentage of losses was now reduced to a very low 
figure. 
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TbMf onsratioisal analysss wtr« not conclusive. Tbe Qsn«*"* hfid lost 
much of their uttitireraft equipmerii in bombing raids, and th« Luftwdfe 
had practically «opp«»! operating. The weather had alao duaged during the 
period when ttatiitics wire ac^umuHatod. It was known that the Itmsm had 
decreased, but it could not be proved that ihe eo^intermeasurea progtsm had 
achieved this resuK, or had even helped. 

It was not untU after VE Day that the truth was issmed, from the lips 
of tks Qermani themselves. Within a week after hostllitiee had ceased, 
almost the entire staff of ihe American-British Laboratory of Division IS, 
in England, had scattered to various points within Germany. Smn reports 
began lo come back. The records of the Uelchforschungsrat (the Qermaa 
OSRD) had been examined, end is had been determined that the Amerksn- 
British program was a spectacular success. Oettrsan scientists had teen inter^ 
viewed, who confessed themselves bailled by our countermeasures activity. 
Representativee had talked to radar officers in the German ground forces, 
who declared that our countermeasures had rsadsrsd German antiaircraft 
radars useless. 

The sum total of the investigations in Qarmany confirmed the view that 
the ECM program had been a success. It was true, te a very conskfarable 
extent, that the countermeasurec gear had beer a major factor in the reduc- 
tion la losses. The entire Nad radar network, according to the people oper- 
ating it, had bemn reduced to shout one-fifth of its normal effectiveness. 
Fairly early in the war the Germans had learned to depend almost entirely 
on radar for antiaircraft gun control, because it gave a much more accurate 
range and was reiiabie in all kinds of weaihetr. When the 8th Air Force began 
using window and electronic jamming, the German antiaircraft crews had 
been blinded. Try as they might, they had been unable to determine the 
location of our flights through the dassling glare of their radar scopes. Orders 
had been issued to continue firing in spite of the intcs-fereaco, in order not 
to reveal to us the fact that our ccuntinneasuros had been successful. Then, 
so poor was the record of planes shot down under these condiUona, that these 
orders were replaced with orders not to fire at all unless good visual aim 
could be obtained—orders equivalent to abandoning radar antiaircraft con- 
trol entirely. 

In the German laborstories, scientists had been at work attempting to 
lessen the vulnerability of their radar equipment ever since the British bed 
dropped the first window in the raid over Hamburg in 1943. After th« Ger- 
man bombing raids on England in 1940, Hitler had tAought the witr was won 
and had ordered the demobiliiation of a peat part of the German acientlftc 
elfort and the induction of the scientist« Into the army- With the Hamburg 
raid, and the capture of one of our advanced airborne radar sets, the Ger- 

.' 
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man« had assa iha knot of this decision and htd ismemäktely reconttitutsd 
Ute icienUSc »rganizatioss. At the end of the war, the isboratorks had bsen 
opcrntijig at full capacity, and about half the German scientific euort In the 
field of electronics had bstn directed against our countermeaaures activity. 
So large a fore«, in fact, had been engaged is thl» work, that «Sort! along 
other line« of icis: Mflc war developments were neglected and it was the 
opinion of invastigatore that the couaieuiicSiiüfci pfofrsai had hot only 
nuilsficd the German antiaircraft fire but the entire idtntiftc program in 
general, through the preoccupation of the German sdentiflc orgxnlutiun 
with the countermeasures program. 

Prior to D-Day, the U. S. N-m! Research Laboratory had a team in 
England working with the Admiralty scientists, preparing especially fitted 
skips for the countsrmmuuree role in the invasion. A total of some sixty 
ships «ere fitted. NRL engiaeers in England fitted ten ships and an addi- 
tional flvf were fitted in the United State* by NRL psrsonael. Thase ships 
were configured with the eeuntermeasure« for the glide bomb. In addition, 
NRL engineers worked with the British in developing the plans for counter- 
measures doception. Small boats were fitted with a series of towed deceptive 
"targets" which were made of chicken wire in th« form of a corner reflector. 
Other boats towed balloonborne deceptive reflectors. These units were towod 
dose ashore on the French coast on the morninii of the invasion and were 
responsible for the early report by the Germans »hat the attack was coming 
near the Pas de Calais and Boulogne areas many miles away from where 
the landings were actually made. In spite of their daagtreu^ deceptive TO!« 
the «maU boats returned to England without lost in the face of heavy radar- 
directed stare-based gunfire. The ships equipped <?!th glide bomb counter- 
meaiure.1 did a commendable Job since they protected the fleets from the 
hundreds of glide bombs loosed during the attacks on the invasion fleet. 

Window was also \md extensively during the Ncrmsndy invasion. Army 
Air Force B-24 aircraft with window flew a rscatrock pattern over the 
English channel near the coast of Normandy before and after the invasion. 
B-34 aircraft equipped with "Carpel" Jamming transmitters participated in 
the diversionary action against the Pos de OJa's area. 

2,2 Elmsiyomc Counlermeasua-ee Sines World War II 
Wnen the Japanese war ended, in August 194S. steps were immediately 

taken to place ir effect plans which had already been worked out for the 
demobilisation of the Radio Research Laboratory. Certain projects for 
which there wee no further need were terminated immediately. Other activ- 
ities which were near completion and which had continuing values, wer« 
completed in order to preserve those values. Certain other projects which 
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evidently sould not b« coveted In the near future» hut which had eowrider- 
able long-range Importance, were transferrad to kborstsrlea of the Armed 
Services, mch a« the Naval Research Laboratory and the Aircraft Rtdlation 
Laboratory. All laboratory work at the Rsdfo Reeearch Laboratory wae 
«topped by November 1, 1945. By January 1946 only about 390 penons 
were left on the RRL payroll, and of thee«, '.sss than 10 percent war« »den- 
tine peraonnel, all of whom were engiged in worklrg on ftpofti. 

A limited amount of reeesrch and ds.vslopm?nt e^ort took phue« at the 
end of World War 11 and continued !er a year or to theroafter. Many of the 
personnel in the Armed Services who had been engafed in this effort returned 
to civilian life, and the greater part of the equipment produced for ECM 
purposes during World War 11 was sold on the surplus market. 

In the Ute 1940's, ferret activities showed that a radar net was being built 
rapidly around the Iron Curtain. The ECM program was thereupon re-ea- 
tabiUhed, starting, on the pm of the Navy and Air force, with a small 
research and developmerf. jriMt, schools, and continued ferrit activities. 
World War II equipment '.«'a« obtained from warehouses and the surplus 
market, and the need for Bb**M and better equipment was recognised. 

From 1947 to the present date, an extensive countertmsasure research and 
development program ha« been carried on under the direct spor'orahip of 
the Armed Services. Work has been dona, in genernl, by Service LaboratorSes 
or Universities and industrial organisations under prime contracts with 
various branches of the Services. 

Because the program is now so widely decentralised emong the various 
branches of the Services and among a multitude of contractors, it is dSSteult 
to provide a full and complete picture of the euneni «iti&Uon, particularly 
insofar as the availability of production equipment is concerned. No at- 
tempt will be made tu present a fully comprehensive and ««act aaatysis of 
the situation; but rather, especially significant developments will be reviewed 
without tabulation, and not necetmfily in chronological order. 

Performance requirements lor ECM equipment have now become much 
more exacting. While, during World War II it was poniible, under favomble 
conditions, for an ECM operator to Ascertain the location and frequency of 
a signal to be jammed and to tune a jamming transmitter to this frequency 
manually, such procedures are now out of the question. Aircraft rneeds have 
increased imanyfoid, reducing the time available for manual operation. The 
density of radar signals may be expected to be much gmter In any future 
conflict. Weight limitations make it extremely desirable to dispense with 
operators entirely In aircraft, and on the ground and on shipboard the neces- 
sity for rapid action also favors the abandonment of manual control. The 
postwar trend has accordingly been in the direction of the development of 
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more sophisM-dted jamming tachniquee. World War ZI jtunming equipment 
w»8, in femrftl, of tib» "brut« force" vnriaty, kcUng in precliion sad timm. 
We now hsva in production or development »utcmatk Jamn;ing nyitemi of 
t^e automatic seerch ind lock-on type, rsnp gate and dopplar pte pulloff 
repeater», Inverie gain repeaters, and other equipments utiUsinf move! tech- 
ntquea to achiev« automatic or Mmi&utomatic operation. The B-S8, B-52, 
and B-?0 sll include ss electronic wsrfare defanaim poiitktD in the baalc 
design. 

It is noted that, on account of the complexity of such systems, it is, in 
some cases, dlffkuU to amt weight end site requiremats. It appears, there- 
fore, that there may still be a very useful application for conventional wide- 
band, untuned, noise-modulated, barrage-jairmlRg tmnsmitters. This problem 
is aggravatod by th« fact that the power requirements ci jamming equip- 
ment have eo3tiBuou«ly increased In step with the increased output of the 
Mar or other systems to bs jammed, 

The rass*rch and development program is following, in general, the same 
lines whkh wer« established during the war. In other words, the program is 
still directed toward the developnisnt of equipmer.' for radar counttr- 
measures, communication countermeasur«!, guided-misKlu countermeaitur«», 
and prosimlty-fuM countermeasurirs. Important changes in emphasis have, 
however, taken pines since the mr< While a major amoust of effort is still 
being expended on radar countermeasures, th« portion o! the prognun de- 
voted to communication countermeaauKi and proslmity»fusfi counter- 
measures has increnaed materially. Additional emphasis is BUO now beini 
placed on guided missiles countermeasures, principally through the establish- 
ment of the Electronic Defense Laboratory of Sylvania Electric Products, 
Inc., et Mountain View, Californis, under the sponmrship of the Signal 
Corps. Considerable effort is taking place in the development of techniques 
and equipment to support the ELINT (Electronic Intelligtitc«) programs 
of the various services. 

From th« standpoint of structure, the program is also divided into about 
the same categories which existed during World War II. We still have work 
on transmitters, receivers, antennas, dfröctlosvftndlng equipment, testing 
and training equipment, window, and antijamming devices. Here, however, 
even greater changes in einpbasis have occurred than in the case of the 
various applications toward which this program is directed. Due to the fact 
:hat operational requirements &.-a now considerably more stringent, and due 
to the necessity for integrating ths jamming equipment used by the operating 
forces with other types of electronic gear available for their use, an in- 
creased amount of effort is now being expanded on the development of com- 
plete systems sdfeptsd to do the jamming job more rapidly and effectively. 
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Wl«h the objective of Mtkfying thoe new operfttfut«! ne^dc, requimnenU 
hive bM»is tUered to c*n for more rspid «^quliltlon tlrsi«, higher jamnilng 
power l-\th, enhanced semitivlty *n receive«, ths UM of directioaal wateam 
to obtdn increased radiated pomt, Ir^pivved receiver resolution, aed ex* 
ponded heuusney ranges. 

Shortly before the ead of the war, work oa the first Sband nolM-mod.^ 
lated jammiaj transmitter was completed. Thia carried the RRL project 
number F-5100, and wag «upplied as a part of the alrborae jamming «ystem 
Ml/\Vq-2(), Later, the Service nomenclature AN/APT-10 was awlfned to 
the transmitter proper, which employed the Raytheon QE-44, SO-watt mag- 
netron. Production of 56 AKr/APQ-20 equipmeat« wert coatpleted belor« 
the war eaded. 

In 1946, contracts were established by the Air Force for the development 
of an imprr.vsd and expanded ISO-wstt jamming traaemltter, extending in 
frequency through the L- and 5-bands, to be known an the AN/APT-!'» 
jamming transmitter. This project is a part of a program for the develop- 
meat of a series of junmers to cover the frequency range from 30 to !O;00C 
Mc. It haa bMi. supplemented, within these limits, by the AN/APT-13, a 
150-watt, 7(V1S0-Mc traasmitter for jamming ground-to-air hf communks- 
tioas and uhf proximity-tuie ilgaals; aad outside the program range by the 
400-watt AN/ALT-J transmitter for the frequency range from S to ^0 Mc. 
As a part of this same program, the AN/ALT-5, i 3C(M000-Mc traasnittar 
was added to bridge the gap between the AN/APT-6 md the AN/APT-16. 
These jammers are manurdly tuned, and adapted to be used in conjunction 
with £ conventional search receiver and spectrum aaalyssr. The abilitiec to 
tune rapidly and to radiate Increased powers are the improvements offered 
over World Wa? 11 eqiUpmeat. 

On account of the requirement for automatic operation, a program was 
set up to develop a series of automatic single-frequency spot jammers cover- 
ing the frequency range 30 to 10,000 Mc. The AN/ALQ-3 and the AN/ 
ALG-7 were developed on a development-production contract to provide a 
rapid S- and X-band capability. These are airborne transmitters adapted to 
jam fire-control radar*. 

In 1947, the Bureau of Ships established a project for the development 
of a 1-kw, 5-band shipborne jammer also provided ^iih low-frequency cover- 
age for communication jemming. The equipment, known as the AN/SLT-l 
jamming transmitter, was placed in production. This transmitter covered 
the frequency rangt» from 90 to 370 Mc and from 2460 tu 3600 Mc at the 
l-kw level. 
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A project for the dcvelopmeat of the AN/TPO-8 J«mmlag tyetetn mz 
«iUbiisiied hy the Sign«! Corps in Jtsusry 1930. Tali iystsm was designed 
!or a l-kw outjsat in the frequency rtstfe from 9100 to 960C Mc. It im» in- 
tended prSmar'iy for u*e in making operational and «ngineering teats against 
Airborne radar. Another Signal Corps juiuning equipment WM the AN/MLQ- 
3 equipment. This wu a 1-kw jammer for the frequency range 28öO-iC,SOO 
Me. The complate system Included an acquisition receiver, a setting-on re- 
nelver.. and directional tranamltting anteauae operaied in conjunction with 
an automatic tatget-trackiag syst«m. Each complete unit provided four 
channels, each one of which covered the entire frequency range, The actual 
system produced by Oilflllan Bros., Los Angeles, Is the AK/MLQ-? covering 
the frequency range 7300-10,500 Mc and providing the outputs describert 
fo; the "pianHcd" MLQ-2, which was not completed. 

The Air Force S00-watt AN/ALT-1 transmitter is designed for the fre- 
quency range from 7500 to 11,000 Mc. This frequency range Is divided into 
two tends, and la covered by means of two tloating-drlft-tube klystrons. 

When the planning of the B-47 equipment was carried out, in 1932 and 
1953, only manually tuned spot Jammers were available; but an ECM oper- 
ator was not planned for the B-47. As a result, a crash program for th» provi- 
sion of an uuatiended Jamming capability for the B-47 wss carried out. The 
existing Jammer», the AN/ALT-5, the AN/ALT-e, the AN/APT-16, and 
the AN/APT-Ö were utiiited in this crash program. Since these Jammers 
were provided with sbgie-diai tuning they ware converted to sweep Jamming 
with the intention that the}' were to be preset to the center frequency of the 
band In which the radars were known to be operating and would then be elec- 
tronically tuned over the radar frequency band. The AN/APT-6, the AN/ 
ALT 3, and the AN/AFT-16 were successfully converted. As the AN/ALT-S 
could be swept only over that porticn of its frequency tmnd in which the one- 
quarter mode was used, it was discontinued. The swept versions of the AN/ 
APT-6 and AN/ALT-5 as well as the AN/APT-16 were ^designated the 
AN/ALT-7, the AN/ALT 6A and AN/ALT-8, respectively. While slow sweep 
Jamming is considered to be a poor technique today, large numbers of these 
Jammers in dispersed airplane« were very effective against the radars that 
were in production prior to 1937. Better radar designs and ECCM fixes have 
provided a way to reduce the confusion effects caused by these Jammers. 

Projects under the sponsorship of the Bureau of Aeronautics include the 
AN/APQ-33 semiautomatic or manual search and jam system tor the fre- 
quency range from 40 to 1600 Mc, employing conventional tubes; and the 
AN/ALT-2 Jammer for the 8300-10,000 Mc range, employing a nutgnetron. 
Prototypes of the AN/ALT-2 were developed at NRL, and this transmiUor is 
used in the AN/ALQ-23 automatic search and jamming system, which hai 
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been Adapted t3 the standard shipbotcd jamming tyaiam AN/SLQ-iO, 
Jammers for «,h« low-frequency range«, intended for cotni&uaicstkm and 

V-T fuse jamtning Include the AN/MRQ-JA, a #00-WBf;t, iJ-30 Mc com- 
munlcatlon jamming tystem (Signel Corpi); the AN/TRT-2, a »00 watt, 
75-200 Mc training jammer (Signal Corps), which la aiso provided with 
•wept AM for fuses; *\m AN/MRT-4 tunable Jammek for opsratioa at the 
1-kw level in the frequency range .'ram 75 to 1200 Mc (Signai Corp«); snd 
the AN/AFT-i I swept jammer fir the frtquency rmnaa from 70 to 2 SO Mc 
(Signal Corpi). ARDC also tponaored a variation ol the AN/APT-13 
equipment for the frequency range 70-! 000 Mc, and a low-frequency com- 
munication jammer for the frequency range from 2 to JO Mc dedgnated u 
the AN/ALT-3 equipment. This development finally appeared as the AN/ 
ALQ-14, a rapid search and jam system using s cfircinotran. 

The Bureau of Aeronautics established a project with in« W. L. Maxson 
Company for the development of an automatic search and kck-oa syttem at 
the 200-wati ievei, and for the frequency rang« 1000-11,000 Me, which was 
deiigneted «»the AN/APT-2Q equipment. 

The AN/SLT-2 equipment was a 1-kw shipborna jammer for the fre- 
quency rai^ge from IS to 1000 Mc oevelopad by the Oeneral Electric Com- 
pany under contract with the Bureau of Ships. A related equipment, the 
AN/SLT-3, wu also a General Electric CompAny development, ucder 
BuShips sponsorship, with txtended frequency range, to cover the spectrum 
from 9S0 to 10,300 Mc. This jammer, ilmliar In many respects to the AN/ 
MLQ-2, covered the required frequency range by means of 11 magnetrons. 

Numerous studies have been made by contractors of all braccbes of the 
Services I" the field of transponders for use against guided mlssües and other 
types of targets. Them studies Included work on such equipment as the 
S-band and .X-band ''Owl" and the AN/ALQ-1 equipment, at the Airborne 
Instruments Laboratory. 

A large amount of effort has been applied to various types of «{«atcrs tor 
use against proximity fuses. The Electronic Defense Group at The Univer- 
sity of Michigan accomplidied a large share both of the research and of the 
development of experimental proximity-fuite repeaters. Some of the repeaters 
are designated for frequency ranges lying between 70 Mc and .10C Mc, and 
power outputs range from 0.1 watt to 20 watts. In general, thest, projects 
employ narrowband convention«! tubes; same of them employ superregenera- 
tlon; some are dual antenna repeaters; and some are single antenna repeat- 
ers. In this category are the AN/URQ-S, the AN/ARQ-16, the AN/ULQ-3, 
the AN/TLQ-2, the AN/TLQ(), and the AN/ULQ-1 equipments, Unlike 
these narrowband devices, the EDG at Michigan employed wideband, dis- 
tributed amplifiers in the design of their successful V-T fuse repeater AN/ 
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MLQ-i. This equipment smploys cm« uutna*, and a tlm«(-il«n!ng traiwmit- 
ier Sud reoBivür, Further cteveiopmont of this equipment la tactical form 
was «ccompllshed by Instruments (or Industry. Two projects, ARDC Project 
R'! 12-132 and BuAer Project ML46CM)S2, involved the study of traveliniü- 
wave amplifiers for uso in broadband repeaters. Wxk along these lines was 
also dor« at the Stanford Electronics Research Laboratory under Joint- 
Scrvic« sponsorship. 

Quite öBfly in the poitwar prograin It was tvmiimd ihtt «utönwUc Jiim- 
ming equipment must be provided for manned aircraft of the Air Force 
because It was not planned to provide such aircraft with ECM operators. In 
19S0 and 1951 study projects wen established with the Sperry Gyroscope 
Company for investigating the feasibility of providing broadband covsrage 
in semi-automatic and fully automatic search and jamming systems. These 
study projects resulted in the ÄN/ALQ-5 and the AN/ALQ-27 systems. A 
second technique was the AN/ALQ-6, in which a receiver and an FM car- 
cinotron were combined to provide an automatic Jammer capable of jesnmtsg. 
sequentially, all signau on the victim aircraft. Provisions were made to select 
the type of radars to be jammed by the use of prf and pu!se>width discrim- 
inallon. Another technique furnished multislgnal jamming capabiHtles using 
a receiver to determine the frequencies present, control drcuiti to set up 
voltage-tunable magnetrons on these frequencies, and traveling-wsve-tube 
ampHAers to raise the output signal to the proper level. 

University programs for basic work in the ECM techniques area were 
established throughout the course of the postwar ECM program. Sisable 
program! were established at Stanford University, the Johns Hopkins Univer- 
sity, and The University of Michigan, which havt made, and are «til! mak- 
ing, significant contributions to the ECM program. For instance. The Johns 
Hopkins University work in Infrared, during the earlier years, provided the 
knowledge to start a hardware program, when the need aro«? in 1956. At 
Stanford, work in the deceptk?' area was started on rause-gats pull-off aad 
inverse gain modulation as lirondband multUlgwu radar track-breaking 
devices. Broadband multislgnal repeaters were also Investigated. Equipments 
such as the AN/ALT-10, the /iN/ALQ-11, the S-440, aad the AN/ALQ-17 
are the direct outgrowths of 'Ih effort. The Navy at NRL also sponsored a 
complementary repeater program for their ship and air research programs. 
Mfijor technique contributions were also made by NRL in this area, 

The Air Force has made important changes In policy with the objective 
of e^poditiiig the general procurement program, liiese changes include the 
weapons systems concept of development, involving the over-all contracting 
of an entire system, including the ait frame, to a manufacturer; the esta- 
blishment of a Quick Reaction Capability (QRC) for rapid hardware de- 
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velopnwnt; and the planning and contracting of KM In'mred counttrmeature» 
(IRCM) and radar absorbent (RAM) research end develspment program. 
The use of infrared in air-to-air guided nsksiks and the added infrared radi- 
ation due to miiBlIe launch started the need for infrared warning equipment 
as well u infraied decoy devices. 

2.2-2 Pomlw&r RecaSver« 
One of the outstanding accomplishment* of the Interim period since World 

War II has been the iisccesatai development of the AN/ÄPR-9 receiver, 
under BuAer, which was placed in production. This receiver covers th» f > 
quency range from 1000 to 10,750 Mc in fo«<r tuning units deeign^ted 
TN-138, TN129, TN-130, and TN-131, Its sensitivity ranges from -90 
dbm, employing a narrow video bandwidth, to — 73 dbm at the high end of 
the frequency range, amploying a wide video bandwidth. The development 
work on this receiver was done by Airborne Instruments Laboratory, Air- 
craft Radio Corporation, and Collins Redio Company. 

Supplementing the AN/APR-9 receiver, the AN/APR-!3 receiver was 
developed by the Navy to provide coverage in the low-frequency range from 
50 to 1100 Mc. This receiver is provided with five tuning head«, designated, 
in order of ascending frequency, a« the TM-300, the TN-J78, TN-179, TN- 
180, and TN-lSJ tuning units and has a sensitivity ranging from —87 dbm 
at the low-frequ«ncy end of the range to —76 dbm at the high-frequency 
end of the rsnge, employing a wide video bandwidth. 

The AN/BLR-1, AN/SLR-2 receiver is the shipborne counterpart of the 
ÄK/APR-9 receiver, also including, however, the frequency ranges of the 
AN/APR-13 receiver with the exception of the lowest frequency tuning bead, 
TN-300. Thus, the AN/BLR-1, AN/SLR-2 receiver provides frequency 
coverage from 90 to 10,750 Mc, in eight tuning heads. The AN/BLR-1 re- 
ceiver is intended for use on submarine«, and the AN/SLR-2 receiver is 
designed for installation on surface vessels and land stations. In both cases, 
puise analysis and direction finding systems ere included. 

At the end of World War II the Signal Corps Engineering Laboratory 
developed the AN/TLR-i, the first ground^based intercept system to be em- 
ployed by the Army. This equipment was designed by Polarad Electronics 
Corporation, New York, and fabricated in quantity by Radio Corporation 
of America, New York, The frequency range covered is 10 Mc to 12,100 Mc. 
Three type« of antennas are provided; omnidirectional, broadly directional, 
and high gain. A signal analysis capability is included. Sensitivity ranges 
from —120 dbm at the iow-frequency end of the range to —90 dbm at the 
high-frequency end of the range. 

Tne U. S, Naval Research Laboratory pioneered in mechanical rapid-scan 
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microwave receiver developmsnt. Utilialng the basic mechanic of the 
AN/AP;i-9. <t adapted a servo swecj» aystsm to provide scannius rates of 
roughly 1000 Mcs. The receiver mo had the ability to present ten frequen- 
cies which were previously selected and return to these with great precision 
through the servo control system. Frequency was read on a Veeder Root coun- 
ter. The top four he»dt of the AN/APR-9 systsm were modiftsd and Included 
in the prototype system. Associated with this system development was a 
complete signal acquisition indicator utilising the F-iv long-pfrsistence screen 
and a time-frequency raster. Also a part of this system was a new indicator 
tor signal analysis and display. A five-sun cathode-ray tube was utilised In 
which three traces were devoted to pulse analysis, one being an exponential 
sweep and two being two-decade log sweeps. These traces gave an indication 
of pulse width, prf, and antenna beam-pattern width. One sweep was used as 
a DF indication ytillaing a rectangular sweep in which the top trace gave a 
downward deflection and the lower trace gave an upward deflection, Tue last 
trace it utilized for panoramic display. Production versions of this equipment 
resulted in the NVvy shipboard sst AN/WLR--! s»d the airborne AN/ALQ- 
28 system. These systems have the same coverage ati the AN/APR-9, 90 to 
10,500 Mc, and the same order of sensitivity and selectivity. 

The Signal Corps has also pioneered in the development of a mechanically 
tuned rapid-scan receiver known as the AN/TLR-9 and -10 receivers. The term 
"rapid-scan" is here utwd to idetttify a receiver in which the entire frequency 
range of a given tuning head Is scanned in a period of time comparable with 
the duration of a radar ''look," ssy 0,0? second. The AN/TLR-10 receiver 
is provided with five tuning heads and covers the frsqusncy range from 60 to 
1060 Mc. It is a superheterodyne receiver having sensitivities ranging from 
—101 dbm at the low frequency end of the range to --75 dbm at the high- 
frequency end of the ränge. The AN/TLR-4 extends the frequency range of 
the AN/TLR-10 from 1050 to 360C Mc, The AN/TLR-7 is electronically 
tuned and employs äaturable reactors. The AN/TLR-15 ratend« the fre- 
quency range of the AN/TLR-i, It covers S kMc to 41 kMc and utilises 
backward-wave local oscillators. 

Signal Corps projects for AN/TLR-5 and AN/TLR-I 7 receivers cover the 
extension of the AN/TLR-1 receiver. The AN/TLR-3 receiver has % fre- 
quency range from 12,000 to 18,000 Mc with one head, and the AN/TLR-17 
receiver covers the range from 500 Kc to 12 Mc in eight tuning bands. 

A somewhat similar airborne rapid-scan rece'ver, the AN/ARR-SA re- 
ceiver, has also been placed in production by the Air Force. This receiver, a 
motor-driven mpid-scan superheterodyne, cover« the frequency range from 
70 to 960 Mc in four tuning ranges, Its sensitivity averages —80 dbm, and 
it employs an 1-f bandwidth of 0.S Mc. 
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In the rapid-KM receiver field, the Air Research and Dsvslopment Center, 
ARDC, has •pousored two projects aoBMwhat similar to th* AN/ARR-6^ 
receiver. Thews project« are the AN/AIIR-2 rscslver for the frequency fange 
from 0.09 to 55 Mc. and the AN/ARR-3S receiver with a tmquemy range 
from SO to 1030 Mc. Tnete receiver! differ from the AN/ARR-8^ in that 
they «re adapted for operation optionally a» ntpid-scsn or ss hish-rs>iol«»Jon 
recsivsrs. 

Tlie AN/APR-14 receiver developed under ARDC «pemwrahip is a super- 
heterodyne receiver, similar in «ome respects to the AN/APR-0 receiver, for 
the frequency range from 30 to 1135 Mc, using flw tuning ranges. This re- 
ceiver is intended primarily for setting Jammers on frequency, and is also 
considerably more compact than the AN/APR-9. 

The fitid of electronically tunable rapid-« an nticrowsve receivers has 
been actively investigated, and work along these lines has resulted in oper- 
ating equipment, The Electronics Research Laboratory, ERL, of Stanford 
University developed prototype models of the S-121 receiver covering the 
frequency range from 500 to 4C00 Mc with three tuning heads. Thi» reeeivef 
depends for its operation on the us« of electronically tunable "dispersive" 
traveling-wave ampliflers, and scans over a 2;i bind in approsdmately .05 
second. Frequency indication is provided by the display of the video signs! 
on a scope, the time-base of which is synchronised with frequency. This 1« 
not a setting-on receiver, but does afford good frequency resolution, and as- 
sures almost perfect intercept probability on account of its extremely rapid 
scan rate. 

In parallel with the Stanford project, and with the ssslntaace of ERL, the 
W. L. Maxson Company has worked on a similar 2-4 kMc rapld-sc« ) receiver 
known as the AN/ALR-2 receiver. 

The Stanford S-i51 receiver is an X-band converter desigien o accept 
signals in the Jf-band tnd beat them down to the S-band rang«, where they 
are fed into the input of the S-i2i receiver. The S-152 receiver is an elec- 
tronically tunable rapid-scan A'-band superheterodyne with variable sweeping 
and acceptance bandwidth. The receiver is thus adaptable for high intercept 
probability with, wide sweeping and acceptance bandwidth; and alternatively 
for high resolution, with narrow sweeping and acceptance bandwidths. The 
sensitivity is high in either case. 

A considerable amount of activity is also going on in connection with 
wide-open receivers of various types. Some of these wiJe-open receivers are 
merely "seiro catcher" receivers designed for early warning without any 
frequency indication. Others have multichannel operation, capable of indi- 
cating freqjency with an accuracy of ±15 percent. In this category falls 
the multichannel receiver of the Airborne Instruments Laboratory, m which 
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Mch chciuwl employs a fouMtase csvlty Alter lor frequency difcriminaUon. 
Another typ* of wide-opeti receiver which is ea^fiag eoüaidembie ftttcn- 

tlow at the present time is a multiple-horn receiver being developed by 
dt*:.*» at Federal Telecommunication Laboratoriee. Re^eiven of thk type 
/are dläcusssd in connection ^dth dtrection-ündingi system« in the next ace- 
tlon. 

2.3.S DifeetloifFiiidl&B Syeleme 
The program contains numerous projects for developing high-frequency 

'. t:tlon-ftndlng systsms. THes« equipments are principally intended for am 
jf communicatloa circuits. 

The Navy at th« U. S. Naval Research laboratory hat maintained one of 
the major research effcru in the fWd of hf directlon-flndliag reieerch Since 
1950 NRL has had an experimental wide-aperture directlmi-flnäer system in 
being and under study. Continuing studies have resulted in the development 
of suitable muiticoupiers for direction nnding systems ■psliwlioe. This has 
resulted in the development of a 4ö"«iement "Wullenwebsr" type array cap- 
able of simultaneously forming precise beams for very accurate direction Und- 
ing, fixed beam «ntenna petteriu every 9' of ftsimuth and less accurate 
steerable beams for intercept search purposes. Diverse Instrumentation in- 
cluding several systems of combination intercept and 1)F functions havs been 
developed. Twin-channel adaptations have also bees included. Automatic 
tearing and read out to 0J* bearing accuracy ttre also a part of the system 
developments. 

The Navy itzz also sponsored direction-flnding research at the University 
of Illinois This has resulted in a 130-element "Wullenwebor'' array. Though 
the instrumentation connected with this asitenna is quite elementary the 
studies produced have furthered the state of the art in appreciaUon of whet 
aperture arrays wider than the 40-elament system developed by NRL will 
produce operstionally. 

Also at the Naval Research Laboratory the Navy has sponsored a aarrow- 
aperture direction-finding research program. Based on the AN/ORD-6 
equipment, this program has resulted in studies of various antenna elements 
and their resultant accuracy as a part of the DF system. Major improve- 
nftsnte in Held modiflcations ol the AN/GRD-6 have resulted. Automatic 
beadng readout systems, nutchine computation of fh systems and other 
similar operational concepts have resulted from these studies. The Signal 
Corps had a project with the Servo Corporation of America for the develop- 
ment of a doppler DF system, the AN/TRIMS. 

The principal new development in airborne microwave DF Is the AN/ 
APD-4 equipment, and related equipment worked on by deRosa at Federal 
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Telecomiminlcetloas Lsboratortes, Thla Is « wide-open DF »yttttn which 
empioyi a multipiicity of dlrectloasl horn», each with a crystal video re- 
ceiver. The output of each receiver is cotamt*d to a delay line, and the out- 
putt of the delay lines are scanned in timed sequence to produce a dtopla/ 
of the overall pattern on a vMihodi-tky tube. Although ihsre Is no precis« 
frequency discrimination in the individual horns, a general indication of frs 
queney can be obtained by essmlnirg the shape of the OVSI-B" pattern en 
the cathode-ray tub«. 

Two projects involving the improvement of tb« World War II AN/APA-17 
direction scanning equipment are in the program. Thsse are the AN/APA-92 
difection-flnding system for the frequency range from 60 to 11,000 Mc and 
the AN/AFA-Ö9 for the range 200« 10,500 Mc. In this category I» »lso the 
panoramic and DF indicator for the AN/APR-9 receiver, known as the IP- 
il/APA-69A indicator. A homing anteni» lystem for the AN/APR-9, desig- 
nated as the AN/ALA'4 equipment, k «bo being developed under BuAer 
sponsorship. This equipment covers «h« irequeacy range from 90 to 10,?S0 
Mc and includes a Jinmutation switch, signal comparator, indicator, and 
thrsr MM of antennas. A. A!ford has developed similar direction finding sys- 
tem« for the AN/BLR-1, AN/SLR-3 receivers now In production at Collins 
Radio Company. Another project is a dual-horn, servo-controlled DF antenna 
for the frequency range from 1000 to 11,000 Mc, developed as an improve- 
ment over the DBM direction-finding system. 

8.2.4 Fortwar Ferret Aetlvltlee 
After the war, the Air Force used mm* B-i7's as short-rtiitf« aircraft for 

ferret purposes. About the same time the Nivy's postwar program began to 
take shape and P3-4V3's, especially dssigned during th* war for these pur- 
poses, with delivery at the dose of the war, were organised In i ferret squad- 
ron. Later, the Air Force refitted a few B-29 aircraft for leng-nnge ferret 
service. These flew some of the first global missions. The Navy's FB^YS's 
were still doing yeoman service with less extensive use in Kreas of strategic 
concern to the Navy. The Air Force later went into a program utiHaing the 
B-M'i. 

The Navy followed the PB-4Y2 with the P4M. This aircraft nrv«d as a 
direct replacement for the PB-4Y2 and saw much service in the Atlantic and 
Faciftc. Later, the Navy introduced an all-Jet aircraft, the A3D-2Q. These 
aircraft are still flying and are typical ferret ECM-configured aircraft. 

2.2.5 Postwar Supplemenlnry Equipment and Stedlee 
As in the case of the discussion of the World War II program, considera- 

tions of space prevent a detailed discua&ion uf the many supplementary pro- 

s 
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Jwts in *h? ••!(! dtf cunennas, pük«-a»t!yilB equipment, and confiulon and 
deception device«, which arc a necetsary part *f the countemtMiicirei re- 
■earcb and development program. la general, postwar antenna project« in- 
volve work on improving the World War II antennae, on providing antennae 
having special pattern« and duuwcteristiei, and on supplementary antenna 
equipment, such a» connectors and switches. Pulse analyiers of various types 
are included, some of which are intended for use In automatic search and 
lock-on systems for the purpose of distinguishing between friendly and 
enemy signals. Work on window has continued, with particular emphasis on 
the development of Improved reflecting materials and devices, and the de- 
velopment of various devices for dispensing the chaff. 

The concept of saturation by the tue of decoys was introduced in the 
postwar period. A research and development progrem to provide the tech- 
nical knowledge for active and passive target enhancement was started, as 
well as development programs for both long- und short-range self-propelled 
decoys. The use of air- and grour.dJsur.chsd balloons as decoy devices was 
investigated, and developmental models were built and tested. From the 
initial ilmple devices the program developed into a long-range ground- 
launched decoy missile and short-range air-launched decoy missile, both 
with ECM equipment, to echauce the target return and a chaff capability. 
The long-range decoy also was given a limited Jamming capability. 

A new type of pulse-analyser technique utilising muHgui» cathode-ray 
tubes has been developed by the Naval Research Laboratory. In early 1947, 
NRL began developing mulUgun cathode-ray tubes. This development es- 
tablished a new generation of cathode-ray tubes for military application in 
this country, retuiiting in Joint Army-Navy speciftcations for three- and five- 
gun, fl.u.t-faced, rectangular screen tubes having excellent performance char 
scteristics of spot sise, deflection sensitivity, and tiace location. In 1948 the 
first experimental mulitgun signal analykers were Installed in a new ship con- 
figuration aboard the U.S.S. Cotumbtss, This equipment was later put Into 
production, and was known as the AN/SLA-1 pulse analyser. It utilised five 
sweeps of different lengths, the first being 0 to 5 /«sec, the second 0 to SO 
fUttc, the third 0 to 1000 /tsec, the fourth 0 to S0OO psec, and the fifth 
0 to 50,000 Msec. An airborne version of this same equipment was the 
AN/APA-74. Its characteristics were identical to those of the AN/SLA-1 
except it wan packaged for airborne application. The Army's contribution 
to this field is the AN/ULA-2 developed by USASRDL. 

Another three-gun airborne pulse analyser, the AN/ALA-3, utilised expo- 
nential sweep for its displays. Further developments in Integrated display 
units for nuNc analysis, direction finding, and panoramiscope presentations 
were developed for the rapid-scan equipments which later became the AN/ 

i 
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WLR-1 snd the AN/ALQ-28. Here the pufe-amjyuis scope atlüsed on» 
«xponöaiwi »weep 0 to 10 paec long «nri 3 two-dec«de log aweep«, an» 10 
to 1000 MMC and the second 1000 to 100,000 /»see long. 

Investigation on fundamental circuitry was done at NRL for demodulating 
all types of pulse modulation. These units incorporated features for pulse 
width, pulse length, pulse period demodulation, cr any combination of the 
above. Also included wu circuitry for generating s synchronising pulse 
when no sync pulse was transmitted with these systems. Because of the 
highly ipeclalUtd nature of these equipments, only a few models of these 
systems were developed for very special appllcationi. The technique de- 
veloped were adopted, however, for use by other countermeasuras group» In 
missile telemetering demodulation in many spedaHied spplications. 

2.2.6 Currant Developmants in VaeuuiB Tab«» 
The subject of vacuum tubes is of prime importance to the counter-mea- 

sures research and development program, and some consideration f this 
matter is therefore required. It is, however, dlfiicult to give a e^r^Wtui pic- 
ture of the vacuum-tube situation without listing available and A* .-'oped 
tubes In tabular form. Numerous tabulations of vacuum-tube devt,,« nment« 
have already been made, or are in the process of being made. The following 
discussion will therefore be conAned to a summary of the vacuum-tube pro- 
gram. 

Conventional tubes are now available or In the late development stages, 
for frequency ranges as high as 100C Mc, at the 6-kw level. 

The CW magnetron program which was established during W( .H War 11 
continues. Magnetrons for the frequency range from 90 to 1300 Mc and 
for a power output level of approximately ISO watts are available in limited 
production. Development has been completed on sevtra! CW magnetrons 
at the ISO-watt level for 5-band and X-band frequencies. 

In the 1-kw range, difficulties are still being experienced In obtaining satis- 
factory CW production tubes in section» of the frequency range required by 
the countermsssurss program. 

In the klystron Held, high-powered klystron amplifiers in the uhf region, 
intended for uhf television applications, are availabk Studies are being 
carried oui to determine whether fioating drift-tube klystron* have sufficient 
timing range, power output, and efficiency to serve as a useful interim sub- 
st'tute for the 1-kw magnetron which are being delayed. Klystron amplifiers 
capable of pulsed outputs in the megawatt range at 5-band have been suc- 
cessfully produced at Stanford snd General Electric, but these tubes are not 
generally satisfactory for countermeasutes applications. 

Severe! varieties of Rasnatron oscillators and amptiäer« capable of high- 
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efficiency CW power outputa u high its SO kw h 'e bwii produced io the 
form of Uboratory models. None of these tubes has, however, been teaied 
off, and there «ppe«ri to be no preterit prospect ihet sctted-off Reanktron 
ampllflert or OKillator» having a Mtli|factory life will be available in the 
future. 

A eontidertble amount of work it noW being done on broadband traveling- 
wave amplifiers and dieperaive traveltng-wave ampliflen. Ulis includes work 
at Stanford on diapenive amplifiers (for the S-121, AN/ÄLR-2 receiver), 
low-noiie receiving traveiing-wave tubes operating at high a« X-band, i-watt 
5-band amplifiers, ISO-Mc 40-wttt impllfiers and 100-watt S-band and 
X'band amplifiers. Pulsed helix-type amplifiers for power output! as high 
as l*kw have been completed at Stanford for S-band and it«, brad applica- 
tions. 

At the present time electronically tilnable oscillators and amplifiers, such 
as backward-wave osctllatorc and ca cinotrons, are being emphasised in 
the program. It is probable that tubes i» these categories will be found 
suitable for operation at frequencies over the entire spectrum from 100 Mc 
to the millimeter region, and at power levels ranging from müüwatts to 
kilowatts. Investigations of backward-ivave oscillators at Stanford and Bell 
Telephone Laboratories have now resulted in the development of tubes for 
va.ious frequencies by a number of companies. 

"Cardnoiron" is the name given to it tub« of this type by its inventor, M. 
Warnecke of the Compagnle G4n£rale de TeMgraphie Sans Fil, Paris, France. 
There are two types of carclnotron; ^ type M carclnotron which employs 
crossed electric aad magnetic fields, and a typ« 0 carclnotron, which is 
similar to a backward-wave osclliator. 

The General Electric Company aitd The Unlvenity of Michigan are 
working on an equally Important tube, the voltage-tunable magnetron, which. 
like the backward- "«ve oscillator, promises to have importart counter- 
measures applications. 
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Perspective of EGM in Modern Warfare 
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9.1 Introduction 
The primary function of electronic countermeanuras is to destroy the 

utility of enemy communication!, weapon«, and aurveiilance devices, The 
utility of theae device* can be destroyed In varying degrees by denying 
information or by providing erroneous information. The eveatua! refult of 
the use of electronic countermeasures may be physical destruction, aa in the 
preßte ,-, of a missile warhead, or perhaps denial of m«, as in the cosi- 
fusios a« „ - «eking radar system. 

The bai function of electronic countermewurea has remained the same 
since its inception, but manifold applications have been made over the 
years. Because of the multiplicity of applications, it is helpful to consider 
various aspects of electronic counUrmeasuree in light of the geographical 
basis of the several phases of warfare. Separate consideration of these phases 
shows the variations (in the countermeasures) caused by the parameters 
space, time, and environment. The divisions of this chapter are based on 
geographical environment: (1) airborne £CM, (2) ECM in surface-type 
naval operation, (3) ECM In air defense, (4) ECM and ground operations, 
(S) ECM and underwater operations, and (6) ECM in space. In the subse- 
quent chapters, the material has be«n organized on the basis of technical 
significance. The reader will recognize that many techniques are used in all 
.-six of the areas of warfare mentioned above, However, the varicus para- 
meters and special problems make the geographical breakdown useful. 

M 
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8.S Ail borne ECM Syataeas 

ELECTRONIC COUNTERMEASURES 

9.2.1 G«a«ra! ECM FuncsioBi 
Electronic countermeasurej perform twe ptam-d functions in aircraft: (1) 

deieme and (i) reconnaiaaance- The electrcnlc defense of an aircraft In- 
cludes acUva und pa*«!v« m#!«n« for d^festing i Raskins wacnoiü r«)yfng 
on electronic detection, aiming, fusing, or guidance metbeda. The recon* 
naiwance or data-gathering function provides information on the types of 
signais and their sources for either tactical or technical uses. In a give» 
aircraft, both defensive and reconnaissance functions are usually combined 
in varying degree to suit the mission requirements. An aircraft primarily 
Intended for reconnaissance nevertheless requires defensive protect!'». Sim- 
ilarly, in a mission with no data-gathering function«, some information en 
the signal environment is needed to operate the defensive equipment. Since 
the aircraft must survive to accomplish its mission, »ufflcient defensive 
strength to assure the necessary survival probability is the primary ECM 
consideration. Attack on an aircraft penetrating a defended area is con- 
trolled by early warning (EW), surveillance, airborne intercept (A!), and 
i io.;? tracking radars. Coaimunication, guidance, and fusing signals may 

*urt be essontial to the sttacklng weapons. The effectiveness of various 
electronic countermeasures <n protecting aircraft penetrating enemy de- 
fenses can be very great. Conversely, improper use of countermeasus'es can 
destroy the often vital element of surprise and assist intercepting weapons 
in finding thtk targets. 

Countermeasures available for aircraft defense and airborne reconnais- 
sance equipment are considered separately in the first sections to folbw, 
and finally in combination to form system* 

8.2.ä CcunterniMMures against Early Wmmlaft (EW) Kadsrs 
Detection must precede any attack; hence, avoiding detection Is the 

earliest rountarmeasure at the disposal of the aircraft defense. Early warn- 
ing (EW) radars, on ihr surface or airborne, first detect approaching air- 
craft. Therefore, evading detection by such radars constitutes the Initial 
step in aircraft defense. 

The maximum detection range r of a given radar is proportional to 
■y iri'fl, <*.), y^Yien »(e, 4>) is the echoing area for the particular aspect (9, $) 
presented to the radar; to halve the range, r, "(Ö, «j») must be reduced 12 db. 
Thus, even modest delays in detection can only be purchased by order-of- 
magnitude reductions in aircraft reflections. These reflections are critically 
dependent on the angles (6,$), and may vary as much as or more than 
±2G db from maximum to minümuin. If detection is to be escaped during 
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flight over m stre» or perimeter defended by ritdara Nparated by a spacing 
It, the detection rsnge .nmt be reduced to r < R/3. This problem cf reduc- 
i»g »(#, ^) tufiklently to occompliih thi» over (the probeble rtngei of fre- 
quency ami M-ale ia severe. The raulUnt penalty in aircraft performance 
with toehniqyp» currently available becomei exceaeive, even 'hough the only 
counter-couatetmauurse are to make more Mnsilive radars or to space them 
more donely 

Hiding Ute aircraft in a cloak of radar invisibility, although potentially 
most effective, therefore appears unfeasible against a well-desiped defensive 
perimeter. Failing this, the nest best choice might be to conceal one or more 
aircraft behind a cloak which is Itself visible, but obscure» the nature and 
localion of the true targete. This alerts the ground defense that penetra- 
tion af its domain is under way or in preparatlcn, but withholds vital in- 
fonration on target locations and charact/•'«ifi, Such a ctak may be 
produced by either active or passive means. 

ti a substantial volume surroundlsg the ircraft is Med with reflecting 
elements, i.e., with chaff, the aircraft echo « concealed in ail directions by 
th* profusion of apurious echoes. Si'rf« « corridor must be sowed. However, 
the sowing vehicles «re also partially concealed by the reflectors they 
dispense; their presence can only be deduced as being new the end of the 
corridor. 

The sowing of a corridor or group of corridors is an »"abomie operation 
which reduces the time and space available for a given mlsslort. Depending 
on the type of weapon deployed against a penetration mission, this may or 
may not have adverse effects ui survival probability. Generally, the düser 
the weapon control from the ground, the mor« effective the corridor t§eh- 
nique becomes. Against MTI* equipped radars, the corridor tochnique 
increases the background clutter, and hence reduces the usable range. In 
areas with large changes in wind velocity at various levels (wind shear), 
MT! radars are particularly vulnerable. In general, the presence of chaff 
severely hampers the EW radars, and various types of MTI offer only 
partial protection to the radars. 

The radar echo from an aircraft also may be masked by jamming signals. 
These simply override the true return in the receiver Input circuits. The 
resulting strobe display pattern is easily recognized, and can usually be made 
to yield asimuth information. The absence of nmge data in the strobes 
prevents direct target location, since triiangulation from multiple raoars 
produces many spurious solutions. 

A barrage noise jammer raises the noise level over a broad frequency 
spectrum, Including the receiver acceptance band, to a level determined by 

♦Moväng-Urset Indlwtlon. 
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the Jammtaf sift»! itreogtb st the rfecelväns Aatesn«, This fs eqiiiv»kat to 
increeeing the mla» ngure of ths receiver, esc1 Merioratet t^e nukr psr-- 
fermance in the uune manner. When pMS3«d ftr snoisgh, tiüi "braie force" 
or thermal method can render ineffective active radar operatione by raiilog 
the background noise to intoierabie levala. Neptlon of waminf mdan by 
barrage jamming it a relatively sure method, but requin« mawive power 
ta cover much of the svsSlabls speetnün. The barrage method also «nvit« 
the use of ceunter-cotmlcrmeaauroi, including special triaagutatioo pro- 
cedure« and correlation receivers (or locating individual Jammtri. 

The broad'Scsle countermeasures against warnti.g radar» discussed so 
far make little use of specific properties of the radar. By eonetsirating the 
effort on a particular aspect, economy in jamming can m achieved. Spectral 
concentration involves placing the jammer power only in bands occupied 
by enemy radars. Thi» result* in orders of mugnsiade greater epectral ef- 
Aciency, i.«., many times the useful jamming signal per watt of Inuismltter 
power. A narrowband or spot j&mmsr must be set os th« radar opening 
frequensy. Automatic ssima drcuitry tc do this is comptes, and oftss easily 
defeated by ioa many signals, m tiglls frequency ehaiiing by the radar. 
Preset or manual set-on for spot jamming is, of eoufse, even more eaaily 
countered <n the same fashion. 

Moft Sclent la principle is the concentration in both frequency and time 
achieved by tht deception repeater or transponder. Hare, pulsat in addition 
to the true echo are transmitted to produce many false return«. The false 
targets may simply appsar rather randomly to confuse the radar, or they 
may be carefully prograr/imed to have realietic courses. Both the simpler 
confusion device and the comities programmed repeater usually enter the 
radar e&bmsai through its minor lean, and car. be countered by the proper 
rejection circuitry. In the absence of such circuitry, changes In target das 
and sdntillaiion may enable an experienced operator to ssparate true and 
false targets. 

For every target on the display, the radar operator must make a decision: 
is it a true target or false? If a true target Is considered false there will be 
no interception, hence a minimum uf Incorrect decisions by the radar oper- 
ator I» mandatory. Alternatively, false targets accepted as true dilute the 
availttble Intercepting forces. If the tota! number of targets accepted as true 
exceeds the capacities of the Intercept ing forces available, saturation of the 
«round defenses may cause a breakdown in the normal tactics and prevent 
proper assignment of weapons to bomber targets. False targets produced by 
electronic means can be identified with sufficiently elaborate circuitry or 
possibly by carefully trained operators. A relatively sure method uf provid- 
ing the requisite number of targets is to use small decoy aircraft in large 
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number» intcrsperMd with m« bomber force. Wkhiu iimita, MIMII and fche«p 
d«coyi can be provided with enhanced echoing power to render them in- 
diatinguiahable from bombers for the radar. Rather elaborate changes in 
the mtly warniag radar system may be required to circumvent the decoy 
probicm. One auch change nJght be the us« of bistatlc radars to identify the 
highly rfivectlve i€>itHriüg pattern of comer reflectors «jgy! In enhancing th? 
decoy echo. 

SMS CouataRUsesaree ssaüsäel Alrbom« Isstefeepl (A!) assd 
'IVadttog MwlarB 

Reduction in *he effective range of airborne Intercept (AI) radars has an 
effect limiiar to a proportional reduction in early warning range. In both 
cases, less dlslance from the target is needed; in the airborne instance this 
mten» nr" only more radars, but also more interceptor airemft. Complica- 
tions such as MT1 are also grea^r peneltiea in airborne equipmemt Denial 
of range inlQnn&tiom by imnsp or spot jsrsmrrs is of less importance since 
aaimuth data utay suffice for the interceptor to close the range. On the other 
hand, a false target occspt'jd *» true for oniy a short time may place the 
interceptor or nüseile on a course from which the target can no longer be 
reached with ovailsble fuel supplies. The possibility of homing on barrage 
Jammere must also be contidered. Intercept operations can be facilitated by 
strong barrage signals, if the interceptor is equipped to home on them. 
However, the homing cspabiiity must alwayi be auxiliary to some other 
acquisition and tracking system. In a sense, homing is, therefore, a second' 
Mm threat. 

As the range is closed, the intercepting aircraft or missile «witches 
from the search to the tracking mode of its AI radar. At this late point in 
the engagement various schemes for brefcking lock in the tracker remain, 
A tracking radar provides accurate rang» and aaimuth data to direct 
weapon» to within lethal radii of the target. Therefore, an aircraft being 
tracked by one or more hoatile radars is probably in acute danger. Aircraft 
defense systems assign correspondingly high priority to countering a tracker 
once it locks on its target. 

High antenna gain and range gates concentrate the effective radar power 
in space and time. This makes it difficult to cope with the radar once it has 
locked on target. The time available for dislodging the tracking radar is 
also short. In return, the time for reacquisition, once tracking k broken, is 
even shorter. At close range«, any protracted break or error in the tracking 
date can result in a complete loss of the target. 

For many probable angles of illumination by a tracking radar, it is pos- 
sible to sharply reduce the aircraft radar cross-section by suitable shaping 
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of meUl turfftccs »id Üw UM of absorbing materials. The raiultinf r^duc- 
tion in echo faclUtate« th« function of jamman. OvetpowKinp a tmcking 
radar by noise JunnUns it difficult USIMS aided In thin nann« becauae of the 
power requiwmcnu. However, sever*! «rhemes cuecMifuIly utiHse speclftc 
characteristics of the tracker. Thee« lncJud« chaff, ranfepte-frabben and 
inverse gain repeater:. In each case, the radar is pulled oft the true target 

üd forced t : m search sgsis to iai it. In each case it is «Uo poüiU« to pro. 
tact the radar against the countermMturt to a conciderable def ree( although 
not completely. This protection it purchased, however, by complexity which 
may be unacceptable in very compact gystems. 

The UM of phase cemparison (interfdrmneter) seehers In BUMUM, and 
various other nonscamUng-type trackers poeet special probkms In courier- 
maasurM. Noise Jamming can destroy range data, but the radar la feaarally 
able tc track the noise source without difficulty. However, the natural 
liniution of tracking in the form of targ«! «dnUHAtlos sr ^int »a be en- 
hanced to Jam phase comparators; by utillalng several widely spaced an- 
tensas, a fslss phase front can be generated which produces a «nail angular 
error In tracking. Changing the tilt of this false phase front Introduces an 
oscUlating angular error Into the tracking antenna. The dynamics of the 
tracking servo »ystem can then be utilised to produce large angular excur- 
sions. The locui of these excursions can, by proper location of a leut thne 
sources, be made to lie frr from the target at all times. 

A related tactic is feasible againit infrared seeker» which home on the hot 
surface of the aircraft. If the track«>r can be made tc follow a bright decoy 
flare for a brief interval, the large angular error introduced nutkM it diffi- 
cult for the seeker to irescquire the true target In the time available. Both 
the limited field of view and the servo dynamics of Infrared seekers offer 
pouible fields for countermr«u-ures. 

S.2.4 Communication, Guldano«, and Fuse CountormaaenrM 
Unless the acquisition range of missile seekers or AI radars Is very large« 

additional guidance from the ground is requited to achieve contact between 
attacking weapons and the aircraft under attack. For manned interceptors, 
guidance may be by voice command, or by data link. In automatic systems, 
data Is transmitted over a special link, which may consist of coded pulse» 
from the ground tracking or surveillance radar. This intermediate stage of 
cont.ol or mtdcourM guidance occupies a special position in countermeasures 
for aircraft defense. 

Where lha information is transmitted in unccded form by rolatively low- 
power omnidirectional ground stations, the link can be broken rather easily. 
The result is that interceptors must follow »reassigned courses. Such "broad- 
cast" or "»ingle-vector" control materially reduces the prcbabillty of inter- 
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cept. However, the Junmsr tray serve as a beacon if UM attacking aircraft 
is equipped with homing equipment. 

By Gommunkating over a dircctSonal chaane!, tuch as a tracking radar, 
07 by suitably encoding the data, its» ground station can stcure raUabie con- 
tact with an interceptor or mlaslle. Thu«, the ground operstor can confine 
hii irumniwioni in Urrae or fraqucncy, as wsll «s »n s^id £«$•«, io as to 
place the airborne jasuster at a peat disadvantage. 

Because of the widely differing results which can be realised, jamming of 
communication and guidance links demands particular attention. The rather 
general principles applying to various types of radar countermeatures must 
bt replaced by spedflc rules applying to each particular Situation For 
example, airborne communication* jammers have been used with success 
against enemy tactical ground communications, such as between tanks. 

Jamming the fuse of a missOe by preflring or inactivating is the last 
recourse available in aircraft deftase. Certain types of active fuses are sue» 
ceptible to jamming. However, a fuse is bherently a 'ow fniofnwUon de- 
vice; it need only note its arrival an a predetermined surface about the 
target. The antennas and circuits to achtove this can be speciaUied to 
narrow beamwidtha and narrow bandwidths, respectively, with resulting 
high countermeasures resistance. Because of the low probability of encoun- 
tering both an active jammable fuse, and of being able to cause its mal- 
function, fuse jamming occupies a minor place in aircraft defense. 

8.2.S üitttctromscnotic Reoonnalseaae« 
Reconnaissance ar "Ferret" missions are flown to acquire information on 

the electromagnetic radiation from enemy sources. Two broad classes of 
information are generally sought, namely, detailed technical intelligence 
information giving insight on n«w enemy equipments, and "order<>o(-bati3e" 
information for immediate tactical evaluation. Actually, there is considerable 
overlap between the two, notably because of the desire for detailed informa- 
tion on particular enemy equipments for tactical purposes. The technical 
intelligence mission seeks maximum information, end hence takes as much 
time, space, and equipment as 1« permissible. A krge aircraft loaded with 
electronic equipment, and supported by extensive ground-analysis apparatus, 
may be needed for such a mission. Some "order-of-battk" Information may 
be gathered by simpler apparatus and is often flown «s part of another mis- 
sion. On the other band, for completi coverage of all signals, the ordcr-of- 
battle data desired approaches that for technical intelligence. 

Three principal types of infarmetion are present in radio signals: (1) fre- 
quency, (2) modulation, and (3) source location. To these must be added 
signal strength and the all-important criterion of presence or absence. The 
accuracy required in distinguishing the type and nature of information deter 
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mine« Use type of equipment used, and hence the nature of the mission. 
A high-flying aircnft it exposed to * tremendous number of oigMls. The 

largest and perhaps most Imporunt class, radar signals, may number in the 
thousands, with fewer communication, navigation, Idectlftcation, guidance, 
and jamming signals. To cop» with this mass of Information, some means of 
selection is required. The particular choice of selection process determines 
to t large extent the capabilities of the ECM system employed. 

The simplest type of system is the activity indicator. Here the s*. x^n is 
based on amplitude only: an omnidirectional antenna (in the horisontal 
plcm) and a br" K.nd receiver are coupled to a threshold device. The 
primary' use of L item is as a warning device and actuator of aircraft 
defense systems. Signal amplitude Is a measure of range, and hence of danger 
to the aircraft. By setting the threshold at a high level, only the strongest, 
and hence potentially most dangerous, signals are accepted. However, none 
of these are missed: the Intercept probability for dangerous signals is unity. 

A more complex receiver Is included In automatic jamming systems. Here, 
the warning receiver is expanded to determine whether the signal Is indeed 
a dangerous type. If the answer Is affirmative, the receiver output actuates 
defensive measures. 

Simple direct-detection receivers provide adequate sensitivity for detecting 
the main beam of radars. Minor lobes from radars and also most other 
signals are below the noise level except at dose ranges. The number of 
signals UM sys'wn must accommodate Is much reduced by the lower sensitiv- 
ity, but ht tführless hundred« of pulses per second may be received. Some 
selection In frequency can be accompUshed without sacrifice in Intercept 
probability by parallel filters. Multiple directive antennas similarly provide 
selection in asimuth. Pulse coincidence circuits between frequency and 
angle selection permit Identsficatioti 4 pulse» by both criteria. Selected 
pulses sorted In carrier frequency and asimuth angle may be »teed directly 
on tape or film. Additional analysis may also be performed at the time of 
reception to categorise the types of pulses, and thereby further reduce the 
data remaining for final study. 

A broadband nunsrenning system of the general type described provides 
data on the number and location of ttll nidar» illuminating the aircraft. This 
information satisfies the most urgent tactical requirements. Some additional 
information Is provided on the nature of the signals, and hence on the 
probable types cf radars. This is of value for both tactical and technical 
evaluation purposes, The entire system can generally be made compact, and 
suitable for Installation In smaller vehicles or as supplementary equipment 
In larger aircraft. 

A basic problem of electronic reconnaissance lies in the huge amount of 

. 
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inionmüm avdltble to be exUacled from the ligtwla within the range of t 
MtmltWe receiver. A relatively simple, ee^aitive, and eelectiv« receiver la 
the superheterodyne. However, Its high IOP «Idvity ia purduued ttt the price 
of intercept protahility, ai csn be teer from the simple comlderstloni below. 

Receiver nol« placet « lower limit on the detectable lifncl itreagth. For 
a given faise-aiarm probnbillty, the minimum detectable signal utrength la 
proportional to the effective receive» bandwidth and inversely proportional 
to the antenna gain. Evidently the moat aenaitive ayaiema an highly ueiec- 
tive in both frequency and solid angle. Such systems often require a rela- 
tively long time to cover a broad frequency spectrum and solid angle. 
Therefore, their probability of intercepting signals periodic in time can 
become smail. In the cue of algnai» from scanning radars, the radar scan 
perlodic'ty Sa eüfectively eliminated by aenaitive reeeivera which receive 
signals from the minor lobes of the radar antenna. For other types of 
periodicity, auch aa intermittent operation, add«d aenaitivity cannot com- 
pensate for the V>ow rate of coverage or alow receiver acan. 

Given indefinite time, the tingle channel superheterodyne car. locate and 
identify all aignala In aequence. In the transient situation of an aircraft 
flying rapidly over areas containing periodic sources, only a sample can be 
obtained. Thin ia particularly true if a awept-frequency receiver la coupled 
to a acanning direction under. 

Alternative systems involve many parallel channels with broadband tra- 
veling-wave amplification. Supplementary tuning is then required to deter- 
mine the frequency. Syatema with very fast sweeps, with separate direction 
finders, with many parallel channels, and various other combinations have 
been proposed to provide greater resolution. 

For systems intercepting many signals, the analysis of the data ia a 
difficult task. Video recording and subsequent ground-based snslysia affords 
the most complete results. Limited airborne analysis, followed by recordißg 
of selected signals, perhaps at an operator's discretion, facilitates handling 
the mats of signals, and permits concentrating on the important ones. 

8.3.6 ECM Syalenw for Aireraft 
The link between reconnaissance and aircraft defense is the warning sys- 

tem. This may con&ist of »pedal receivers and infrared detectors which 
actuate the defense equipment. The pretence of certain types of signal« 
above a prescribed threshold level suffices to determine the need for chaff 
ejection or barrage-Jamming operations. More complicated Jammers carry 
tneir own integrnted receiving systems which provide the necessary input 
data such as frequency and modulation for correct Jammer operations. 

In a broader sense, the information-gathering (sensing) function should 
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be eoyp'iect to the r jienah. ^^MSptsmt (•ciion) through K rsmputBr. Here, 
the input data on the InitAAUneou« lituation it procMuwä und an optimum 
over-nH defensive procedure oücuistüd according to predele-mined criteria. 
Thai permit! coordinating all dcfonaive meat», including aircraft maneuvtn, 
defeniive fire, and the various el*«''---rtk countermeaauraa. The very short 
duration of an engagement Nnween gupertonic vebklas require« gueh an 
electronic programming of the defenee. 

The number of potentially useful ECM function!, both defensive and 
information »seklng, is so large that no single aircraft can perform all of 
them. A compromise must thonfore be made in choosing the ECM capabil- 
ity for a particular aircraft and mission. Space, weight, and interference 
with other equipment are the principal limiting factors. The space for elec- 
tronic equipment in aircraft is limited, and often unfavorably located. This 
is particularly true in the case of controls and antennas. Controls can be 
eliminated to » large extent by prooer design and automatic operation. Un- 
foetunately, antennas for many important functions may require the jams 
space on the aircraft surface. Multiplexing is a partial solution to this prob- 
lem, but often limits the availability of equipment. 

Interaction between various equipments that can be carried simultaneously 
usually occurs via power supply or antenna. Operating all equipment at once 
may overload the generator capacity. Antenna interaction between receivers 
and radars can often be blanked out. Jammers can be treated in a si»:üar 
manner by blacking certain friendly frequency regions in the jamming 
spectrum. 

Weight penslties are measured directly in reduced aircraft performance. 
Each pound of defensive ECM equipment must therefore be evaluated in 
terms of its contribution to the probable success of the mission. Reconnals 
sance-type equipment Is perhaps best evaluated in terms of the number of 
aircraft required to produce the desired information. 

33 ECM iv. Surfaee-Type Navnl Operations 

S.S.1 ttarfaoe ECM Functions 
Surface warfare at sea is inseparably linked to air operations. As a result, 

shipborne systems are closely integrated with airborne equipment. Recon- 
naissance, for example, proceeds best from the air, and an exclusively ship- 
borne Intercept system would have limited coverage. Similarly, no defense 
based exclusively on shipboard equipment is probable. The over-all scope 
of fleet defense therefore is broader than either surface or air operations 
taken individually. The role of ECM in surface-type operations is cor- 
respondingly  complex.   Integrated  systems   for  surface  ECM  have   not 
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•vo'tvtd to parailei airborm ayitems. Nevertheiesi, individual function» have 
bee» highly developed, »nd these will bs ■mentiontd. 

Target! and time tc?^ in sea warfare differ figniflcantly from those for 
airborne lystemi. Som- . .ilp« have very large radar croat section», but tub- 
marinei can reduce their echo to aoro. For low angles of attack, the horiion 
«Mid tea clutter hamper radars. However, from high altitudes, the uwlform 
surface of the sea provides a nearly perfect background for detecting surface 
vessels. Ships move slowly when compared with aircraii, and the duration 
of engagenwttts is therefore longer. The interval during which raconnaissance 
data can be gathered Is also longer, except in the case of submersible targets. 

To grapple with the wide range of condition« to be encountered, seaborne 
ECM equipment must have high performance and flexibility. Fortunately, 
the space and weight requirements for antennas and equipment a; 3 some- 
what less severe than in airborne applications. The equipments and tactics 
for surface ECM at sea are discussed below. The general topics considered 
show dose parallelism to the airborne situation. However, »he details and 
emphasis differ materially. 

Reducing radar visibility cr echo, and providing false echoes are both 
potentially effective countermeasures against radars. At sea, the application 
of nonreflectlng materials is sometimes hopeless, sometimes highly effective. 
Thus, the echoing area of a 1000-foot vessel might be many acres. A reduc- 
tion sufficient *o affect the detection range seems out of reach in this case. 
In contrast, a submarine periscope and breathing tube can be effectively 
concealed by an absorbing coat. The combination of « small echo and the 
surrounding sea clutter makes a concealed periscope vsry difficult to detect 
by radar. In ships of small and intermediate slse, the possibility exists of 
reducing or focusing the return by absorbers or flat surfaces. 

The smoke screen familiar to naval operations in past years has a radar 
counterpart In chaff clouds. In surface warfare, such clouds are difficult to 
sow and control because of wind condition» and settling rates. The use of 
discrete false targets or decoys on or above the surface of the sea Is a more 
effective way of concealing true target:. A host of false returns from dfcoys 
provides almost complete protection if decoy and target are indistinguishabie 
to !h« radar. 

A ndise-modulated jamming signal obscures range information. However, 
the osimuth of the jammer can usually be determined. In air-to-air engage- 
menu, the relative speeds and ranges of uttacker and victim aircraft sx9 
auch that rang« data Is needed to plot the required intercept course. Homing 
on an asimuth heading Is effective only when the attacker has a large speed 
advantage. In an air-ttt-surfoce engagement, this speed advantage exists. 
Hence noise jammers offer limited protection againnt %!r attack on an Iso- 
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Itted ilsip. On the other hmad, t powerful noise Jammer can obirwe the 
number ot target» in Its vicinity by saturating the victim radar receiver. In 
the case of surface search radars, denial of rang» information and obscuring 
of the number of targets matedslly rsduees the value of the radar. 

The noise jammer by its own radiation provides an aaimuth heading for 
the atigeker. This vulnerable feature is eliminated in a properly operated 
deception Jammer. This makes deception equipment attractive for defending 
individual ships. The space available on shipboard also makes feadble more 
complicated techniques ihan might be nsebüe In aircraft. Asimuth repeaters 
against search and bombing radars, as well as various ranp and angle 
repeaters against trackers, therefore are potentially effective coffii^nents of 
ship defense. Relatively »imple transponder- and repeater-type devices may 
be used on decoy» to enhance the return and thereby improve the target- 
deception effect. 

Active Jamming against enemy communications has limited uufuinets in 
operations Involving surface vessels. The presence of a strong jamming 
signal may provide long-range homing information which assists the attacker 
more tha.i he is hindered by the Jamming of his communications. After 
direct contact has been established betweer. the attacker and target, com- 
munications are, of course, no longer necessary. 

Long-range missiles employ a variety cf guidance and navigation signals 
which are susceptible to countermeasures. With sufficient Information on 
codes and frequencies, tH missile can bs denied vital informatkn and pos- 
sibly can be given false data. Shorter-range missiles with Hne-oMght guid- 
ance by beam-rider or command sre lesa vulnerable, largely beerte of 
concentrated antenna patterns. 

The final stages of a missile attack may be contfoUed by self-contained 
seekers and fuses. Here, the surface vasäel mjoys some natural protection 
from the sea return, und «i.-o offers a larg», pis'form for antennas, jamming 
equipment, and intelligent operators. 

3.3.2 Shlpl»MBiHS Hecontnalassuioe 
The signal sources within reach of shipborne intercept equipment differ 

signiflcantly from those accessible to aircraft. Ir, the Arst place, fewer signals 
are encountered, partly because the ocean is sparsely populated relative to 
defended land areas, and partly because of the smaller area enclosed by the 
horizon at sea level, A second Important point nf difference Is relative mo- 
tion. Sources on the ground are mostly stationary, with the exception of a 
few in slow motion relative to the observing aircraft. At sea, most important 
intercepts are these from aircraft or other ships and submarines. Exceptions 
might be long-range guidance and communications signals at relatively low 
frequencies, itr well as signals received from tropospheric scatter. 
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The motion of the itste'cepted »ource ia «n important item of Infor-nttion, 
and requlrsi t*pe«ted ts-iltiois determinttlons. The i.^teycepi equipment 
must RUO be able to cope with intermittent opetsUoni, as in tb« cue of • 
Bubmftrin« surtddng (or s brief period. Th* observation time may thare- 
fore be ibort, even thou^i relative motion is slower than in air operations. 
Bearing information sr.sl sifnal identification is, of courae, of vital import- 
ance to defence against attack from the air or the sea. 

The availability of space and personnel on shipboard as well as the re- 
duced signal density make maaual supervision of intercept equipmsnt pos- 
sible. This permits greater flexibility in data processing and interpretation. 

8.4 ECM fas Air SOafente 

3.4.1 OpporttsniiliM for BCM is Air Defens« 
The role of countormeuures in air defense is confined to two rather 

diverse areas. The first of these concerns action against navigation and 
bombing radars in attacking bombers. The second properly is a counter- 
countermeasure, since it attempts to make use of the signals from radar 
Jammers in the attacking aircraft. This technique of passive detection and 
tracking of jammer» does not resemble the antijamming "fixes" applied to 
radars. Therefore, even though radars are involved in the passive systems, 
the techniques involved are generally grouped with ccuntermeasurt», and 
not with counter-criuntemwasures or antijamming devices. Since neithb. 
navigation and bombing radan nor Jammers may be used by the attacker, 
ECM in atr defense is strictly an activity of opportunity. The Importance 
of such an activity depends on the probability of need, and on the potential 
effectiveness when used. Some Judgments of these (actors are necessarily 
included in the discussion of the two countermsesuree areas mentioned, even 
though the primary emphasis is intended to be on ECM techniques. 

8.4.2 Countering Bombing and Navigation Radar 
Inertia! and astronomical reference frames are sufficient to provide gr." '.- 

ance to within a specified probable error. Whcr this error meet« tactical 
requirements, radar aids are not required and countermeasure« equipment 
is superfluo> n. However, a dead-reckoning approach to the target may not 
be adequate where a precise delivery point is demanded. Is addition to the 
inherent errors in map measurements and in the navigation system, extra- 
neous (actors such as wind velocity and changes in target position contribute 
tu the total miss distance. The use of radar aids to supplement the naviga- 
tion system can then be expected. To locate a stationary target, only oc- 
casional fixes are needed (or course correction. Intermittent radar operation 
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■uflkw to provide nidi conectbi». Furthtnaort, the radar s-eftraect point 
need uot be cloee to the tat§»A ii eaitnbly offaet rafereacee have be» 
■elected. For moving urgft» such u ahipe at a«*, the offaet tachdque 
evidently does not »ppiy. 

Tire intermittent 3i«n*l of a bombinf and &avi«atioe radar it inbenatly 
diflkult to counter, Alao, it may not be wwireb1« to a-jmly deny the navi- 
gation information sought by th« radar at one point. In this case, the 
bombtrdmeiit can »till proceed with reduced accuracy. To b* enUrtiy tvc- 
ciMfu!, the ccuntefmeaauree ahould provide iai»e navlgaUon data which 
wSH maximiM the miM tHatuce at the tarjel. In addition, the pretence of 
tevtral radan in the bombardment ton» ia to be eapected. Therefore, the 
ECM lyatem mutt be capable of dealing with multiple ilfnalt iron dif- 
ferent locatlcna, To perform cud» a uuk, the ECM tyttem may include two 
interrelated functions. Tbete arc: (1) obecuring the real targets and (2) 
providing false target information. Several methods for accompUihing these 
aims are available. 

Perhaps the most obvious method of obecuring target return it to reduce 
the echo from the »alfent geographies! features notlcMble to the navigation 
and bombing radar. However, the large-sc»le changes in physical contovn 
and liberal use of abeorbing material required maka this approach practicable 
on a very limited tcale only. Another method of changing the radar topog- 
raphy it tc provide false returns that art suftclently large ano numerous 
to natk the existing fraturee of the area. Both .eflecton and repeater lam- 
mers are capable of producing suitable false echoes. Finally, it is possible to 
raise the background noise level by means of nuiwous noise Jammers- 
This t/pe of interference provides a threshold lev«! below which the weaker 
fchoes are masked, A carefully dssigned combination of false targett from 
reflectors and repeater Jammers, supported if necessary by noise Jammert, 
ia capable of drastically altering the radar appeftracce of an area. In some 
cases, the proper location of only a few «nail Jammen htw produced good 
results. 

The concept of a fixed area defense against man^ attackers does not 
apply in some cases. A ship «t sea or an isolated military Installation might 
be more efficiently defended by countermeasures aimed at totally disabling 
the bombing radar in the vicinity of the target. A powerful Jammei' ■vlth a 
directive antenna may concentrate sufficient power on the bombing radar 
to saturate the receiver through the minor lobe» of the radar antenna. If 
radar data are the only guide available to the bombardier, lie may than be 
obliged to attack the Jammer lor lack of a bz*JM target. 

3.4.3 Paeeive Deieetlon and Tracking 
There are two broad classes of radar activity in air-defense operations. 
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The Ant of ÜMM concerm detection, and U handled by losii-mngi acuaiiig 
redan. The aecond it Urget trucking, which la done by tmeklng radan of 
»ultable preciilon. Both of theee radar function« an »uet^tlble to Jatitmiaf. 
In each eaae, the effect of jimmim it to reduce the maximum larget db- 
tance at rritidb radar rutgt dau become available. Since range information ia 
«ttendsl to both detection and tracking funetiwu, tome meaiu of ming the 
jasuning slgnai to provido range informatior. k needed. The techniqw« 
«v^lable for thia art now ccnokktred in turn for the detection function and 
for the tracking function. 

Detection of targets by a icaaning (early warning) radar includes identi- 
fication of r target in apace and determination of its course. For this pur- 
pose, the radar output is placed on a ?PI display, on which the targets 
appear as dots. When a noise Jammer of sufficient power is activated mi the 
target, the dot becames a strobe line. As the Jamming signal grows larger 
relative to the target echo, the radar gain must be reduced and the side 
lobes suppressed to mainuin a narrow strobe. A basic characteristic of this 
situation is that «slmutb data remain available. In a defense net involving 
many radan, the interiectlon of strobes froei several radan defines a target 
location. Unfortunately, when many Jamming targets are present, then an 
many false intersections or ghosts. Thus, when two Jamming aircraft an 
received at two radar sites, two asitr.uth angles an obtained at each site. 
From these four possible positions can be calculated, of which two an 
correct and two an ghosta. In general, « Jamming aircraft produce R1 poal- 
tions of which NS — M an giosts. When three radar sites are used, it is 
possible to resolve the targets in principle. In practice, this requires a 
special display and a skilled operator, and is reliable only when the situa- 
tion develop« slowly and the number of intersection» ia not too large. With 
increasing numbers of jammers, the el!mination of ghosts becomes more 
difficult. Of course, triangulation fails abnolutely when several intersection 
points fall within one beamwittth of the radar antennas. In this case, the 
target» must be resolved by Identifying the range of the Jammers. 

To provide the raaoiution afforded by redar range data, an alternative 
means of measuring range is needed. Such range data may be obtained 
through observations made from two sites. The difference in the time at 
transmission of the Jamming signals to the respective sites then gives the 
range. For a constant transmission-time difference, all possible sources lie 
on a hyperbola—neglecting errors due to altitude, which can be made small 
by choking a suiuble geometry. A mechanism for finding the tlms differ- 
ence is {1) to send the signal from the remote site to the central site where 
processing is to be done and (3) to Insert a time delay in the output from 
the central site of such a value that the signal after the delay is the mme 
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M the »igfta» sent from Use remote site (sscspt (or a possible doppior shift). 
The dlffertnc* between the irttrted duty mad the time to send the iignal 
from the remote to the local sit« is the time difference corresponding to the 
given hyperbola. 

To determine that the signal through the inserted delay is the sane as the 
signal from the remote site, the two signals are multiplied together and their 
outputs ore filtered. In most practical systems, the incoming signals are 
heterodyned to two different intermediate frequencies so that the output of 
the multiplier will be a signal at the difference ot the intermediate fre- 
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FXUURR 3-1.   Antenna ccnflRuntlone for p«ulve corretfttlo» •tationi. 
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qu«nciM, shifted «lightly by whatever dopple difference occurs at the two 
•iU». S«verel typet of eytteRu using this principle «re shown in Figure 3-S. 
Some of the- ilgniflcsnt features of the illustrated conflgurations are as fol- 
lows' 

(1) OmU-Ommi (r — r): This method requires two pain of sites. Each 
rweiver has all Jammers as sources. Combinlp* the two pain to eliminate 
ghosts presents a computer problem. 

(3) Omnt-ScantUHg Beam (r — *): The available Integration time is the 
same as in a radar with a similar beamwidth sad roUtkm rate, and hence 
is longer than for the two-scanning-beam type. The pMohiee iBcumd are 
(1) that, sine* the omnt has all jammers as sources, when the beam crosses 
several jammers the product oi the Input signal*to-noise ratio is low and 
(3) that a «ignal source emitting periodic components causes ghosts along 
the main beam. An addtional problem is encountered in asimuthal selectivity 
because of the one-way use of the beam. 

(i) Rapidly Scannins Beam and Rodar-Rott Scanning Rttm (* — (?): 
This system suffers from having too short a time on target. Although the 
average slgnal-to-nolie ratio during a sran is very good, fall* alarms occur 
when a small number of jammers are in each beam. If the rotation raie— 
hence, the data-output rate—could be slowed down, the method would be 
very good. Two pairs of sites wouid be able to provide velocity information, 
and this would allow for a reduction in data rate. The radar« supply only 
position information, however, so th« processing becomes more complicated. 

(4) Scunnini B«am to Muitibeam (8 — nt) • The advantages of this «ype 
of system over the scanning-beam-to-omni system include the elliAinatton 
of the ghost probtam caused by periodic signals, and the decrease in the 
number of sources received at the site where the omni wsr replaced by UM 

muitibeam. The disadvantage is the increased complexly. 
(5) Muit:pie Beam to Multiple Beam (nt - **): The fuß muHipis- 

beam-to-multiple-beam system includes all th'- advantages of the scanninjt' 
be«m-to-multiple-beam system» and also »liour» for greater integration t'r,*. 
Again, the disadvantage is complexity. 

Tracking radars provide much netter angular resolution of targets bv^- 
virtue of their narrow pencl  beam«. The simplest pt&b't tracking s'^ 
makes use of two redars spaced some 20 mii»» apart, Cfce acts a^ 
radar and the other u a slave. The mister radar '-^ks ontoJ 

jamming target ir. angle only, since range liaio $S4 not av^?* 
data are transmitted to a computer, which vauaes the^ 
up the vaster radar benm. When the su've radar 
stop.< And tracks it in angle, The viddo signal 
fitted to tt correlation comput«" at the 

«, maiteir 
*nti tracks a 

Liable, The angle 
slave radar tu rweep 
a jamming target, it 

om the slave radar is trans- 
the master radar, where it is 

■imm 
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croM-corrsbtetl vr'ah the video «lgn»l from the master ndar to determine 
Trhether both fadsr» «re trucking the iftme tai^et. If not, the «»Teh of the 
■lave fw<u k resusMd until the »me target is tracked by both radtn. Two 
verif'^i« of the system have been prapoeed, the so^alled "narrewband" and 
• .ddeband" systems. In the fomur, ct^mlation it used only to detonatoc^, 
that the master and the slave radars are tracking the same target, Vy^lL 
ntr-ge from the master radar to the Jcmmer Is computed ^^^^'^uiJ 
position of the two rsdani and the known length of ^^^Mlim between 
th«n (the *c-called 9 — 0 correlation system). «#*' 

In the wideband system, the ^m&Mk^^ „ ^ te ^^ ^ 

terms "narrowband" and "wUfate^ „-^ <Ä ..    . ' . .^s  1, »v« ^^ 
related video dgnalswhi<%^ ^ xnxamWinA from the slaw MiM ♦* 
•' c? master station. In,.i^ 

r. 

tirquind » 
wideband 

a*^** narrowbsind case, only a 2.5 kc bsMwi^iili is 
\ .^SSdio communication channels could be usad, w^ii* in the 

..Jsf&im the normal radar-receiver video  (sev@ml megeeydes) 
TJ^J^would be trwamitud. 
.;'Ä narrowband system would provide range with an accu?acy oompsr- 

•"^a'jlf to that of a normal radar tracking for raises up to about t^ice th? 
separatic^i between the master and the slave nations in the cardiodlik« area 

depicted in Figure 3-2. This would 
be true as long as s~«€ standard 
deviation of -h* angular tracking 
accuracies vi the radars is of the 
ordet m O.i »nil, which would be 
the o>:m: ior a single Jammer. Un- 
?>:i«wMely, if more than one jam- 
m-r were in U.» tracking rsditr 
bsams, which are nhmtt V wide, 
the radar wouid angle-track the 
center of gravity of the collection 
of Jamming signals. Thlts would in 
traose the errors in range determi- 
nation by an order of magnitude, or 
more than would be provided by a 

norms'« tracking radar in a nonjamming environment. The wideband system 
«nnild overcome this degradation in range accuracy when a number of Jam- 
mers kre in the target-tracking radars beams. As each Jammer would have 
a different correlation time, this would eitablish its location on the cor- 
responding hyperbi'Siie with the two radar locations as foci. Thus, the wide- 
band system wou'xl provide better accuracy of range determination and 
better resolution, as compared to the narrowband system. 

Fiovxt 3-2.   Region id wblch rungi «rror ii 
leu thftn 20 >'«tdi (in ysrd» iroa the uwitei). 

^ 

^ 
■^ 
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In coBdiuioii, it sheald be usted that the «üSäI« djig fumi^cd by s 
Jtmn^d radar might equally weil be eupplenierited *!th range data from 
another radar operatinR at a different irequeacj.. This tmdar aught even be 
a (Impler range-only slave device. The merits of auch alternative aolutionj 
Involve evaluation of enemy eapabilitiee and r«tatlv@ equipment cost« which 
are beyond the scope of ECM technology. 

8.S BCM MI«! GrmiBi Operations 

i.f.l Geaeral FunetioD« 
In the ground environment, ECM can be considered at another tactical 

weapon for a local commander's selection and employment. One might con- 
ceive of strategic uses cf electronic countermeasures, such as widespread 
deception through transmission of false messages, but tinm these uses are 
limit»! in ascope, only tactical applieailons of electronic couBttmeasures will 
be considered here. Tactical weapons should be employable down türoujgh the 
basic combat units. In a ground operation, each of these units, when oper- 
ating as a combat unit, randy occupy or are concerned with more than 
several square miles of ground. The ECM tactical weapon, because of its 
electromagnetic properties, can have effects on areas other than those occu- 
pied by the combat unit and Its immediate opponents. It is, therefore, neces- 
sary that reilHctlons be placed on the free use of the ECM weapon by the 
local commander. The ECM functions most closely related to ground-warfare 
operatkms Include: (I) varlsble-tlmci-fuxe detonation, (2) malfunction of 
«mmy drones, (3) ECM of unenciphered tactical coinmunlcation MU, (4) 
ECM of enemy mor^r nd artillery radar, (S) ECM of enemy clectrortlc 
surveillance, (6) ECM of enemy tactical precision bombing, (7) antijam- 
ming of enemy repeater ECM, and (S) ECM of enemy miisile guidance. 
The reader will note that several of these functions are also associated with 
environments other than the ground environment. However, the t>p«s of 
problems associated with these functions and the ground warfare environ- 
ment will be commented v/pon briefly. 

3.8.2 VarinLItj-Tira» (VT) ftue Deteawilon 
A tM'M can often bo damaged to a maximum extent by detonating an 

artillery shell, bomb or missile at some height above the target area. There 
are severd types of VT fuaes which can effect detonation of a warh«ad at a 
predetermined height; the only type of fuse considered here I» the radio 
frequency type Mince other types are not discussed in thk book. 

The effectiveness of variable-time fuses may be reduced first, by causing 
the fuse to predetonate at such a distance en to cauie little or no damagk.* 
to ihi Isiesded target »nd seccnu, by causir.jj the fu«e to "dud" find allow- 
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iBf | Äß wirhead to detonate on Impact. It ft obvtei^Jf deaJrobto to predtton- 
ate I ä warhead at a raaf® lucb that mi damaf» li iPSÜ^ o" &• target. 
Thfc\«econd course, Impact detonation, h INS deslrab!«, $"• ta Iaaa>' eM,• 
ife« t=\?get still can be aevereiy damaged. 

Reii^ter jammers are tht only ef tetive countermauunS ■J^* J** 
iw>phisti%tted, rail-frequency fam. Special problems asaodated ^^ CCWi' 
tering V* {uses include that tl antenni interaction and that of 7''ovid«ng 
sufficient ^wer in a limmr repeater (dltcussed in Chapter to). la gw*^» 
the arm preWted by & single jammeir is limited, and on« is foecsv t0 

efesö« bslwee.V very large equipments 10 protect a number oi «my unit 
In large nmm «% » number of smaller equipments tn   . tect units in amall 

B.8.B Mfätimeüm 
Serious consideration^ 

ef Bsiemy Draif«e 
•nist be given t» the uie of elect-onlc countern ea- 

sures against surveillance ^Urone systemdi since they can prove to be »«I 
threats to forces being ebs^» ^ ^ ^ systems. Countermeasures TJ^JI 

be successfully applied to drone gu '.fasice or navigation systems and to com- 
munication linke between a drone and * •<* control station. (Pniblems invrivwl 
in the application of couniermessuree to. itnuory systems carried by drones 
are discussed in Section 3.5.6.) Self-eont«! ^ navigation systems may prove 
difficult to Jam or to deceive, while n«vig»l!«i systems which roly on control 
stations may prove to be susceptible. Jmnising ,f navigation or coawnunic«- 
tion links to a drone may prove to be a pmmh \ «ndeavor since a Ismmer 
transmitter can have a decid< I -^tg* advtmtäfe (. ^ consequently a power 
advantage) over the navigation or communkstlot. »fgitsmltter. Hoover, 
the range advantagi can be offset through the me &.' äiiractional mUiixuj 
«.phisticated modulation techniques, or codta. 

S.5.4 BCM againat Unendpherml TnelieaS C^^-mnfatimt * 
Tim 'iM-nming of tactical sommunicaticn transmis-slm, |s B ,jf^M 

problem; the effectiveness of such Jamming is also diffkisSt to 8vgh»JFcmP'e* 
factors bear upon the use of communication« Jamming. Tis® &fWM' T*1'-* 
that of Jammer power. In general, high pawcrs or height ai3w factor is 
required because the Jammer transmitter I« often located at «wantages are 
tance from the target receiver than is the commusjicatlons tr«Mt\greater dli- 
power requirements are increased still further by propagation aA^ltter. The 
shieldlne problems (problems which arise because of the loasferM terrain- 
receiver and jammer on the pound). A »eond factor is that of iajA of both 
with friendly communications. Many of the friendly communkatioffiference 
will be operatin«; In the same portions of the frequency domaiw &\ B^8 

the 

\ 

\. 

^ 
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enemy com nsnicitioi. 'itika, «od it ^ouid ,»ot be poeiibk to eUhV^tt wm- 
pletely InU rfsreipc« with UM itluaMy coirmunicttlon system«. Itster>«irr« 
due to Jarr; >laj cut be !educ«d thrnifh the use of such devices or tech- 
niques m, iiirectimud «ntr • "u and sligati <;orrelttbn schemee. Considemtioa 
must be gi 'sn, of -ourte, to tha «ffect of these device» or techniques mi such 
things u lumptaity, matnteutiK«, wfigki, and volume. Still a third fsctor 
to be conriiwed is that of iuteSlfenos, which ««quires the evaluation of the 
Elative north of monitoring «ttetny communication links against JammlDg 
o! Ihete &.$•• 

From technical and tactic*! sUtidpo^ite, one hu three possible choices 
for jamiriiag tactical cummudicatlci» nats. The must straljuhtfcmard pro- 
cedure is to place high-powerad Jainumn behind friendly lines and to trans- 
mit appropriate Jamming sigmli into ssamy territory where the target 
rece'vers are iouUd. The hi^h powtr iwquired to produce effective Jamming 
is a disadvantage, as is the increiscl fai-slsrence with 'riendly communi- 
cation nets caused by the high Jammer power. A SK'md poniübility is to 
plant expendabk ismmers in enemy territcry in the vicinity ot i'ui tä«'?«t 
receivers. Interference with friendly cosr municatiotis links is reduced because 
of increased distances from the Jammers. A major problem is the develop- 
ment of satisfactory techniques for <&; lowing of expendable Jammers in 
desired locations. A third possibility lior J»r.;rJn« ground-baaed communica- 
tion linke h the use of airborne jiimmers. In addition to SUM: tsctical 
problems as radiating the Jammer power to the desired areas, all the dir'fi- 
culvUes associated with operating and maintaining airborne electronic equip- 
mmi must IM overcome. An advantiige possessed by airborne jammers is 
t^e decrease in terrain shielding effects normally encountered in ground-to- 
gro\\snd Jamming. 

S.aNJ ECM against Enemy Mortar «nd Artillery Tracking Radare 
Techm^ly, the problems faced in J«mming mortar and artillery track- 

ing rad«y are the same as those facid in Jamming other types of tracking 
radars. HWwever, a special problem is involved In that the Jammer often 
incurs a rxwer disadvantage because of the gaometry of the Jamming situa- 
tion. W'K.en er.cmy mortar and artillery trackinf radars are placed in defilade, 
it ofHd becomes impossible to place jammer» at vtuntage points; the radar 

nas are rafficiently shielded by the intervening terrain so twat only 
msull «mounts of jammer power are intercepted by these antennas. If the 
JwrVmer power output is Increased to overcome the kisses, the Jamming 
treiiWitter may h« of .sufficient nuisance to become a prime target for coun- 
ter-c^m^measurei—possibly in the form of direct tire from artillery or a 
mlsslleWstem. 
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OüvK - - - i miMli echwit« eu IM wHwi for m* H»i^r* «art*f 
•ad artillery trtddm mdsn. ?c~- =«aN^t, Unrt f;t-'jtlil«< of duff could 
b» used to staak ihtU t**J«ctoriM. Th« duifl oo*u? I* fizyvd by nuMi 
fir«d pwvioui to tbt Uglmitm of prolnomi bon)t«rdm«rt The pnbkm 
Invdved would iadudo i<—tj^ tht qumau«!« of dbiJf nqulrti, UM 
chaff (all ra'.e.. and UM effect of WMüMT (wlada) OB UM dnf dMtributloo. 

8.8.6 E€M 
Electronic survellUnc« dtvkee ueod la 

pound bawd or airborne. Ground-baaed 
list primarily of ircaacaiuanc«  {intr-cept) 

may be «itbar 

receiven,  MT l  radan,  aad 
icfrtred icannan. The aame problem« «tteQdaat to counterlog tactkai corn- 

Intercept  rwcelveri. A 
!*-qMI diaadvaatafa with reepect to a friendly traae- 

__ nllilMJlill «dit for couatariai 

jas^'ner may not sirj?^ _ 
mittor being monitor^ bp^^5'' ^"^ t?™. T™?™*^ 
»quired to ov«rc«ne propaptia; i^^^M*001« ^ ll,ll,l,hl ** 
one's own traiuimiasioaa and the ^sitettou »»tsinerlSSr^- or monlto:in» 

the enemy tratumistiona ii more valuable aiao exbt. Crvusd-l^^f 
radars operate ta linc-of-alght device«, (,«,, the radar anteooa muat point at 
the area under surveillance. Because UMM radars must eeaeatially operate 
out in the open, they can more easily be subjected to countermeasures than 
am the imercept receivers. (Obviously, the location of a MTI radar can 
be more readily determined than the location of an Intercept receiver). 
Difficuiiiet sr!* be encouMersd in l&mndng these radars beeauM they can 
be made to operate at cta«^ to-nohc ratio» less than usity aud battuse the 
Jammer radiation will often be subjected g* t^U propagation losses. These 
rudai-: s.t» made to operate only intermittently. 

Confusion iechnlquet sbo lulght h* used against MTI radars. "Wind- 
mills," rotating reflectors, might be tailored to ahnuwtc th« characteristic 
radar echoes caused by personnel or vehicles In motion. 

Airborne surveillance devices include MTI radars, mapping radars, in- 
tercept receivers, and infrared scanners. The radars are usually area search 
devices and may be eit' • side looking or forward looking. Radar per- 
formance can be degradtiN. by jamming, but one may be forced to use a 
tracking jammer; otherwise, the degradation Interval may be abort. Inter- 
cept receivers are Indeed susceptible to electronic countermeasures when 
these countermeasures are designed to take into account the applications 
and modes of operation of the receivers. Infrared Kanners, being passive 
devices, are not susceptible to jamming In the usual sense; however, decoys 
might be used to deceive the scanners. 
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Several aspect* of ECM against bombing radars art «USCUK xl in Section 
3.4.2. While that discussion deals primarily with the UM of DM against 
radars carried by strategic bombers, much of the discussion is upplieable to 
the problems of ECM use against tactical bombers. Obscuring real targets 
and pTGviuir.z false target information can be used in the tactical situation 
ts well as in u» :t'«<*?ic 3i:c2!km. In cases where only small arsas nrwl 
be defended and in which the enemy la xszisg ".'^-«toloaJve ^-.JS, a few 
tmr>powered Jammers may sufflr« ts provide a IfV'ge maMura «*>' prrt'^tba. 
"i here are problems, of course, of placing the j»mm«re in desirable locations, 
of turning ra the jammers at the proper times, and of maintaining equip- 
ment in the field. 

8.8.8 CocntorCouatenueMuret agalnet ECM Roponto» 
ECM ropeaters may be used against VT fusee, radars, o; omunuükations 

equipment. The meet straightforward antijam technique whlcb can be used 
sgaiiut ECM repeater» is saturation jamming, sines most of these repeaters 
are essentially linear amplifiers. This technique consists of overloading the 
repeater by transmitting a large CW signal in the passband of the repeater; 
the jamming signal normally transmitted by the ictpeater is reduced. When 
operating ground-based repeater jammers, one must face, «s in operating 
much other ground-based radio equipment, the limitations impoaed by 
ground-wav« propagation conditions. 

«t Ku^^SMln't MlselleSysteme 
Tactical missile »y^f^JB^^JKtut «» ^ P,*«d '« ^e 

categories of surface-to-surface, sumS^?*^iiJ!i^*"j'tce «y»»«™. 
Of these, the surface-to-surface systems are probablyTlu^^^^Jlik18 'f"1 

susceptible to countenneasures. Many missile» in this group are of tne^r 
listic type and are unguided or guided only during the early portion« of 
their flights. Countermeiuiures might be applied should radio or radar con- 
trols be used from a ground complex during the guidance phase. Difficulties 
«bound in applying countermeasures:  the guidance complex may not be 
easily found; the rar.?* tnm. s, jammer to the guidance complex may be 
long; transmission times of the guidance tmälss sr -adars may be short; and 
security codes may be used in command links. These problems ....^ b* al- 
leviated somewhat should a missile be radio or radar guided during its 
midcourse phase or terminal phase. The airborne missile may be more 
easily located than a ground-control complex, and the jammer-to-receiver 
range may be shortened. 

Short-range, antiaircraft missile systems will be used on the battlefield 

L 
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Bgainit aircraft, drone«, sad mlui)«i, TheN tyttima will gennrally have, ai 
portlut« of their guidance tyatena, icquieition ridmr« and tracking radan. 
These radani can be iubjected to countermeaiurw, but care muu be exer- 
cised when theie meuuree are applied. For example, an enemy could be 
alerted by an «cquiiltlon radar to the pretence of a low-flying aircraft whoee 
jammer it on; deeper penetration might be achieved with the Jammer off. 
Aa another example, aome ground-based tracking radar« and tome missile- 
borne seeker» are capable of tracking noise; a counter measure other than 
a noise Jammer would have to be uaed against such radar». 

Countermeasurea may alto be difficult to apply against tactical air-to- 
turface missile traten» since many of Iheac system« will utilise unguided or 
inertlally guided missiles. The mean» for acquiring target» for these systems 
may be more susceptible to countermeaturet than the systems themselves. 
An übv'.om countermaature against electromagnetic-seeking air-to-surface 
müBfiile» it to turn off the source uf ridkt'w being attacked. If this It not 
feasible, cou'^sit* tecbniquei such at falte targets might be vnnnaysi. 

8o6 iSCM «a«! Undtamater Oporattant 
Both tubmar':»i and surface thipt ■$*■:*'&& highly on acoustic phenomena 

to help And theit «SM&M and to dusploy their weapons. Sonan (sound 
ranging) are used tot intercuft, ide?,>riflcatlon, and tracking purposes; «mi 
sound receivers are used iii äcouttic^ homing devices. Theie devices and 
the countermtasura imkm which car» be used against them are dstcribed 
in Chapter 23. Radan> mä magnetic anomaly detectors are other devices 
used by surface thipt and rabmsrinet to detect each other; these devices 
will not be described. 

S.6.1 ECM agalntt Surface Ship Weapons 
Submarinet can use countermeaturet to advantage when attacking or 

when under attack by surfs-» thipt. Mounted or towed Jammers can b« 
used to reduce the effective mnge of a ship's sonars. Expendable Jammers 
can be used as a screen behind which the submarine could maneuver while 
aUiicklnjt a tihip or when escaping from a ship's attack. Decoys might also 
bti used tö advantage during disengagement from battle by misleading a 

'~^y^eMth«LJM|{t|iarjjMJ position. Another use of decoys is to deceive the 
enemy into thinking "that tK^TTä.w::15*»^^ 
there actually are. The more sophisticated decoys should be able to sitnuiute 
doppler echoes, propulsion noi,«e, vmkes, and maneuvers. Typical problems 
when using or devising such decoyss include those of programming a decoy'« 
course and of simulating properly the varying echoes as a submarine presents 
its beam, lU ben?, or it» stern to & ship's sonar, 
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3*6.2 ECM againsS Subsnsriaea and Torpsdoss 
A submarine can often detect with its sonic devices the presence o' a 

surface ship before the ship can detect the presence of the nubmarine. Ohv 
way to reduce this range advantage is to raise the noise level by means of 
towed noise makers or Jammers. Some means of look-through must be 
provided for the ship's sonar devices if the stratagem of raising the back- 
ground noise Its/el is adopted. Expendable Jammers can be used for screen- 
ing purposes by a ship as well as by a submarine. Decoys cm also be flred 
between submarine and ship, either to confuse those aboard the submarine 
or to become targets for homing torpedoes. 

8.7 ECM in Spam 
The discussions so far in this chapter have dealt with the use of electronic 

countermeasures in war environments which have been explored and studied 
extensively. The expansion of military operation» into space will introduce 
new problems into the operating perspective of electronic countermeasures. 
In general, the principles underlying the uses of electronic devices and 
electronic countermeasures techniques In space will be quite similar to the 
p'&dnie« of their use on earth. This Is true because the devices tc be 
countered, whether on euth sr <* apace, all fulflll in a broad sense some 
function of surveillance or communications. Tne dikcussb" here c! elec- 
tronic countermeasures in space includes not only interplanetary spsce 
operations but long-range ballistic-missile and earth-sateilite operations. 

Cas w*y to examine the problem os countermeasures in space is to con- , 
sider countermeasun»  !«  terms of  the  three  functions of  surveillanp^ 
jamming, and deception, Further, th«»£ 'nnctioni can be applied frc^r. the 
tarth or from space to vehicles or objects on earth Qt is space. 7K,m, the 
environment^   combinations   include  space-to-space,   ipace-^-eartn,   sr>d 
earth-to-space. In all, the three countermeasurg functiap?' urnes the three 
environmental combinations result in nine possible ccp ..stermeasure environ- 
ments. Some of the space applications of counisrme^/Cares are: (1) electronic 
surveillance of objects on earth or in space; (!t^/^mming and deception of 
ground radars;   (3) Jamming and decepticsfof ground communications; 
(4) Jsmming and deception of satellite, Communications (communications 
between satellites or between aatelil» «^ and She ground);  (S) decoys and 
penetration aids for launch, mäf,*rjurse, and terminal phases of ballistic- 
missile flights; and (6) JamirVjg and deception of AICBM complexes. In 
the last category, AICHM ^'^pjnses ^ay include such things as reconnals- 

"lawÜ *?*fe>L,gg Mtgfl^», Mitelllte interceptors, Infrared homers, early 
warning radars, leiice-type detectors, and trackers. How rapidly progress 
is made In the development of countermeasures In these areas is somewhat 
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dependent upon the development rate of the systems to be countered. For 
example, the use of countermeaiurei by «nd agftlnit ballistic miMiiles has 
been studied extensively, while much less effort ha« been expended on the 
study of the use of countermeasures against satellite interceptors. In time, 
if and when satellite interceptors become a threat, more effort would be 
expended on the development of countermeasures for use against these 
interceptors. Problem areas, typical of the types to be encountered in the 
application of countermeasures in space are enumerated in the following 
sections. 

8.7.1 Countarmeaeurce agolnat Electronic SurvaiUanea of Oh- 
Jeeta on Earth 

Sensors which may be used on surveillance satellites aie photographic 
and television camera«, radars, infrared detectors, and radio receivers. Satel- 
lites «trili also have a means of communicating with some control center. 
A data link in the form of radio transmission might be used, or a capsule 
might be ejected. Both the sensors and the data links of satellite surveil- 
lance systems can be subjected to countermeasures. Whether the sensors or 
the data links or both are subjected to countermeasures depends on the 
nature of the partlcuUu' reconnaissance system. 

Jamming might b« successfully applied against radio receivers and radars 
by utilising tracking jammers. Some of the problems Involved are deter- 
mining the frequency band of the receivers or radars, generating and trans- 
mitting sufficient Jamming power, and appropriately placing Jammers so as 
to obtain coverage over the areas tu be protected. Infrared surveillance 
devices would be difficult to Jam since they are usually scanning devices. It 
would be impossible to maintain a Jamming source within a scanner field of 
view for any length of time. Intense light sources such as lasers could 
produce halos on photographs, but the pictures would be obscured only over 
small areas. Deception techniques in the form of decoy» or shields offer more 
chances of success as countermeasures against photographic devices. 

Data links will be difflcult to disrupt becau*e, in most instances, radios 
operable only on command will be used. If these radios are operated only 
over the satellite user's territory, it will be difficult to place Jamming or de- 
ception devices in positions where they can be used. If the nature of the 
command code can be determined, it might be possible to preempt the 
command link over friendly territory and to fill a satellite's memory devices 
with useless data. Again, what cuuntermeanure technique is to be appliesd 
depends upon the system to be countered. 

3.7.2 Countermeaturaa agHinat AICBM Compb%«s 
A point defense, ground-to-air missile system (as exemplified by Nike- 
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Zeus) and miuile interceptorg munched from a setsllite are two «xamples 
of AICBM fyttema. There has been comWerable study devoted to the de- 
velopment of concept« and techniques for decoy use against tracking radars 
of point-defense missile system. The simplest technique which has been 
considered is to fragmentise the final-stage fuel tank of a missile so that 
the warhead could not readily be distinguished from the fragments. The 
potential use of this technique and others has aroused .ntAdent concern 
so that counter-couatermeasure techniques are being Investigated. One of 
these techniques Involve examining in detail the radar sigaature of each 
object to determine differences in the epectrums of the radar echoes. Another 
technique involves examining the irsjectory proAles of earh object to deter- 
mine If their mass-slse ratio is like that of a warhead. As the counter-' oun- 
termeasure techniques are Improved, old countermeasures must be refined 
and new ones must bs devised. A new technique, for example, might involve 
the use of an expendable Jammer. The Jammer may have to be expendable 
to overcome track-on-Jamming capabilities of a radar. 

Several satellite weapon systems are being considered for use against 
intercontinental ballistic missiles during the missiles' boost phase«, la these 
systems, Infrared-seeking miesiles are launched from a satellite at the bal- 
listic missiles. Decoys immediately suggest themselves u a countermeesure 
to both an infrared search device and to the infrarad-seeking missiles Ho » 
many decoys should b« fired, when they should be fired with respect to the 
firing of the missile, the decoys' Infrared radiation characterislirs, and 
their effectiveness and cost must all be determined. Because the infrared- 
seeking missiles use tracking devices, the possiMllty of developing and em- 
ploying a Jamming device exists. Whether or not such a device could he 
used would depend on the infrared seeker's characteristics. 
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Operational Objectives of 
Intercept Systems 

L. A. deROSA,   £. FUBINI,   J. VOGELMAN 

4.1 Purpose of RecontiBiMane« 
Intercept lystenu »re one form of reconnaissance and pouew many of 

the characteristics of reconnaissance systems in general. Reconnaissance 1» 
a collection of information on the facilities, capabilities, and intentions of a 
potential or actual enemy. It is the mission of recotsnaissance to measure the 
effectiveness of these facilities; to etttimate their reliability; to determine 
deployment and changes in the enemy's atrategy and tactics. Effective recon- 
naissance leads to effective redeployment and modification of one's own 
strategies and tactic«. 

It is not enough, for Instance, to determine the existence of a particular 
enemy facility. Data must be collected regarding Its operational employment, 
usefulness, locatioi:, frequencies, power, field of coverage, rate of transmitted 
Information, over-all reliability; And its immunity from Jamming, detection, 
crypto-analysis, and natural and artlAclal interference. In general, its threats 
and Its points of vulnerability must be determined. These factors play a 
(undsmental part in evaluating the Importance of the facility tc the enemy, 
and in formulating one's own plans. 

h is impossible to properly evaluate the operation of ferret intercept 
systems without remembering that the collection of intormatiors regarding an 
enemy's electronic and i )mmunication facilities la only one of the many 
InteJIgencc missions that must be treated aimultaneoudy to gain knowledge 
of enemy strategy and *aciliti;s, and changes In either or both. Total Intel- 
ligence results from the following types of coi'.ecticns. 

4-1 

* 

. 
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A. Visual 
1. Photo 
2. Television 
3. Human vision 

B. Communications interception 
1. Traffic analysis and analysis of uncoded messages 
2. Cryptographic analysis 

C. Electronic Intelligence 
1. Deployment 
2. Technical intelligence 
3. Tracking of ekv ..ink sources 

D. Radar Intelligence 
1. Mapping 
2. Search and tracking 

E. Infrared detection 
1. Image forming 
2, Search and tracking 

F. Collateral information 

Any one of these types of intelligence, though powerful in itself, may have 
a very much increased importance if used in connection with another, One 
discovery by eny sensor can trigger H collection procedure by one of the 
other sensors, a procedure designed to confirm or discount the conclusions 
that may be drawn from the initial collection. 

Thus, one type of sensor will give rough information which can act as «n 
alarm by which detailed information-gathering devices can be turned on. 
The infrared detection of a missile, for instance, will alert the sensor whose 
mission it is to detect guidance signals. Another example: the receipt and 
analysis of an electromagnetic signal can establish the reliability and accur- 
acy of a covert source. 

Electronics reconnaissance has immediate use in dictating a reaction capac- 
ity; it has a long-term use in the strategic evaluation of the enemy's capabili- 
ties. The value of the data acquired from this type of reconnaissance depends 
ultimately, of course, upon their use. The folluwinK pages will discuss prob- 
lems of collecting KLINT information, and some of the knowledge to be 
Krtinpd from such information. 

1.2 Diilinction Betweeti ReeonneiMMnr« MtitS Coinmnsslrcllon 
Kiectrunia reconnaissance differ» «tignlficantly from communiculiona 

reconnalmnce, For one thing, '.he umount of infornmtion required for suc- 
cessful electronic intelligence (FLINT) is much less than that required for 
successful reconnaissance of conventional mesmage-carrying channeb. 
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Effective electronic! reconnaissance requires the «urveiüancs of very large 
frequency bands, yet luch lurvelilance I» within the range of poaslblHMc«. 

There are facets of electronic« reconnaissance that are not found in com- 
tnunicatlcns reconnaissance. 

Note, for instance, that the geographic location at which a signal is inter- 
cepted, its (jisTction, its rate of change of bearing, etc., represent data that 
are not usually relevant to conventional c&mmunlcatiof.s reconnaissance. 
Such data are relevant to navigetion systems; but there the data are put to 
a different use from the use to which they are put in electronics reconnais- 
sance. 

The reaction of an enemy to a particular penetration attempt conveys 
useful intelligence information—it can tell much about his capabilities and 
his plans for putting these capabilities to use. In conclusion: ekctronki 
reconnaissance it not the samt as message rscepsion. This difference has 
been neglected in many recent reports. 

4.S Relctitan Between D«fa RequSrad and Thdp laiended Uec 
It is perhaps helpful, but often forgotten, that the fundamental usefulness 

of reconnaissance is a function of the use to which the data are put, In 
general, mere recording of data poUpones—nsi serves—the analysis purpose. 
The recording of date that are not analysed is often a greater waste than 
merely the obvious waste of recording capabilities: uneful infurmutlon may 
have been negelected during the recording process. A useful rule might be 
thai information must be recorded only if it is clear how the recording will 
he used. 

The processing and analysis of electronics reconnaissance data are often 
so tlme-consumtng that is it only the availability of computing machine» 
that makes possible efficient reconnaissance capability. Unfortunotciy, the 
types of anal) «es required vary a great deal and depend upon the type of 
electronic facility being observed. Some analyses require manual and direct 
observation. Others require coorclinai'on of a number of sensors, This is a 
fundamental part of the electronics reconnaissance problem. For example, 
to establish by analysis the existence of a beacon responder system, it Is 
necessary to obtain rcconnaiosance intercept on both the interroifiitur and 
ihv responder, Because of the character of electronics racotutttssanee, it is 
always necessary to work from a large mass of often useless data in order to 
find the few items likely to have immediate Importauce and direct useful- 
ness, äepumting, sifting, and sorting are some of the most didinili and 
important tasks in aimlyüinrf electronics reconnaissance data. For example, 
repetilion of a detected signal, which will occur many times, only confirms 
its existence; it doc« not add new data. 
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It is not a purpose of this chapter to explore the final destiny of recon- 
naissance data after completion of the analysis procesr; but one should 
remember that dissemination of intelligence data is Just as important a part 
of the over-all system as the collection and analysis for those data. 

4.4 Opcraltonal Use of Reeonnainance Information 
The detection of electronic facilities installed by an enemy presents one 

of the best methods of reaching conclusions regarding his deployments of 
weapons, aircraft, missiles, and other tools of air, sea, and ground battle. 
In the case of the Strategic Air Command (SAC) for example, knowledge 
of the deployment of weapons permits an optimum planning of penetration 
for a maximum chance of reaching the target safety; in the case of ground 
forces. It permits evaluation of the direction of enemy effort and suggests 
tactics for reaching weak spots in enemy deployment. The proper balancing 
of electronic countermeasures and active weapons, and the over-all conduct 
of the battle can be very greatly implemented by detailed knowledge of the 
employment and deployment of the enemy's electronic capabilities. Perhaps 
one of the most striking examples of the use of electronic reconnaissance to 
determine enemy reaction is that Involved in nerla! warfare. 

Electronic countermeasures can be employed a^alnsi electronic weapons 
with a subttantia! power advantage, in the early days of electronics, the 
number of electronic weapons was small and their sophistication was m.» 
that of today's electronic weapons; consequently countermeasures could Lit 
effectively employed with relatively smalt powers. For inftUtno* pu%ttt of 
the orctar of -uignitude of a tenth of a watt per megacydu were suükient to 
effective!j' I ' »he German radars during World War II, Besides, the Ger- 
man ra?\ii> /ccunjed sn over-all bandwidth of no more than 500 megS' 
cycles; to. that reamn, a tot»! of SO radiated watts could do a satisfbCtor;" 
Job against the German defences in 194J and IQ44, 

The situation has been chan^in;; rapidly. With the progress of electronics, 
the number of electronic wpii;:u!.-, has Inireaned immeMurably in the lest 
ten years; also, the KO|ihlSklcation of thes^ weapons hm made Jamming 
steadily more difficult. At thin «Tiling (I9S9), power» of the order of 10 
to 20 watts per inegacycle are re«|uircd to effectively interfere with the 
operations of some of the modern types of radars, The availability of new 
tubes and componenlK has permitted the use of wider and wider frequency 
ranges si» that todßy as many as 10,000 megacycles ore available to an 
electronic-minded enemy, One could, therefore, say that .i brute force Jam- 
iiiing effort, bused on no InformutUin whatever of the enemy's inteiuions, 
technical cap.bilities, and deployment, would require 200,000 radiated 
waits. That means upproximutdy 1,000,000 input waits or 1000 kilo- 
walls, liijiut powers of this order of magnitude are not uvailable !o present- 
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day fiircraft; thuf, it i» imperative that accurate information be snade 
avtiiabie to operations planners tor effective use and deployment of chaff, 
deception, and Jamming capabilities. 

If wc knew the exact frequency ranges In which an enemy would use his 
capabilities, we could reduce by a factor of about SO, and perhaps 100, the 
electronic countermeasure equipment needed for an aerial strike against his 
country. Although it is not the only method of obtaining such intelligence, 
electronic recunnalssance is one Imposant method. 

The sophistication of radar and electronic devices is such that some of 
their Important characters cannot be revealed by passive listening; how- 
ever, the information gathered by passive listening contains the majority of 
important data. For example, the availability of coherent or R incoherent 
"Moving Target Indication" cannot be determined by passive intercept of 
signals, though the probability of its existence may be deduced from the 
stability of the transmission. The data that passive listening gather, coupled 
with the collateral Information, might provide knowledge far more difficult 
to acquire than the knowledge passive listening might be expected to 
provide. 

Another example of operational use of electronics reconnaissance can be 
described in terms of Immediate reaction capabilities. It Is well kßown that 
electronic decoys are particularly useful in the presence of passive locators; 
decoys can prevent an enemy from effectively triangulating on our own Jam- 
ming or repeater transmitters. On the other hand, the number of useful datay» 
that an aircraft can carry during a deep penetration mission Is limited, it is, 
therefore, important that a preprogrammed set of renaing devices be supplied 
to an aircraft to permit the rele&se of decoys at times of maximum usefulness, 

Operational use of ELINT can be demonstrated by examples of other types 
of warfare—for Instance, in the protection and detection of submarines, 
Recent maneuvers have proved that a submarine can, by passive listening to 
r-f raaiations, effectively detect the presence of enemy aircraft and, in many 
cases, of coiivoys or enemy forces. For this reasoii, passive reconnaissance In 
naval openitions h of utmost irrportance. 

The likelihood of limited warfare Is becoming fcreater. The theatpr« of lim- 
ited warfare wit! pruoably be located in Tedium where the density of electronic 
transmission« Is normally low. Because ui the It.w traffic dennlty In those 
regions, the proble.n of intercep'!"» vould be greatly eased, It Is highly likely 
that increased electronic traffic would mean increased en*my troop concen- 
tration. It can be expected that the study of electronic and communication 
intctligence would play as important a part in enemy citj>al(ilitlcs and in giiH- 
ing our reaction during a limited warfare ground buttle as it would in de- 
termining the optimum u** of electronic couniermeamres in a possible strate- 
gic air operation. This will be piirticuiarly true and imporinni when build-up 
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of electronic weapons can be used to measure the help that a highly technical 
enemy is giving to an underdeveloped country. 

The continuous increase in the use of electronics for communications, 
navigation, and other military purposes in all countries of thf world has 
brought about a corresponding increase in the use and importance of elec- 
tronic warfare. As a type of war, electronic warfare takes on many of the 
characteristics of conventional warfare with conventional weapons. Here, also, 
the offense and the defense have the upper hand at different times; and the 
knowledge of the enemy's capabilities is essential for planning our own reac- 
tions and strategies. Any general statement marie today regarding Hie relative 
superiority of particular countermeasures, or of particular electronic weapons 
against countermeMures, in likely to be proved wrong a few months after it 
is made. The remit of a partkular test of a particular eounttrmaasur* 
agaimt a parlkuhr set of mapons can never be comidered at ovtr-ati 
absolute proof of releiiv« importance or usefulness, taut can it be extrapolated 
to future conditions without severe limitations. 

4.S Sleetronie M«pe 
A map of the electromagnetic signals that can be heard today by an 

aircraft flying over the United States would include a wide variety of 
transmitting sources. One could And landing aids, airport radars, television 
stations, radio broadcast stations. Air Force, Army, tnd Navy radars and 
comirunications, commercial njars, airborne radars, ar.d navigtion aids of 
all kinds. By and large thfe ^nsily of it« electronic signals is a measure of 
the technical development, the population, and the industrialisations of an 
area. In general, the sanro typ« of statement can be applied to a battlefield 
area- This continuously Increasing use of electronics has increased the 
usefulness of electronic reconnaissance and Intelligence to all types of 
varfer«, so has it increased the difficulties of analysis. 

There are some not-so-obvious uses of data obtainable from electronics 
reconnaissance. The analysis of an enemy's deployment of electronic devices 
cats often be used to give a direct measure of his prod -tion capability. 
By means of the observation of the time interval betwet. he appearance 
of the ftrst of a new type of equipment and the appearance of a series of 
such units, it is possible to estiitiate his ability to muster industrial pro- 
duction. If. by ferret reconnaissance or by other means, it Is possible to 
obtain information of a particular technical development in Its early stages, 
the time Interval between the early development stage and the installation of 
the flr«t operational equipment giv— invaluable information regarding the 
lead time that the enemy requires to develop and make operational use of 
equipment, 
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In «nftlysing diffai-ent ronipkss«—miiwile ranflng sites, atomic piant»-— 
the UM of electronic« raconnidutnce hv become of greater and greater 
importance, Th9 obaervation of our own miisile ranges has disclosed a dote 
correlation between signal tratlk and missile launching«; the analysis of 
these signals, their types, and their schedules conveys to a skilled analyst 
important information regarding missile operations (Figure 4-1). Infor- 
mation regarding missile capabilities can be effectively obtained by radar 
observation of missile trajectories, especially when correlated with the 
interception of telemetered signals. In the aggregate it can be stated that 
the continuous increase in development of electronic facilities has multiplied 
the importance of their interception and has increased by very large factors 
the amount of information which can be drawn from it. Electronics and 
communications reconnaissance may contribute at much or more useful 
data thai« photographic reconnaissance of the same area. Actually the prob* 
lern of photographic reconnaisMnce can be greatly eased by the use of 
electronic devices: the careful photointerpretation of large areas of land i* 
not easy unless data as to where the observer should concentrate his atten- 
tion are available. Electronic emitters are, by their very nature, almost 
impossible to camouflage and for this reason their locations are often 
indicative of the presence of targets of importance for photographic recon- 
naissance. It is conceded that targets exist that do not emit or reflect 
electromagnetic signals; therefore, this mutual support between sensors is 
not of univeisal use. Experience and analysis Indicate, however, that there 
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«re a number of cue» where reconnfttawnce can be incraued in effeciivcoew 
by combinations of all types of electronic radar and photographic iwnaorc. 

4.6 Opersttonnl E»|iloUaUoa uf Eadcr WenknMWM by Mean» of 
Elwtronlcs Reeonnidseaaoo 

As stated in the previous section, one ot the fundamental properties of 
electronic signals is that they cannot always be camouflaged, and a weak- 
ness of radars is that their signals must fc« on the air in order for them to 
be effective. An alert enemy with good meaos of reconnaissance can effec- 
tively employ this weakness to hit advantage. The best way of orplaining 
how this can be done is to take as an «»ample an Early Warning System. 
This system might use vsry powerful radars that can be interested at a 
long distance. If they wer« turned off for maintenance of malfunction, the 
enemy could easily be alerted by his recoitmalssance and choose that time as 
the best one 'o launch an attack. Furthermore, the enemy could from time 
to time ;,!.>* the system by using Jamming or decoying to determine «rar 
reactions t- wh signals. He could, for instance, determine the range over 
which we • PJ tun« a transmitter ic a given tiro«. This iaformatk» would be 
invaluable tu an enemy planning attacks against our defenses. In a similar 
way, naval task forces and aircraft flights could determine the alertness an«! 
operational procfedurea employtJ by an enemy to protect his shore llnec. 
Contlnucus but intermittent Jamming or deception operations by an alert 
enemy might be effective as a countermeasure of Early Warning Systems 
if, by forcing the defenses to "cry wolf" enough times, they can reduce the 
national confidence in such a weapon. 

4.7 CaramuntoatloDs Intercept «ad Trnifiv Analysis 
It is well known frotr newspaper reports and historical records that the 

interception ot enemy communications has been of vital importance many 
times in determining the outcome of a battle or of a war. It is not the pur- 
pose of this chapter to discus« the methods, the procedures, or the collection 
devices used to intercept communications; nor is the intent of this chapter 
to discuss the deciphering of enemy messages. Some aspects of communica- 
lion reconnaissance are, however, closely enough related to electronics 
reconnaissance to warrant separate consideration ir. this chapter. 

The value of traffic analysii can be demonstrated bes' by sssuming that 
the coding methods used by a hypothetical enemy «re such that decoding it 
impossible. Despite the impossibility of decoding ./tessages, communica- 
tions intercepts are very important. Many parts of the message other than 
the content convey information. The type of transmission; addressees; the 
number of messages; signatures; length of the messugQs; the type« of trans- 
mitters employed, their powers, ranges, types of modulations, the type of 
code, its appasent compSic&tion ana sophistication—all thes« are cha'ac- 
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eriitic» that can permit totting snd classificatioR in a way similar to that 
employed in the snalysi» of conventional ELINT. The relative frequency 
of multiple-addresi meiMgeB to a group of ueen will establish their common 
interest. Then, later-acquired knowledge about one of the group might 
indicate the interests »nd misslone of the others in the group. A sudden 
increase of traffic between a logirtlc and an operating unit may give ad- 
vanced warning of an important operation. To avoitl warning the German» 
of the impending invasion of Normandy during World War »I, many dummy 
messages were sent starting several months ahead of D-Day to establish a 
traffic level identical to that required just before and on D-Day. 

4.8 Alarau and Anmlyü» 
One of the fundamental purposes of reconnaissance is, of course, to 

recognise the existence of unexpected, new, or particularly important signals 
in a large man of traffic. It is important to understand that electronics 
reconnaissance has two separate and distinct missions. The first is that of 
determining that a particular »ignal does not belong to any known elasa. 
The second is that of analysing the character of signals to determine in 
detail all their characteristics. 

The distinction between merely discovering the existence of signals and 
analysing them is an important one. It is important in the operation of 
ELINT programs, and it is important in the designing of equipment aimed 
at the detection of ELINT. It it much easier to mike end design a number 
of device» capable of «ierting an operator when something either expected 
or unexpected occurs than it is to mske devices capable of making analyses 
of all feinde of signals. However, if the distinction between detection and 
analysis is kept in mind, it is possible not only to process large amounts of 
electronic traffic, but also to design devices that sfiect out of this tra& the 
very small percentage that is unfamiliar or for other reason dese-ving of 
special notice. An alarm may then be sounded, a strike reconnaissance mis- 
sion initiated, a missile or decoy launched, or finally—most important— 
from the intelligence point of view a number of analysis devices may be 
turntd on with or without recording capabilities. 

It is only by this analytical means tha* effective use can be made of 
wideband recording, or ot human observation of oscilloscope patterns. In 
the presence of the large number of electronic emitters with which a civil- 
ised country deals today, and which an aircraft or a ground-based station 
Is likely to encounter in a theater of operations, analytical procedures are 
necessary if electrositcs reconnaissance is to be effective. PreMnt inidllgence 
estlnuttes lead us to expect the Intercept of at least 4000 Important signals 
every second by aircraft flying over a heavily defended area at 50,000 feet 
(Figures 4-2a and b). 
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Flaunt 4-;—Slgniil Deniltitt In R«prcMnUt!ve Areu 

4.9 Condusion 
Electronici reconnaissance and its operational employment are incKAsini 

In importance because of the continuous increase in the number of rada?» 
and other electronic entitters. and because of the increasing sophistication of 
these weapons. The function of electronics reconnaissance devices has been 
«»tended from that of simple aircraft detection to the detection of warlike 
intentions on the parts of potential enemies, to battlefield surveillance, to 
the determination of enemy ml.nsile launchings, and to the study of enemy 
production and industrial capabiUUea, political moves, and covert data 
collection. 
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5 
Signal Environment Study 

A. E. HALTEMM 

8.1 InSruduettoa 
Operation*! environment pkys A Urge role In the deelga of iaUntept 

equipment for the detection, location, and recognition of a signal auociatcd 
with a particular piece of radiating electronic equipment. The environment 
of primary concern is that often referred to u the electronic or signal en- 
vironment. When a radar, a guided missile, a bomb fuse, or an electronic 
countermeasure system must operate in an area in which there are many 
electromagnetic radiators it is necessary to know the nature and amount of 
the interference that may be present In order to design equipment that will 
function properly. A variety of studies aim st describing or measuring in 
seme manner the expected pulses or sequences of pulsss from the environ- 
ment which could actually cause ntalfuncticn of the receiver or its aüodated 
equipment. The material in Section 5.2 describes briefly three such studies 
and compares some resulting estimates of the signal density. 

In Section 5.3 a procedure for obtaining tactical electronic intelligence 
(ELINT) informatioa from a fomples signal environment is dtacribed. The 
device recommended for use is » simple pulse counter. 

8.1.1 A Brief SumitMrf of iUtcenl Work 
The first real awareness of an interference problem occurred duting World 

War II A natural outgrowth was a military request for the detailed descrip- 
tion cf what was called the "Radar Order of Ebttk" for two opposing field 
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■rmies. These studies wee done with Ute cooperttion of consulting field ftrmy 
personael nnd took the torm of detailed charts listing «U rudltting equipment 
associated wltfi a field army and geographic maps showing typlcai deploy- 
ments of tise tactical units with their associated radiating equipment. As 
new equipment was developed and different army organiaations ware piannsd 
a projectsd radar or >i of battle for the 1960-196S period was obtained. A 
Rand report (Refstencs 1} waa one of the first ef these. 

The most complete list of radiating equipment associated with the U J. 
field army and the opposing enemy field army now available is Volume li 
of the Fhal Rtperi, Pr&jtct Mmmotak I (Reference 2). The geographic 
deployment of the electronic equipment is that which would be expected in 
the strategic European are» In Germany. The implied large numb«; of signals 
that would be present and recommendations tor reducing the possible Inter- 
ference are presented for both the communicetion and the radar frequency 
bands. 

Project Monmouth I and other studies point out clearly the poetibUity of 
unintontional interference that may continue to occur In the future and it 
describes ahe variety of signals which may nsod to be snalysssd fey intercept 
equipment. These studies fail to answer the question often asked by the 
design engineer: how many signals having similar pammstafi will the system 
be required to handle simultaneously? More recent efforts may be able to 
offer an answer to this question. 

Mysrs and Van Every (Reference 3) developed a method for predicting 
the signal density to be expected to arise from a given dbtHbution of mdtrs. 
Signal cbnsity Is defined as the total number of pulses received above the 
receiver's sensitivity level. The main body of the report is devoted to pre- 
dictions of the signal density to be expected in L-, S-, and X-bands during 
an active wartime situation in Europo in the 1$S0 period. 

In a report done s.t Melpar, Int.. (Reference 4), an attempt has been 
made to present the electromagnetic environment within which tactical coun- 
twmeasures must operate. The aim of the report is to establish realietk 
technical and Operation»! roquirements for such countermMSurss. 

The approach involved setting up a geogriphlcal model of a typical army 
area and surroundings with a "realietic" defense deployment of men and 
field equipment. A list of all devices whose radiation contributes appreciably 
to the electromagnetic environment along with the nature and volume of 
traffic handled by these devices during a typical battle was compiled. Using 
a digital computer a determlnaUca of the signal complex as seen by one or 
more Intercept stations strategically located within the field army area was 
made. The computer was programmed to include certain «Rects from sky 
waves, from terrain reflections and from other propagation phenomena. An 
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exjperimneat«! progrtm held in Arisün» offered aome empirical Inputs to the 
over-all prognun. This if a vary sosiprehantive study but unfortunateiy is 
time and location limited. It should however be very useful in the design of 
equipment for use in the immediate future. 

B.2 A DMeription of th« Tnrm Sifnai Ueneliy SiudiM Don« «t ih« 
Sylvnüa Elocbrealo Deleese Laboratory 

Sign»! environment studiee at Sylvanla w,-re instituted with the primary 
aim of obtaining a method for estimating the number of signals a receiver» 
analyier system will be espected to handle simultaneously. Such InformatJoa 
is essential for the deeign and development of such equipment. In addition 
the effect of the various receiver and environmental parameters oa «bis 
number is of interest. 

8.8.1 A Monte Carlo Toslmk^i« for Dotombalng "Ho 
Daasliy te a Taetkol Mttwtlosi* 

The engineer designing Intercept systems (composed of an antenna, e 
receiver and a pulse analyser) baa at his command some system parameters 
which if Judiciously chosen will reduce the number of signals the analyaar 
mtkSt handle. Those chosen as most important for this study are: anteanK 
beamwidth (assuming a cosecant square antenna pattern), antenna gain, 
receiver sensitivity and receiver bandwidth. These parameters limit the signal 
density which here is taken tc mean the number of independent slgoalc tb.-:. 
appear at the input terminals of the signal analysis equipment is a spedft*! 
interval of time. Signal environment for this study is defined as the total 
ensemble of signals in the electromagnetic spectrum that the intercept 0]uip- 
saeat is capable of receivteg. 

Asmmp$'&m and Msihodt Used to Build th* Mont» Carlo Model. To 
determine the signal density of the output o! a receiver the signal environ- 
ment described by Hiebert of Rand Corporation in R-280 was used. The 
study was limited to the i7i various types of S-band equipment tac- 
tically deployed along c theoftilca! battl« frost chescr. ac the esst-west 
Germci boundary between Witaenhauser at the north and Coburg at the 
south. Opposing the U. S. field army Lt a USSR field army with estimates 
of the kinds and locations of their electronic equipment. W'thin these oppos- 
ing armies exnet location of the various radiators had been pinpoint*:!. 

In the U. S. Army all equipment with tuiutüle magnetrons was arbi- 
trarily assigned permissible subbands in which to operate. For a particular 
radiator, the aubband in which it would operate was determined by random 

*SM Raitien«« S. 
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«electioi«. In the MM of Und magnetron equipment it wat ueum^d th«tt 
ncn-.lKRl dimeiuioot of the cavity art ap«cifl«d on the baaia of a deelgn fre- 
quency centered in the band of the mafttetro». A gauailan distribution «M 
anumed to »cribe th« exact operating ftaquendai of a given magmitron 
type. The operating frequency for a p»rtlcul«r radiator was then eelecUd 
1r>m the diBtributkm. 

For th« opposing force» ail S-band equipment typai were aMUincd to be t 
Soviet Csiuivalaat of the AN/MPQ-10. TH method daacribod »bow was 
uiwd to auign frequencle» except for slight modifkattc^« needed to account 
for th« tighter tolerance» common in Ruasiaa manu.'   *' .inf. 

A gauailan curve WM flttsd to the half-power beamwidth of u.. antennu 
to the Isotropie level. Isotropie level went assumod outside the au, ' beiun 
eine« th« primary object was to detemlne the probabk traumitter ait. MM 
pin in the direction of th« intercept sit«. For tracking ra&M th'i patten. 
'A-R* assumed in both elevation and aaimuth. However thi« baii no effect on 
ihe signal density since such rsdars are more likely to be pointed upward. 
The pointing direction of the ^rlou« search radars relative to th. Intercept 
sit« was mad« by assigning an equal probability to each direcUon aed sampl- 
ing randomly from the uniform distribution. 

The intercept site was selected at a point JO kilomettn behind th« main 
Una of resistanes near the center of th« army area and on resaonably high 
ground scved by a road. 

Aauming th« transmitter antenna and rectiver antenna «ach at a heigh* 
o? 18 feet above th« ground, transmission losses ■<¥«r« computed using UM 

radio range equation for Hne-of-aight traoamiaslon and s modiftcation of it 
for transmission bsyond th« radio ho?iaon. Th« contributions to th« signal 
environment at the intercept alt« for any given radiator were obtained and 
plotted on a graph showing frequency versus free ipace power at ux«d 
aaimuth. 

An Intercept receiver can be thought of as a narrow-pan filter whose 
input, In this can, is th« signal environment and whon output is th« signal 
density. Such a filter is dependent on the receiver antenna pattern, aettsi- 
tivity, and bandwidth. By chooaing reasonable valuet of then parameters 
It WM ponible to make a cutaway template on the ume scale as that used 
on the receiver input charts. Placing St on the frequency varan fm «pace 
power chart an antenna scanning in frequency WM aimulated. The signal 
density WM obtained by counting the number of points that appnr in th« 
antenna pattern template at each frequency of interest and in aaimuth 
increments of 4 degree« over a 90 degree sector. (S« Figure S-i.) Figure 
5-2 is a aample chart of th«.1 rosulting signal densittes. 

The signal density figure» in Figure 3-2 show the number of diAerent 
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5.2.2 A DetemdnleUc Model for Betimatf»:« Slpial DenMty* 
The present signal interference problem: in the crowded communlcntion 

band* aad the rapid advance of tub«! technology have set in motion a trend 
toward controlled use of the auiitary frequency bands. Thai a teaaonable 
assumption from which Ut start a signal density study is that the probability 
of finding a transaiitter of a given type in any square meter of the relevant 
part of ths earth's surface is the same as In any other square meter. This 
ossiv.nptlon. though not completely realistic, hat the advantage of no longer 

*SH Rthnmcs 6. 
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requiring the precise ^fSMüto, «ad frequeucy of each of a long list of 
tTtasmitter«. ^^Tsvolds a «erleg of «ther tedioua computatioa* '»rtüch 
Mcom^j£>-%ae e(fec| 0| et,.jj trtnemitter on the signal mtvironmiMt «t the 
^lircept site. 

Asmmpiims and Meihemaikal MoM Used. The power pf deUv^a« to 
input terminals of s receiver which i.. et distance r from s kansmitter of 
power Pi on a direct line of sight is given by 

p,*-.  A^CGi^lt^r* (M) 

where k !»♦h« wavelength ot the signals, G, the gain of the receiving antenna 
T-ii O'I the gain of the transmitting antenna. If we set pr equal to P,, the 
threshold »ciisltlvlty of the receiver, we may solve Eq. (3-i) for the maxi- 
mom range of the receiver within the line of sight, obtaining 

faS(X/4») (G&Pt/PrV (i-3) 

Because the gain G, is a function of the tsimuth angle ^ for a given receiving 
antenna orientation the range is also a function of ^. The area under the curve 
r(^), plotted in polar coordinates, defines the region within which all trans- 
mitters of effective power GtPt are picked up at the receiver. The area en- 
closed by this curve ft 

A, m WGfr/it*»)* f" G+d* (S-J) 

Let n, be the number of transmitters of effect! • power GiPi per unit area 
whose carrier frequencies fall within a band of width £. If ft(fr SS B) is the 
bandwidth of the receiver the expected density of those transmitter whose 
carrier frequency falls within the ptissbsnd of the receiver is bHt/B and the 
expscted number of such transmitters within area A, is bntAt/B, Summing 
over all types of transmitters we And the expected signal dansity is 

■T.H^. Tä-£/;<** 
( 

B l6*PrB ' 
(S-4) 

where i = $»,(7«Pi is the total effective radiated power per unit area. 
i 

If we take into account the spectral spread of the transmitted signals and 

•* 
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the ielectivity characteristic of the receiver by Mituning both ere pu««)»«! 
(that is, the tranunltted signaii are puiwi of piiaalaa envelope, T lecond» 
long, 1.086 dccibeli down, and that the receiver pauband it b cyelm per 
aecond wide, 1.086 decibels up from the minimum threshold P,), the expected 
signal density becomes 

bT 
+ l)Jo    Gr (♦) **      (S-S) 

An Exiemion to Trammiukm Beyond the Horbon. When the range of the 
receiver is likely to be limited by signal attenuation due to tropospheric scat- 
taring the expected number of signals Is given by 

+ » ll'lO , 

xf[o*m 1/6 
2* B V«i (GtPt) i/ii (5-6) 

In both cases the actual number of signals will have a Folsson distribution 
with parameter N, 

If it is not known in advance whether the furthest transmitter that can be 
picked up is beyond the horizon, both Eq (5-5) and (5-6) may be computed. 
The smaller of the two results should then be used since It corresponds to 
the range-limiting phenomenon that jets in first. 

5.2,8 A SlodhaeU« ProeeM Model of the Signal Environment at 
tli» Output* of an inlovoept Roooiver 

If the output of an intercept receiver as it sweeps in azimuth and searches 
in frequency is presented on s panoramic display, signals will appear to 

*SM Ktfcrmci 7. 
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come and go. For & tactical •ituation where a wide variety of radiating 
equipment !a in use it Is reaaoBable to assume that the arrival and departure» 
of signals may be described by a random process. Proceeding from this 
assumption a technique for relating parameters of interest in the design of 
pulsed slgnal-aisalysing squipm-sat to the expected number of signals ar- 
riving in some instant at the output of the Intercept receiver la developed. 

The point of view takm in this section is different from that in the previous 
sections. Signal environment now is considered to be a function of the re- 
ceiver parameters as well m the geographic distribution of the transmitters. 
Those signals that could be distinguishable above & given noise level at the 
output of the intercept receiver are the only am» included. The signal den- 
sity at some instant is the number of ulgmh that arrive «' the output of the 
receiver during tome given short period of time—« period that Is long with 
respect to the smallest pulse repetition period but short with respect to the 
sweep time in asimuth and frequency. 

Definition of the Ctttegoriet. In order to describe the signal environment 
we define four categories of signals in terms of their arrival characteristics 
at, the output of the receiver. If we consider a signal whose power density at 
the receiver input is such that It Is detected only when either the transmittor 
antenna points at the receiver or the receiver antenna points at the trans- 
mitter as two independent signals the following categories are mutually ex- 
clusive: 

Category 1; Signals that are received continuously at sonw fixed fre- 
quency regardless of the orientation of the receiver or the 
transmitter -ntenna. 

Category 2: Signals that are received at a fixed frequency when and 
only when the line joining the receiver and transmitter is 
contained in the beamwidth of the receiving antenna 

Category 3: Signals that are received at a fixed frequency when and only 
when the line Joining the receiver and transmitter is con- 
tained In the beamwidth of the transmitting antenna. 

Category 4: Signals that are received when and only when both the 
antenna beamwidth of the receiver and the antenna beam- 
width of the transmitter contain the line joining the trans- 
mitter and receiver. 

The signal density ». the output of the receiver is described by wtitiug 
the probability density function tor each of the categories in term« of these 
system parameters: receiver bandwidth, antenna beamwidth, asimuth sector 
scanned by the receiver antenna, frequency .region searched by the receiver, 

i 
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traassnittcr satsKaa be&mwidth, «nd Um numbsr of tmumitten la the 
region. The number of algnal» KVAileble in each category Is assumed to he 
given by a map of the geographic distribution of traaiailtter locations. 

T.Ve Signal Dentiiy Model. On the assumption that the signal* arriving 
at the output of the receiver, regardless of category, are uniformly and iks- 
dependently distributed over the frequency ipertrum and aiimuth sector of 
interest, probability density functions were obtained for each category. If 
we let X« = the random variable ranging over the number of signals from 
the fth category received in a given instant, (i = 1, 2, 3, 4), the number of 
signals at the output of the intercept receiver is described by the Poisson 
density function 

The expected number of signal» received at any instant is 

x-[*i+ff'T+*'(H+'t(--iB.]-s- 
where A'«   —   number of signals in category i {i = i, 2, 1, 4) for a given 

geographic distribution of transmitters, 
a   —   receiver antenna beamwidth, 

A    ~   tttlmuth sector swept by the receiver antenna, 

-   an average probability and an estimate of the probability 

that a particular transmitter anf-n.m beam of category j 
(j =: 3, 4) contains the line Joining the transmitter and 
receiver, 

a    —   apparent receiver bandwidth and 
D   —   frequency spectrum searched by the receiver. 

It is recognised th&t nuany of the approximations used in developing this 
model assume ideal system parameters and field situations. No attempt has 
been made to Include signals from «purloui responses in the receiver or to 
modify the Nt by using pc-obability density loss functions that describe the 
on and off times for the transmitter. It Is hoped that this model sheds some 
light on how tha system parameters used here affect ths signal density. Per- 
haps data from future ft«!d tests can suggest modifications to this model that 
will make It more realistic. 

To apply these techniques to the Rand Corporation i.üps published In 

(T), 
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Rfind-280, sssuma that w* «re using t rMeiver with «ensUK-'ty || decibels 
below a milliwatt, g gdn G, in the main beam of JO deciteh lu s, l-dtegree 
beamwidth, an cverage gain on the back «nd aide Jotes gf ? dddbete, and as 
effective bandwidth of 10 megacyden p«r second, 'fhcue enable one to eoti- 
mete the Nt. Also asssisss we s?s searching s frc-qu«riey band •!•# ni IOOD 
megscycle» per second, eswntially the S-band, and an asimuth sector of A = 
90 degree in which the typical transmitters htve an average gain en the 
back and side lobes of (3* = —16 decibels and a pin in the main beam that 
is greater than the gain in the main beams of the receiver. These anumptiens 
and the assumption that all transmitters are turned on, lead to the coaclustoi 
that 95 percent of the time one would expect no more than two signals at the 
output of the receiver at any given time. 

Preliminary studies aimed at comparing the results of the Monte Carlo 
model and the stochastic process mode! suggest that perhaps the Monte 
Carlo method counts the signals from one transmitter too often. In the other 
approach the basic assumption of a uniformly < <ndom distribution of trans- 
mitters is actually violated and thus its mutr gsves too low on estimate of 
the signal density In some regions. 

S.S Au AppHcüläon of Pnlse C&untlug to Ohtmn la^ttecs Eiectroisie 
iittellifence bsfonnatian 

This section considers a brighter side to the signal enviruament problem. 
The complex signal environment in a field army area can be used to eupply 
useful intelligence information. The device used to gather this inforaiatlon is 
a simpL pulse counter rather than a complex radar "fingerprinting" device. 

S;?.I System Phümophy 
The system decided upon as meeting the requirements for a tartiual ELINT 

sensing device may be »ummarised as follows: Three low-sensitivity receiver* 
are installed in a drone along with pulse counting and recording devices. The 
drone is then flown on a preassigned path which, based upon receiver sensi- 
tivity, will cover the entire front line and part of the communication tone of 
the eoniy .»rmy. The system "counts" the number of pulses received and 
records th« results as a function of time. This information Is recovered after 
the drone land*, or by broadcast to a receiving site in friendly territory where 
the density is read out and plotted on maps of the tactical area. The untaunt 
resulting may then be used in intelligence inference. 

Basic to the philosophy Is the assumption that the enemy will defend his 
most important formations most heavily, 

8.8.2 Systsm Charaeierlatk» 
Any number of drones exist capnble of carrying out the payload necessary 
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to •ccompllsh the mMom. Tb» draae used for the cxuapto diacmssd her« ia 
the RB-77, aow under development. The drone «hould fly «i low M possible, 
comtttent with ita miety. A low-flying aircraft if difficult to trsch and 
prevents the use of atomic warheads in sMrface-to-al? missiles. From a data 
gathering standpoint, it prevents several «Biiairerafl iymtmss from simuHan- 
«ously tracking the drone and thus disturbing the pulse counting. 

Wlthla the drone the receiving and recording system should cover the 
frequency region of the major enemy radiating equipments. A possible con- 
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figuration of receiving And recording equipment is shown isa Figur« 5-3. Itt 
autopilot commands should be recorded is order to know the tra^k of the 
drone. The altimeter reading should be recorded to help reso!ve ambiguities 
and to determine effects of terrain on the data whenever this is necessary. 

Continuow rebroadcast of data may compromise the system and simplify 
passive tracking by the enemy. To prevent large scale spoofing the purpose 
of the drop« flights should be saretully guarded. To insure a high probability 
of survival of the drone, enemy trrcking should not be facilitated. Therefore, 
the system should record the data gathered &nC either rebroadcast It in oc- 
casional short spurts or store it for analysis after the drone lands. 

6.8.3 Roeulu of • War Gon« T«ei a! ihs P&liosophy 
In order to test the feasibiiity of tue scheme suggested, a war gaming 

technique or sampling experiment is needed. Since a Haller, Raymond and 
Brown (HRB-Singer; report (Reference S) was readily available, it was 
decided to use the development given therein to test the model. Certain 
assumptioni ware made which are given below: 
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Anltme AtnmpHm: The sctua] «eras of the Whiff, Flreaui «id Croat- 
fork antiBBM probably »ppcars MOMwhiii «i la Figure S»4». Tbe mmmA 
«ntenna pstiera for UM in the gun« is shown in Figure S-4b; that ia, we 

FlOUiS S-4 

«Mume en taotropic pnttern except for the mein lohe of each antenna. This 
ia a common aaaumption in pr«i:,min«ry atudica of this typo. 

SemMvity Asmmplion: It waa very aaay to obtain a aenaiUvity in all 
ttree raeeivera to give a ' T-mlle range ag*i!>»t the various enemy equip- 
ment, when the receive' * In the fine structure of back and aide lobes 
(aauumed iaotropic) ot . ^e equipment». Thus, it was aaaumed that the 
senaitlvity of each receiver was set at a level such that a signal was recof- 
nised, whenever the drone was within four miles of the transmitter source 
regardieas of the transmitting anfnna'a orientation. 01 courae, a sign&l 
would be recognized and counted whenever the drone waa within the major 
lobe of the source equipment antenna at tm'sh ircater a\*immm, 

The actual data gathering was carried out in a manner described in this 
section. 

Firat, me HRB-Stnger report waa utsd to provide a tactical model of the 
Aeld army engaged in battle over aeveral daya. Searches with the drone 
occurred at 3200 on 16 June, 1700 on 17 June, and 1200 on !7 June. These 
times were selected arbitrarily since they were tht first three maps in the 
HRB-Singer report. It would probably be desirable to search more frequently 
fn an actual battle to keep closer contact with enemy movemen!«. Data re- 
flected the existence of Cromrfork, Whiff, and Firecan. 

Figure 5-5 which shews the S-band density found at 2200 on 16 June, will 
be used in the discussion. The other five contour overlays are not shown. 

A flijht path was selected based upon drone characteristics (in this case 
the RB-77) and receiver sensitivity. The flight path for the 2200 flight is 
shown at a dashed Mm. The marl» are miles flown. 

Next a circle of tour-mile radius WIJ moved with its center constrained 
to lie on the flight path lltie. The number of radars in the circle were counted. 
The count represented the density of radar signals received at the drone 
which was simulated to be at the center of the circle. Ute equipment would 
actually record the number of pulses per second or pulse rate. Using this data, 
a contour map was draws us shown. The information was then in suitable 
form fur use by an intelligence officer. Although net shewn, the same pro- 

> 
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FIOUU S-S   Slitmi Deiuity Contour Map 

cedura mu done at each of the tlntM mcntlonod above md In the UHF and 
S band«. This waa done to see how the concentrations changed. 

la making these contour mapt, actual pulse count infonnstion k know., 
along the flight path only. A reasonable uniformity of the underlying dis- 
tribution of pulse counts is then awumed no that the contours may be added 
by interpolating between points from two parallel flight paths. If there is 
some reason to doubt the validity of such aa assumption on any particular 
mission, an additional flight can be used to give more detailed information. 

S.S.4 Bwidom Elements 
In the field application of this technique, many raedom errors will be in- 

troduced. The most troubie«ome may be the flight path errors. Since the 
drone is not tracked and no attempt is made to correct during flight for the 
effects of air turbulence there may be tlseable deviation fro.ii the assigned 
pnth. Iff meteorological data indicate steady winds, the magnitude of these 
errors may bi reduced by accountins for the predicted wind in the autopilot 
program for each k'g uf the flight path. A rough fix on the magnitude of the 
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residual error out bs obtained from a comparison at Sight terminaÜoB of 
the programmed landins area and the actual launching ares. In asmml when 
the air 1» turbulent, flighta ihould be Aori to hmp men within tolerable 
limiti. 

Other types of errors such as countlnf error« due to tracking of the drone 
by enemy radar from time to time, reflection« from proidnent te^-ain features 
or Just propagation anomalies should not have peat effect OK ehe inference» 
drawn from the contour map. The major conclusions are based on relative 
magnitude« of the pulse counts rather than the absolute count. If doubt 
eailsts about certain regions m the map» additional Bights tmy be used. 

For each of the above errors, attempts could be made to design remedies 
into the equipment. We feel, however, that such an approach is not compatible 
with the coiutrainta mentioned in the beginning. Intelligent adjustments of 
operating procedures can readily handle most situations which may arise. In 
using this sampling technique as the experience of the operator Increases, 
the information gathered becomes more complete and more reliable. Train- 
ing and experience with these simple techniques will contribute much more 
than complexity added in an attempt to anticipate every problem. 

JS.3.S Intelligence Inforaietlon 
Based on information gained from the contour maps It was poasibiie to 

make many Inferences regarding the enemy's activities As with any iittel.1- 
gence effort, skill develops with extensive use. Hence, the equipment »ug- 
g*ated would yield far more information as &e users become more skilled 
in interpreting the concentrations and changes. However, eves without ex- 
perience, it has been possible to infer information of the following iy>y.: 

(a) Where the enemy would attempt the crossing was clew from the 
first map shown in Figure 5-5. I! information on how rapidly this 
buiiri-up was occurring was available in four. 9f similar contour for 
1300, 1600, and 1R00, the same dey, it would have been pouibie, 
based on expeirience with prrvious attacks to infer quite closely the 
time the attack would occur. Even the 2300 map indicates the time 
is dose at hand and doctrine implies the attack Is probably scheduled 
for early the next morning. 

(b) Major supply areas, depots and railheads appear «s more permanent 
defenses. Even secondary railheads appear. 

(c) Concentrations of troops of secondary size show up. This would indi- 
cate a feint or lesser magnitude attack from that direction. 

(d) In each of the above cases, an indication cf the siae of the atomic 
weapon needed to disrupr the enemy plnns was indicated. Also, the 
magnitude of ±6 a'.r defense indicates the use of aircraft artiUery 
or baiUsiic rnissUe as a ueUvery means. 
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(•)   Any shift In air dafaose csa be detected when tlie enemy in moving 
ittpply depots forward to nm locatlone. This in turn indicates the 
Urne lor interdiction ftft. 

Analysis by experienced personnel and more frequent Sights would un« 
doubtedly Increase the number and types of conclusions which could be 
drawn from these surveys. 

Stir ConeltuloB 
Most of the tsSort in signal environment study has been directed toward 

describing the environment in a tactical situation. From the resulting model 
one attempts to deduce the type m" interference problem that may arise or to 
simply describe the signal density at s receiver output located in the environ- 
ment. The models obtained to (Ute are by enlarge too simple or too rigid to 
lend themselves to the variety of problems that Involve such information. The 
variety of results obtained at many dlff?r«nt laboratories throughout this 
country constitutes a good start on the general problem. There is a continuing 
seed lor mere «Hort U» be expended. 

An example of an ares where effort it Just beginnlns arises in evaluation 
of several sperstiona! ELINT systems. Tb« signal environments at their 
(^«rational sites need id be adequately described. A flexible, rapid and 
reasonably detailtd method for analysing these environments is not avsilable 
from the work don« on tactical situations. Digital computer simulation 
methods for application to different phases of the over-all problem are being 
formulated at several laboratories. Many simplifying decisions must be made 
io bring this complex problem into a tractable form for the IBM704. Does 
oversimpliflcation offer the most meaningful results? How can the program be 
set up to allow addiUona! fftHnemenu as the im'ormation brcomes available? 
Perhaps a group of semi independent subroutinai which can he modified 
with a minimum of effort and whose results can be readily combined into an 
over-all meaninsiul description of the environment will be developed. 

Many powerful mathematical and statistical tools have been developed in 
very recent yean. As these reach the applied efforts new and different ap- 
proaches to the problem will appear. Better technlqut» for more precise 
description« of the environment and for design and operation of electronic 
systems to make them more independent of the signal environment are badly 
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This Chepfr it VNCLdSSWED 

o 
Intercept Probability and 

Receiver Parameter» 

A. B. MACNEE,    D. B. HARRIS 

6=1 Intreduetion 
Electronic warfare may be analysed M % mme. h\c every electronic device 

that s potential opponent can employ there always asditi a countermeasure 
which will reduce Its effectlvenesa. The feasibility of applying electronic 
countermeaaures, however, depends to a marked degree upon the state of our 
knowledge concerning the enemy's electronic system». Two classes of inform- 
ation are Important. The Ant of these is what might be termed strategic in- 
formation; it Includes such things as technical characteristics of the syatem 
to be countered, the mode of operation of the system, and the nature of 
supplementary systems which can be employed by the enemy. This type of 
information Is needed to make strategic decisions such as whether one should 
attempt to counter the system «nd what characteristics are required for the 
countermaasures dwice. The second class of Informsiion is tactical: Is the 
enemy using a certain electronic system? What frequency is he on? Haa the 
enemy shifted his frequency as the result of our jamming signal? These are 
examples of questions which must be answered in the Held if electronic coun- 
ter measures are to be successfully employed. 

One of the mos,t importunt sources of both strategic and tactical intelli- 
gence concerning a potential enemy's operations Is the interception and 
analysis of the signals radiated by his dectrunic systems. Clearly, befoi« one 
can perform any sort of analysis of signals, Uw signnis must be received. The 

6-1 
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important JhStial problem in attempting to gather electronic IntftlUgeaca te, 
i! an enemy »yitem it operating and is generating slectromagne^e radiation, 
what it the probability of this radiation being detected and recognised? This 
may be defined as the probability of intercept for a given electromagnetic 
radiation. Clearly this probability is a function of the parameterE of böte 
the iignai and the receiver employed. The objective o! this chapter is to 
investigate the problem of cakuteting or estimating this probability of in- 
tercept. Although several specific signals are considered for illustrative pur- 
poses, the emphasis is on general approaches to the problem and oo general 
trends wkkk apply to a broad class of sigmJs. 

6.1.1 Signal Dateelloa 
In considering signals which an intercept iyntem may encounter it ie 11* 

lumlnating to classify them according *o parameters such as: center fre- 
quency of radiated signal, spectral width of signal, signal duration, signal 
waveform, signal strength, etc. If the form of e signal it known exactly, a 
body of signal detection theory is available to predict the best that can be 
done in detecting its presence when masked by additive gaussisn noise (Re- 
ferences l. 2. 3, 4). In such a case the probability of intercepting such a 
signal can be reduced to the probability of detacting it in the presence of 
noise. This probability ir a function of the probatility of a false alarm which 
one is willing tc tderate snd the ratio cf the signal energy to the noise power 

per unit bandwidth. This problem 
is treated in Chapter 7. The opti- 
mum ftxed-observation-time receiver 
performance is summarised by the 
receiver operating characteristics 
which are plotted in Figure 6-i. 
I'HIAA) is the probability that if a 
signal is present In the noise, it will 
be detected. PH(A) is the prob- 
ability that if noise alone is present, 
it will be reported at a signal; this 
is a false alarm. Th? receiver op- 
erating characteristic (ROC carve) 
plots PHS(A) VCMU» Pit(A) with 
the detectabllity index a as a para- 
meter. The detectabllity index is 
the diüsrcnce between the means 
of the probabiilty density func- 
tions jnx(x) and /A.(jf) divided by 

I W.I II 
FUIURK 6-S Kecelver opmtlnn ehiractcrUtic 
for » »Ignal known exactly. /«|/(.r)| it t 
normal deviate, »»*'■• = 'h'J, 'Mm ' MK)'* 

= </VJ. em and M»H are the ttandard dovl" 
«'.ion and the «leun, reipectlvely, of /•«(«); 
ffx and MM arc the itanttard deviation it ml 

the nu'un, rmpectively, of l>t(x). 
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the variusce of M*). The curve» of Figure 6-i arc for a «ignsl having en 
exactly known waveform (only Its pretence is uncertain) and for this case 

d ~ IE/No (ß-i) 

£ is the signal energy received during the observation interval and iVg Is the 
noise power per unit bandwidth. For a fixed d the ROC curves are seen to 
be straight lines with unity slopes when ^. ed on double probability paper 
(Figure 6-1), In this ideal receiver a signal is reported whenever the likeli- 
hood ratio. 

'(«)«/«(«)//#(«) (6-2) 

exceeds some threshold level ß, wher« /,,v(*) and /«(«) are the probabülty 
density functions for a given output * when signal plus noise or noise alone 
are present at the input. 

and 

Pf» (A)** f /,'*(«) dx 

P^A) m f   M*) dx 

<6.3) 

(6-4) 

The curves of Figurp 6-1 apply to any case In which 

In [/(*)] m In [/«,(*)] - In (/*(»)] (6-5) 

is normally distributed with the same variance both with noise atone and 
with signal p'us noise. The curve labeled rf ~ 0 corresponds to sero signal 
rnergy. In this can, no matter what threshold level ß is chosen, the prob- 
ability of a "detectbr." is th<3 same as the probability of a false alarm. In 
other words, the presence of a signal of sero energy hat no influence on the 
receiver performance; in this case, one may just as well throw the receiver 
away and flip a coin. 

These curves for the case of a signal which is exactly speclfted are of 
particular impoi umce in that they set an upper bound for any practical situ- 
ation where tome additional uncertainty is bound to exist. The ROC curve 
Is a convenient form In which to present data on a receiver; it can be uwd 
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to generate other formt of the receiver'ä Performance chtracterittlies. If one 
wishss to plot the probftbiilty of a correct detection for a fixed falae alarm 
rate as a function of signs! intensity on« would take a vertical cut on Figure 
6-1 at the ipecified falae alarm rate. Thua, If the signal is a O.S microsecond 
pulse of 5 watts peak powsr masked by gauMian noise having a uniform 
power density of N watts per cycle per second over a bandwidth of 1 mega- 
cycle per second, d = 5/.V;* and for a false alarm probability of .001 the 
probability of a correct detection varies as sketched in Figure 6-2 with 
2£/A,o in decibels. For this rather low false alarm rate one sees that a signal- 
to-noise ratio of 13 decibels is required to give a detection probability of 90 
percent on a single trial. If one had Instead ten putos of the same peak power 
available this would raise the signal energy by a factor of £0 so that 
ZBlNit s= 10(S/N). The signal to noise power ratio necessary to give a 90 
percent probability detection with the same false alarm probability would 
then be ^educed to 3 dsdbslt. 

6.1.2 Effwu «K SUK   «1 Uncertainty 
Figure« 6-1 and 6-2 arc both calculated on the assumption that everything 

/ 

/ 

/ 1 
»o 

/Vll »1 ,J ^ S / 
/ 

/ 

 • I 1 
"Too 

4. X_».-J. 

A MM 
Fuiu».« 6-i   ProUliility of a ccrr«ct detection of ■ «Igntl known mclly, v«raui d. 

about the signal !> known including the value of d fur th« signai. The only 
uncertainty is as to vhethcr the signai occurs In the speciAed time interval 
or not. Whenever theris is any additional uncertainty concerning the signal, 

♦2fi H 3J X r Joutoi and ^0 = NIB watti per cycle per Mcond, therelore 2ii/iV0 

= <<=.- (Ä/JV) X iBr .= (Ä/A) X 2 X !0« X (»/?) X lO"« m SIN. 
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the fdkwl recelveir performance it poorer than that predicted in theM two 
flgures. Conaidersble effort has beam expended in studying cases where one's 
keowiedgA oi the signal expected is uncertain in some fashion. Peterson and 
BirdsaU CöMider the cases listed below (Reference 5). 

1. A signal known except for phaee, 
2. A signal which is a sample of white gaussian noise, 
3. The video output pulse of a broadbapd receiver of known starting 

time, 
4. A signal which Is one of M orthogonal signals, alt known exactly, 
5. A signal which Is one of M orthogonal signals known except for 

phase. 
Case 3 is of considerable practical Interest since it can be applied directly 

to the case of a broadband intercept receiver looking for a pulse signal of 
unknown center frequency. If the bandwidth of the wideband receiver is H' 
cycle, per second, and If the signal duration is M/W seconds, then for weak 
signals 

(l/M)'(2E/No)«l (6-6) 

the receiver operating characteristics of Figure 6-1 apply (see Section 4.5 of 
Reference S) with 

<iss(l/4M) {2E/No)^ (6-7) 

This represents a very considerable degradation of performance trom the 
case of a sijgral known exactly. If, for example, one IF looking for a nulse of 
0.* microaeconu duration but unknown c(«t«r frequency In tiw irequency 
range from 2800 to 3200 megacycles per second, one has M -= 300. To ob- 
tain a detectabllity index of 9 would require 

i2E/No) = 

which Is 9.73 decibels below the performance possible If the signal were 
known exactly. 

The broadband ampliAer and detector followed by an optimum video 
amplifler Is not the bent way to detect a signal of unknown center frequency 
Case 4 listed above can be applied to estimate the optimum performance 
if the signal is known exactly except for its center frequency. The ideal 
receiver fur this case is one which splits the frequency band into M channels. 
The output of each channel Is crrss-corrdated with one of the M exactly 
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specified waveforms. The correlator outputs are then combined with an 
exponential weighting which depends upon the known noise level. The exact 
evaluation of the perfonmnc« of this receiver is very difficult to obtain, but 
Peterson and Birdsal! show that assuming that the logarithm of the distrlbu 
don of the Hksüfcaed ratio is normal, the performance is approsimstely thai 
shown in Figure 6-1 (see Section 4.S of Reference 5) with 

Inj 1 -" •js-4" exp iSM/Nt) (6-8) 

The improvement possible with this much more complicated receiver is 
considerable. Using the same numbers considered for the broadband video 
example, one findii for a detectsbility index of 9 

(2B/No) =. In [1-f-üf («*-!)] 

= In [1 + 200(es- 1)] = 14.S. (6-9) 

This is only 2.01 decibels below the performance possible when the signal is 
known exactly and is 7.7J decibels better than the wideband amplifier fol 
lowed by an optimum video amplifier.* 

Equation (6-8) gives the detectabüity index that can be achieved by an 
ideal receiver looking for one of M signals all specified exactly. Case 5 
above traut? the case of the AC signals known exactly except for the carrier 
phase. For this case the optimum receiver can achieve a detectabilUy index 
of approximately 

'-•»I'-ir+W^ (6-10) 

where /u is the fae»Sv. function of aero order and purely Imaginary argument. 
For IH/Xu greater than 4 

/« (2fi/iVu) - Stäfirf) exp (ZS/N,) (6-1Ü) 

to an accuracy of better than 4 percent. Solving for the ojtio 2E/No necei- 
sary tu achieve.» given detectabillly index gives 

'NoU thii citmparlurn dues not Include any |M)i>»lb!e (itHercnct- In (hi< ampllArr nuisc 
iMlark for th« two »yilcmi. 
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Considering again the conditions of M = 300 and i m 9, ihm from £q. 
(6-12) the necmmry ratio of signal energy to noise power per unit band- 
width is 16.6. This is only 0.66 decibels more than is required if the phase 
were known and 2.67 decibels more than whai is needed if the signal is 
known exactly. 

In this section as attempt has been msds ts give the reader tome feeling 
as to the optimum possible performance in detecting an exactly specified 
signal, when that signal is masked by white gaussian noise (Eq. 6-1 and 
Figure 6-1). Equations (6-9) and (6-12) give a measure cf the minimum deg- 
radation that is introduced into the detection performance by the addition 
of a limited amount of uncertainty with reprd to the signal, the signal 
being one uf Si orthogonal signals all known exactly or all known exactly 
except for the carrier phase. Finally Eq. (6-7) gives u measure of the much 
greater degradation in performance that will occur if this uncertainty is met 
by the simplest meant, Just broadbanding tht receiver. This comparison is 
summarised in Figures 6-3 and 6-4 which plot the increase in signal energy 

"If -Tj g- 
•MMNVM; Hrf« 4 « • WKI 

FitiVM t-.% Compariton of IncmM In üfiMt vm*i$y iMceitsry tc m».i--'.-.ln t fiwd 
dciembillty  inrtr-,  ti IIRMI  unceruinty  !• Introduced.  M  =  ftUR.b!,<  al cittkrgoiMi: 

ttgntU 

in decibels relative to the iero uncertainty case (signal known exactly) »a 
a function of the detectat:--tty index d; the number of orthogonal signal« At, 
is the parameter of these curves, Figure 6-i compares th? ideal likelihucd 
receiver for the case of all M signals known exactly with the simple broad- 
b«n<! receiver employing a square-law detector and an optimum video filter. 
Grossly, the degradation In performance is very large when the degree of 

*! ■ 
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SfisuWIl» M« <!•»> Hill 

fiouwt 6-4   ESect of ilfinal uaearttlnty on ilgna! datectsbillty, If orthsgo«a 

uncertainty U high end the simple, broadband receiver is vied. The UM ot 
«n optimum likelihood ratio receiver can reduce this degradation very aignifi- 
cantly ptirticulariy if one ii interested in the larger values of d. Referring to 
Figure 6-1, one sees that this correspond* to btlng interested in signal» such 
that the false alarm probability can be kept low and the detection probabil- 
ity high. Figure 6-4 demonstrates that if one can use a likelihood receiver 
the degradation in performance to be expected if »he signal phase is not 
known is not very frsat (0.3 - l.fl db for 10* £B Af SS l01)- 

These curves give a measure of the beet one can hope to do in detecting 
the presence of a signal under practicable conditions. NormalSy one does not 
deai with orthogonal signals nor with signals specified exactly or exactly 
except for phase. He additional uncertainties present in a real situation *«n 
be expected to result in performance below that predicted In the figures. 
This IOSP in performance &tn be anticipatad to be more significant for the 
likelihood receivers than in the case of the broadband receiver, since the 
latter make more use of one's knowledge of the possible signals which may 
occur. 

Despite these weaknesses, the curves of Figures 6-3 and 6-4 have utility in 
estimating or Judging receiver performance. As an example one might con- 
sider the problem of detecting the presence of a pulse signal from a radar 
of known characteristics. The rad«' signal is known to have a duration of 
one microsecond, a repetition rat« of 100Q pulses per second, and to be In 
a frequency band 1Ü0 megacycles per second wide. Let us suppose we are 
interested in detecting the radar ttgtial when it is looking at our receiving 
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antenna, but that thtt direction to the radar from the receiver Is unknown. To 
arrive at an estimate for the parameter AMn this case one can assume that 
every radar pulse Is to be detected, this means that one thousand times a 
second (at the end of every millisecond) the receiver must make the deci- 
sion; a puke was or was net received during the past millisecond. Since the 
on« microsecond pulse can be anywhere in each one thousand microsecond 
interval, an estimate of this uncertainty in arrival time for the pulse Is a 
factor of 1000, The spectrum occupied by a single puke Is «bout one mega- 
cycle per second wide, and it can lie anywhere in the band 100 megacycles 
per second wide. This frequency uncertainty combined with the time of 
arrival uncertainty gives 10* possible slmtls. Figure 6-1 shows that a detec- 
tabllity index d = 16 allows one to achieve an H percent detection prob- 
ability with a false alarm probability of 0.1 percent. If a broadband receiver 
is used, then, from Figure 6-3. 2B/No must be U decibels above 16, or 
3560. Since 

where 

~SXh (6-13) 

5 = peak pulse power 
t« — pulse length 

ft FkT (6-14) 

where    F ai receiver noise factor 
7 = temperature seen by receiving antenna 
k = Maxwell-BolUmann constant « 1.37 X 10'" joule 

one can solve for the peak signal power necessary to give the detectability 
index: 

S=(PkT/2ti)(iB/Nu). (6-1S) 

Atsuming a noise factor of 10 and a temperature A 300 degrees K«ivln*, 

» „ 10 X 1.37 X 10 «» X 3 X »0'    v , „ v ,«, 
S B TxTo*  * 2S6 X lV 

= S2.6 X 1018 watl. 

It should be noted that the assumed fail« alarm i-cajzUl'-iy of 0.1 percent 

♦A re*«on«bl« fisiur« if snlenn« looks along the »urfuce of tht enrth. 
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will lead to the rather high falie aSarm rale of 1 per second tlnce 1CO0 deci- 
sions are made per second. If a false alarm rate of 1 per hour la desired the 
false alarm probability on each trial must be reduced to 3.78 X 10'T. To 
achieve a detection probability of 0.90 with this false alarm probability re- 
quires an iucrefts« In the deteetabülty index from 16 to 41.1. If one estimates 
from Figure 6-3 that at this value of rf the broadband receiver loss is 10 
decibels, the required peak signal power from £q (6-iS) becomes 84.8 X 
lO'" watt. 

A block diagram of the broadband receiver evaluated above ia given in 
Figure 6»S(ft). The output of the squara-law detector is fed to a gated in- 

tegrator, At the end of each milii- 
cecond the output of this integrator 

gMiTI    is clamped to sera volts. UM out- 
* put of the integrator is compared 

with an adjustable threshold volt- 
age; and wneaever the integrator 
output exceeds this voltage, a de- 
tection is Indicated (by lighting a 
light, ringing a bell, «tc ). 

From Figures 6-J and 6-4 one 
saei that a reduction of about 30 
decibels in the signal energy re- 
quired at the receiver input to give 
she «KKe detectability can be 
achieved through the use of a like- 
lihood t-ecdver This is a large im- 

Fiou» 6-5 Block dinar«!« of ratalvan for provsment; it would permit an 
the d«uctlon of * pult« tifMl of unknown increase in the fre« space intercept 
e...t«r f««iiwncy and itartin« time, (a) Iresd- r4nge 0( Ä given ,1»^,! 0/ ten 
tend »«lv,r, (6) Llkollnood ratio «elver, UmM| Fjgljr6 ^ (h) ||wj i ^ 

diagram of this receiver. The cost of this receiver designed to give optimum 
performance in the face of 105 possible signal waveforma is seen to be pro- 
hibitive. After separating input passband into one hundred separaie pass- 
bends, corresponding ta the possible pulse center frequencies, it is still 
necessary to cross comiate the output of each narrow filter with the one 
thousand possible signe! waveforma at eacn center frequency. These corres- 
pond to the one thowand possible true positions of the signal pulse. The 
outputs of the 10" correlAtOis are then given an exponential weighting and 
combined in a single adder. The output of this adder is the likelihood ratio, 
and it would be compared with «n adjustable threshold voltage in a voltage 
comparator circuit to give the detection indicai;;i a. This astronomical In- 

•pS* 
I   -—|       t-y-J 
Im** }iPJ^ 
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crMM in tquipmeat complexity necesitrj to optimally dttoct • alsnal ^rbta 
UM Mgnt of uactttainty ccncemlnK tie «Ign*! it Itige hu forced s .tricty 
of «ogiMering comproßviief oa thoM imw an c&ncamcd with th' dteign 
and developnient of practical intarctpt «ijt ipmenla. 

It ahould be notad, hmmm, Uiat tla complex rccdvar of Fl? ire 6-S(b) 
in addition to doing an optimum Job In the detection of the ^ eaence of a 
signal ftlio give« CM a relatively rellablt Mtimat« of tharar eristic» of th« 
signal received. This can be obtained by (ompering the output* of the eroea- 
correlatort whenever a detection occurs. The correlator having the U.gest 
output should indicate which signal cs-ued UM detection, Blrdiall and Prtar- 
son have invasttgatad UM probability tint this largest output will bi th* 
correct choice among M tlternitive choke» ii a signal has sccumd (Refiar- 
ences 6 and 7). This probability deperds upon ihr, «ieixübility indäK i. Let 
this probability be denoted Pv (d). Birdsall shows that 

Pud*) ■= *(»Mdv -- Ä«), 

*(*) Tj* TIT. «P («»/a) *, 

♦ ( -b*) m t/M, 

and 

a« ss «jf/i.asass 

For M > 1000, «jr can b« obuined from the equaUo» 

♦(««) - 1 - (1/M) 

(«4ft) 

(6-»7) 

(6-11) 

(6-19) 

(6-20) 

Values of a« for several values of it are tabulated in Table !. In general, 
for large values of Af end for large detectability Indices, P&id) will be very 
dose to unity. 

TABLE I 

M 
r ~~ 

4 16 256 10» 10« JO» lOJ 
w&r .837 .884 .916 .964 .968 .979 .984 

■ m 
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Fiouu 6-6   A re- 
ceiver (or   W 

^Uflad llkcUhood mtlo rc 
^boüOHft! mmh. 

Tbc rcetiver of Flgurt *-a(o) css »>• ilan^iAtd can»id«sbty by täe UM 
ot a gtt«d rititedteC filter InitMd of (La partiMi crou iwwSöss11»-* "UM output 
of a matched älter at the and of tnch pca-'ble pulie podtioe will M th« 
me» comlalbn between tit« input fIgjul and pal»« at that time. Thfi out- 
out can b« ii&mpled and then applied thn>u^> an eapontntlal fuactbn ftner- 
«toi to « sunimir.ü '.r.^^tar tc«tther with the gated output of the other 
Biaaty-alM matched Alters. Such a UketUHx*' SSS&Sf <■ iaUcat^d in bl'jck 
diafram form In Figure 6-ft. "lüi receiver hat UM tame detection rM[»m-ky 

a» the receiver in Figure 6-S,;'t 
but the aJgntl raoognitkm cap*Wi- 
lly haa bean loat. It could bo u- 
covered by the introdr tion ivf 
suitable memory and wltas« con» 
parator circuits at the output« uf 
the mrtched fllters. 

If the pulse position is not knt v n 
to be at one of 1000 nuno'^rkp- 
ping positions, then the pulst ^it- 
erator and gate circuit» of Fii«tr« 
6-6 should be removed. Tht 

g^rf Mter» would be passed thiwsgh 

ust summed 
outputs of the one hundruvT 
exponential function units and then just summeo w 
tor. The output of this integrator would then be swrnpled «J the end of 
etch repetition period. This simpllAed receiver is believed to be optimal for 
the detection of a pulse of unknown time position within the repetition 
period, but the performance of this receiver ha» not been calculated. Its per- 
formance eUS bs -xpected to be poorer than that of the receiver in Figure» 
6-5(b) and 6-6, since more uncertaüUy ha« been Introduced. 

6.2 Approxliuaite Approach«» to the intercept Problmn 
The previous section has Introduced some of the problems of detection and 

recognition of signals when large degrees of uncertainty are Involved. The 
«««phs^ of this problem has forced the use of approximate methods tor 
studying the problem o! murn-eptlr.?: stanala under practical conditions. In 
this section some of these approximate method» of anaiysia and ths roiults 
obtained with them will be reviewed. 

6.2.1 The Colnddenoe Concept 
In considering the optimum detection of any one of a large ensembl« of 

*A metehed (lUer U one whoM) Impulne reiponi« U the expected «lsn»l wnveform reverMd 
in time. Thui, If the sicmt w«ve!orm U .<(0 »nd hi» • duration a, the nmiched filter h«i 
an Impulae rttpunie s{S ~ t). 
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postihl« tlgfikU we have Men that the general approach U to build an opti- 
mum receiver for each powlble signal. The outputa of these individual $«- 
eeiveis or channels «re then combined in a way which tnaximiaes the dil- 
isrence betwocn the output when a signal in pmmi in at icast one channel 
and the output when no sign«', is present. Is such a receiver tac way in which 
UM, pr?b«bUlty of detection varies with signal strength is obtained by tskim 
a vertical section throuwn th: "^-eEver operating charactsristics. Such a curve 
is plotted in Figure 6-? with detectabllity index »«;'.*'« «bsdf«a. In general, 

d will be some function of the üipJ. 
sigaai-to-nois« retb as discussed in 
Sections 6.1.1 and 6.1.S, This figure 
is obtained by i**.'.?.* z w'Ueai 
»action through Flgmre 6-1 at ^(^) 
=s .00L If a smaller false alarm 
rate is of interest, thin curve would 
be shifted to the left, and vice 
versa. Probability of intercept cal- 
culations can be greatHy simplified 
by replacing this detection curve 
by the dotted one shown. The as- 

sumption mode by the dotted curve is that signal-to-noise ratios larger than 
some optical value (leading to rf = 9.S for the case shown in Figure 6-7) 
are certain to be detected, and all signoSs below this critical value are 
misled entirely. This approximation to the true situation ha» been called 

sa»«*-" the critical value of d being the detection thresh- 

old. !n Figure 6-7 this ^^^5§^SS!5^^»^^8^S^i. 
a 50 percent detection probability. This choice is arbitrary, and one mighf 
equally well choose a detection threshold corresponding to a 90 percent or 
greater detection probability. 

Under the tnreshold assumption, any time the signal input to the receivers 
of Figure 6-5(b) or 6-6 falls within the acceptance band of one of the re- 
Dslvfl,- channel amplifiers and has sufficient Intensity, a signal interception will 
be ma«». Os the other hand, if the input signal is rejected by all amplifiert or 
if lie energy is too small, nu !.r.t:!r«ptiun occurs. Thus, with the threshold 
ossumpt'on, probability of intercept becomes the pir^MIHy of coincidence 
between the signal parsüneiers (fisld strength, center frequency, time oi nr- 
clv^l, ?*<-) and the receiver parameters (threshold intensity, acceptance fre- 
quency range, etc.). Under tau m&SS&is* »Ke Drobsbility of intercept for 
all three receiver« sugge«ted at the end of Section 6.1.3 ',» unity ior &s S& 
te»ded raditr signals as long k' the input signal strength is sufficient. The 
threshold p-jl«? energy for the two likelihood ratio receivers, howevar, will 
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be 20 dmhtla leu th«r. for UM   'broadband receäver" of Figure 6-S(t), 
Thus, calculation of the probability of intercept for any one of these tr 
ceiven ii reduced to ealcutatlng what fraction of the tlma the Incomhig pulse 
signals exceed the particular receiver's threshold energy. 

As an example, lee us suppose that the radar h ibeing rotated at a uniform 
rate through 360 degrees of asimuth, and let It further be assumed that when 
the intercept receiver is within the radar antenna beamwidth the pulse energy 
exceeds the threshold of the likeUhood ratio receiver by 35 decibels. If the 
radar side lobes are only down 30 decibels from the main beam, the intercept 
probability with likelihood receivers would be unity. The broadband receiver's 
threshold being 20 decibela lower, this receiver would only intercept pulses 
while the intercept receiver antenca was within the radar antenna's main 
beam. The probability of intercept for this receiver would thus be 

where 

.•»(*; M fc/MO* 

#« ss radar antennt bandwidth. 

(6-2 U 

6.2.2 Probability uf Coincidence Coleulatlons 
Coincidence calculations have formed the htsis of the intercept prob- 

ability estimates by a number of authors who are listed in References 8 
through 15. Two of the most recent report» in this area are those of Kid 
and Ensiow (References 13 and IS). EnsSow's report U a rath«r capful and 
conplete summary of the nature of the problem and of the prior work in the 
field. Such an exhaustive review does not seem feasible here, but «oms 
typical problems will be dltcuwed to illustrate the approach. 

~-   ^.< ' ScmjmmlHL* •"*♦»"" the complexity of muitichazsn«! reodvmry 

hM kd e.iginters to the devalopment oi uxH'^Jii^-yf^- 
ceiver. On« can a>nsider the use of receivers that scan over any one 
of a variety of signal parameters such as: frequency, direction of srrival, 
intensity, duration, etc. Initially one Is usually most interested in frequency 
and direction of arrival. 

Figure 6-8 is an example oi s time-frequency diagram for a receiver Ken- 
ning the frequency band (rom /i to It with linear sawtooth «weep. This figure 
can be used to calculate the probability of coincidence in both time and 
frequency between a pulse signal and the patsoramlc receiver acceptance 
frequency band. Figure 6-9 is an example of M angle-versus-time diagram 
tor the visualisation of coincidence between the directions o( routing re- 
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FIOVM 6-1   ffetjueacy-i iiairara    Fiouu 6-9   Dlainm   of  «istaaiw   direetion 
(or a linearly iwMpine panoramic r«-     vanti* time  (or two  narrowbaam miamm 

caivar and a pulia iignal, rotating at a tiomtant tpstd, 

reiving and transmitting antennas* and the angle of the path between the 
receiver and the trar^mitter. In this figure It is wnumed that the reference 
directions for each antenna are chosen so that 180 degrees corresponds to 
!*>**> ««teniiM "looking" directly at each other. Whenever the 180-degree 
UM IS within both beamwldtn» %i the HU.:C tlzr.t, m »»«uiar coincidence 
occurs. Such s coincidence is not itetrated in Figure 6-9, aithosjgh it looks 
as though one »night occur on the next rotation el (he nwdvir^: miMam. The 
jvr.ibola used in Figures '5-8 and 6-9 are deemed bek»w. fn choosing values 
for many «i t&sss quantity the threshold ^^w«pt h %md. For exacsple, if 
the signal ptdsa d^rstüoei .i it ssc^di, m brnm tMt most of the sign»! 
power spectrvi ^ lies witiiin a bandwidth apptuJ^tely l/t« cycles per 
second w&k. Or the uther hand, if the :ignal strength is sufflcienü,y grs£t; a 
receiver tuned to a i>*:c,asRry band i/t* cycles beloT or above the signal 
frequency /„ may intercept sufficient energy to produce t detection. 

u 

D 
t 
a 
» 
T. 

gitegw^w «sr second. 

— signal center freqvtency in cycles per second. 
— signal spectral bandwidth in radiant per second. 
■ signal duratlrn in seconds. 
= signal pulse-repetition period in seconds. 

^^««Ue-repetHion frequency in cycles per second, 

= llmlu of i^Wsföcf^väf^»^ " 
= sweep bandwidth of receiver in cycles per second. 
= receiver iweep rate in radians per second per second. 
■i acceptance batidwklüi of receiver in cycles per second. 
=: receiver accepUnc* bandwidth in radians per second. 
m receiver sweep perlul in seconds. 
= transmitting-antenna beanrwidth in degrees. 
B transmittlng-antenna look period in seconds. 
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Tit ■= tranunlttlng-ftntenna rotation period in seconds. 
4* ■= tranimltting-antenn« betmwidth in degrees. 
tn ss rscelving-antim« look period in second«. 
Tn as recaiv^-antenna rotation period in seconds. 
tr4 — random delay in second». 
Fa — frequency of coincidence In cycles per second. 
y,t -= frequency o! revolution of radar antenna in cycle» per second. 
3 „ m coincidence period In seconds. 
SRF ss scanning-repetition frequency. 
The information In Figures 6-8 and 6-9 can be represented In another 

form which Is illustr^ed in Figure t» 

»   *M    T,   »i 

,11111—^DJ.l EL- ■§■ ll|««i «aiK tina 

1_ 

»'. 
JL 

*.+» 

w 

11 
H 
IMIIHI HI» IIMI HIM 

jl 
■"«Iw^? ID triNimlMff bum 

n .d. 
(»1 

Triniffllttar In fMel«r fe»m 

10. Figure 6-10(«) represents the 
panoramic receiver searching for 
the pulse train illustrated In Figure 
6-3.* Two pu!<e trains are shown: 
(1) the upper pulse train is unity 
whenever a pulse occurs, and «errs 
otherwise; and (2) the lower pulse 
train Is unity whenever the receiver 
acceptance bandwidth lies within 
the frequency tearval /. ± Äi/4, 
^«•"i^led by the pulse signal spco 
trum. Similarly, the two iüiise 
trains in Figure 6-10(b) i«p»seni 
the antenna rotation problem of 
Figure 6-9. The upper p«l,« imin U 
unity whenever the receiver slis lies 

Fiüuu 6-10   PulM-trkin   nspntientfttloni   ol 
coinddence  probltmi.   (a)  Swetplng  receiver 
and * pSm »Ijintl. (fc) Routing smnsmltilmr ^Üü the transmitting beamwidth, 

.nd ««Wing .«t*n««, and im othefw|8ei and ^ ,ower 

train Is unity whenever the ttmitditet site is within the receiving-antenna 
uaRd^'Hth. In both Figures 6-10(a) and (b), a coinddence will be achieved 
when there is an ovc-ilap Ntween the two pulse trains, This occurs at A In 
Figure 6-10(a). The problem of citlcuMUteg the probability of coincidence 
in the case of regular scanning patterns such as those tiiusiiätcd In Figures 
6-6 and 6-9 is thuM reduced to calculating tha probability of coincidence 
hetw««i) two pwiiwHe mlm tmlra. This wsit recognixed by P. I, Richards 

6.2.3 Unit Coincidence Probabilities 
The probability of a coincidence of the receiver acceptance &*wid wlU s». 

«With ■ different time »ale, 
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signal pulae on « tlnglr iweep haa been «Had *Jm "nnk cola 
Ity" (ReftrencM 13 and 13). Ai long «s the p'Jss-r^jetltte» period is 
greater than the sweep period, the proUbiiity of frequency eoiscidonee 
«lone it the ratio of th* duration of the pulae plua the durasion of the re- 
ceiver acceptance tint» divided by the sweep pariod 

T, (6-32) 

where T, > T, and P,'» as the probability of a signal-frequency coincidence 
on a single receiver scan. For T, < f. one haa the possibility of coincidence 
with more than one pulae. When the pulse length tg la much leas than the 
pulse repetition period Ttl the number of pulses which occur in one sweep 
period T, is just 

H ss the next integer > (T,/T,). (6-23) 

The probability of a frequency coincidence durkig one scan la tbsn multiplied 
by this factor and becomes 

,.m m H jil±_ü^±i/£l (6-34) 

which is valid until T, ss t» -f !(*. -4- b)/i]. For ahorter Tf ai Jsast ^ne 
coincidence 1« certain to occur and one has 

P,™ mi\Tf<U-r [{!>,**)/*]* (6-2S) 

For an Interception to occur it ia necessary that there be coincidence be- 
tween the receiving and tranamittlng antenna scans iy well aa between the 
frequency of the sign»! and the receiver frequency. Thus, if the two scans art 
independent, 

/>(!) B./».a» p.m (6-26) 

where P.(>> = the probability of an Intercept coincidence on a single fre- 
quency scan and /V" = the probability of an antenna coincidence during 

If both antennas are scanning, P,'11 is not »asy to »^«.^«»ii, W^HE sf 
possible synchronisation effects, which are urn encountered when on® at- 
tempts to calculate P((0, the probability of at least one signal-frequency 

I^K*ai^^aaw?«B« 91 
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coincidence by a time t. (Recall P,"1 is probability of coincidence during 
ms scan.) Ou the other hand, if the receiving antenna la omnidirectional, 
?■"> la Just the duty factor of the up» r pulie train in FSpr« 10(b), 

/»,<» n *,./r„. (S-27) 

Thus, in this case the probability of an Intercept coincidence on « single fre- 
quency scan becomes 

»a. m 4fi . hdtUk±JtM 
TT, T, (6-28) 

(the receiving antenna is omnidirectional and T, > T,). For very slowly 
scanning receivers this condition does not hold and the probability of coin« 
cidence (Eq. 6-28) increases up to unity when the duration of the coincidence 
between the receiver acceptance bandpass and the signal spectrum exceeds the 
duration of one transmitting antenna rotation (Reference IS). 

The probabilities of coincidence calculated here, as examples, assume that 
no overlap is required between the pulse trains of Figure 6-10. Such calcula- 
tions can be modified to Include a minimum duration of coincidence between 
the pulse trains without difficulty (Reference 15). Equlvalently, one can 
take into account the need for a finite duration of coincidence by one's 
choice of the signal spectral bandwidth b, and the receiver acceptance band- 
width b. 

6.2.4, Tlnw-Dependent Probablllttas 
When one attempts to calculate the probability of coincidence as a func» 

lion of the duration of the searching time, one encounters various problems 
related to the periodic nature of the events under consideration. Because of 
this periodicity the mathematical techniques for combinatorial analysis of 
random evuSta er« not generally applicable. It has been suggested, however, 
that a random delay be IntetiUvRsUy introduced into the receiver sweep pat- 
tern to oveiccsia »Ma difficulty (Reference U). If T. >> T,, a random 
delay i,t can be programmed between esch frfauency sweep with an &V:T»*? 
delay approximately equal to Tp. This will render successive sweeps random 
without introducing an excessive "dead" time. The average dead-time ratio 
will be Just Tt/(T, f Tp). For T, < T$. this becomes important. In tills 
case, one can still achieve the effect of randomness by introducing a random 
delay tn such that <„» m T, every Ath sweep, k should be chosen the next 
integer above T,/T,. 

When the successive trials are independent, then tin- probability of at least 
ja* 5«lndd«nes In m trials (sweeps) is Just 
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pirn) W| . {I » pW\m (§.29) 

One nota that piK) can never become unity. A question of great importance 
in a search syetem is the time required before the probability p{m) reechee 
aome specified .^lue. At the time for each trial is T, + trt, the number of 
trials, m, required can be obtained from Eq. (6-39) by transposing and 
taking the logarithm of both sides, and is found to be 

m 
In [1 -;<»>] 

=-inr»-w (6-30) 

The time reqoi^ed is then 

^ m m(T, + tn) m (T, + ^) | U ~ ^'j (6-31) 

where *, time required to achieve a probability p<m) of coincidence with 
at least one pulse 

r,= receiver scan period 
trt =s average receiver delay time between scans 

I") = probability of coincidence on a single scan 

When successive trials are mot independent, the problem of synchronisation 
becomes important. Clearly if T,/T9 is an integer in Figure 6-10(a), depend- 
ing upon the relative phasing of the two pulse trains, one can have a signal 
coincidence an every trial or on no trials. If ft is a noninteger but a rational 
number, one can still have synchronisation; but the extremes of the coinci- 
dence probability will not b« as great. Several authors have studied these 
effects In some detail (References 9, 10, 15). Matthews considers the long- 
time average of the fraction of the pulses which coincide with the receiver 
passband during the transmitting antenna "look" assuming an omnidirectlc '«1 
receiving antenna. By choosing a sweep speed such that the sweep period is 
less than the look time (7, < *•„) and the receiver look time is greater than 
the signal period [(b, + h)/s > T,i, one ~ ^vdd the sychronisation 
effects and gu&rantae that the fraction of the pulses ineercepted from each 
transmiulng-antenna look is the intercept ratio 

(6-32) 

Uiv i awumptiuiiÄ Ti < U- and 3% < [(*,-}- b)/i\t one is bound to in- 
tercept at least one pu'i& en every look oi ihs rndar antenna. The average 
time required to pick up at least one \»nm vdth s probability l'(i) k 

] 
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««, -iTu + T,)P{t) (6-35) 

For P(t) st S, this it Just the acu time of the anteimt plus the scan time 
of the receiver. 

When one catmot achieve satisfactory periomance under the assumptioiis 
given above, one is forced to face the problem of estimating the probability 
of coincidence between two periodic wave trains at indicated in Figure 6-10. 

This  problem  has  been   treated 
Jtp*—H 

 n -ji   - 
JI_ 

FtouM 6-n   Two periodic wtve traini, 

rigorously by Richards (Reference 
ll). Consid&r the two wave träte 
shown in Figur« 6-il. Richards 
shows that if tt/Ti and ia/Tt are 
both small and r, £> Tt, the prob- 
ability of P(t) exceeding />o + (? is 

P*(t) -l - Ul6Qi 1 + t(ti + h) 
' T%T£~ 

!n 
H*xh) 

(6-34) 

where FQ = hh/T\Ti ~ probability of coincidence at f = 0 
i»*(<) = probability that, after a trial of duration t, the probability of 

intercepting Mt least one pulse is greater than P^-k-Q 
This expression Is only valid for ("o -f (?) < >1 It Is Important to beer 

in mind that /*(<) is not the probability of coincidence P{t}., but only the 
probability that, by the time I, P{$) > (P0 -f Q). If the time Is limited by 

t <; max (Tj, Ta) (6-35) 

(max (x,y) moans * or y, whichever is greater), then the probability P(i) 
is given exactly by 

P(t)mP9 + &jijl*3li (6-36) 

W. W. Peterson has been able to extend this result to show that the moan 
value of />(*) obtained by averaging over ail possible ratios of Ti/Ta and 
assuming that this ratio Is uniformly distributed over alt values is 

^-^+(Vfr)'-"04('-w)'" 'M" 
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* 

provided P(J) g 0.5 »nd t S [(T. + tt)/2TiTa] (Reference 16).* Thit 
quadratic equation aw be «olved to give the time needed to achieve an 
average P(t); 

' - aaferl!" vi-.-i-iw-w (6-38) 

Equttioiu (6-34) to (6-38) are all bated oa the requirement of sero 
overlap between the two pulse trains. If the pulse train« overlap for a time 
t, before a coincidence is scored, the quantity (It + fs)/?*?! in tlssse equa- 
tion! should be replated by (It -Ms — llf )/7'if a. 

6.8 Summary of Praeading Saetlcns 
In the preceding sections of this chapter some of th« concepts and difficul- 

ties of the calculation of probability of intercept have been introduced. 
Signal-detection theory provldet one with an estimate of the very best that 
can be achieved in this direction, and it shows clearly ill? price one must 
pay for not knowing what one is looking for. Because of the complexities of 
receivers which optimise the probability of intercept for a wide ranp of 
possible signals, the deeignsr is forced into the use of nonoptimum scanning 
receivers when his knowledge of the expected signal panmeters is poor. This 
is always likely to be the situation when one designs receivers for COMINT 
or ELINT applications, for example. On the other hand an intercept re- 
ceiver for use with a particular Jammer or a particular weapon may represent 
a very different problem. Such a receiver need only look for signals of interest 
to the particular jammer or weapon involved; and the number of these may 
be rather well deflned. In such a situation the designsr may bs able to take 
advantage of the limited number of possible signals to design a receiver 
capable of much better performance than the general purpose scanning re- 
ceiver. 

In looking into the performance of scanning receiver systems one finds the 
situation rather less clearly defined than one would wish, particularly if the 
scanning processes involved are periodic. Nevertheless one can note some 
general things about scanning receiver systems. In Figure 6-12 are plotted 
the number of scans necessary to achieve a specified probability of coincidence 
versus the probability of a. coincidence on a single scan. Both the random csss 
given by Equation (6-31) «nd the Peterson average of the periodic cose are 
plotted. Two things are apparent: (1) the average time for the periodic case 
dues not differ markedly from the time for the random sweep case; and (2) 
*m order to obtiln nwmigeabl« exprcMtona far /'</), which muit b» avemged, Pct«rion 
restrict» himielf to Richsrd'i "opon" and "»ingle-overtop" caw». A» Ions •* PU) h less 
than one-half, thene are the only caic» pciulble. 
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FIOUM 6-12 Number of MUM to nehltva « 
«pecifled probtbillly of coinddtnet vertut 
probability of coincidence on a tingle tetn. 

in both CUM over the range of 
probahilitiee tuually of Interest 
(probebility of coincidence per seen 
lew then 0.1), ike time required to 
achieve a specified intetcepi prob- 
ability varies inversely with ih« 
probability of intercept per team, 
Thla la ceruinly the moet Impor- 
tant (Ingle price that one must pay 
in going from a wide-open to a 
■canning system. In some circum- 
stances one can afford the extra 

f, time required; in others it is simply 
not tolerable. To reduce search 
time one must either seen more 
rapidly or increase the probability 
of an intercept on each scan. In- 

tercept systems which involve scanning more than one parameter (frequency 
and antenna direction, for example) almost always lead to a very low prob- 
ability of intercept per scan (the slower scan) and hence to very long 
search time«, As a result most practical systems have been limited to the 
scanning of a single parameter (usually frequency). 

When one is looking for signals of short duration, one is naturally led to 
Increased scanning speeds. In the definitions of Section 6,2.2, acceptance 
bandwidth is specified as though it were independent of the sweep speed. As 
the sweep speed is increased, on« finds that the effective acceptsace band- 
width of the receiver increases, and the amplitude of the receiver output dc- 
creas^t». This problem has been studied by several authors (References 17, 
18, and 19). As one scans faster and faster, the effective acceptance band- 
width ultimately approaches the entire frequency interval being scanned; 
and the panoramic receiver becomes a wide-open, broadband receiver I One 
can show that the output signal-to-noise ratio for such a receiver is the same 
as for s conventional broadband receiver if optimum video Altering is used 
(Reference 20). Subsequent studies of the statistical performance of a 
rapidly scanned panoramic receiver have indicated that from the signal 
detectability point of view there is never a finite, optimum video bandwidth. 
Depending upqn the parameters of the situation the optimum video filter is 
always found to be very narrow (an integrator) or very wide (no filter), 

6.4 Colndldenoe Propertlee of Various Type« off Reeelwrs 
During the early days of the countermeasures program, the only receiver« 
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availab!« for purpowa of it)t«re«ptlon and identification of frequency were 
of the "itow-cesn" typ« adapted to be tuaed manually acrou ■ frequency 
band in a matter of minutes. Under thcss conditions, meat of the early work 
on intercept probability was concerned with the determination of optimum 
•canning-repetition frequencies as a function of radar revolution rates (Rtf- 
erences 21, 33, 23*«nd 34), Since the scannlnf-repetition frequencies (SRF'e) 
of such receivers may be comparable with the frequencies of revolution of 
searching radar sets, they were not well adapted for use as intercept receivers. 

In more recent year», the advent of "npid-scan" receivers capable of 
»canning over the entire frequency band in a small fraction of a second has 
made it possible to examine new scanning-frequency regions, in which the 
interception ratio Is a function principally of the pulse-repetition frequency 
or of the look period. It has been found that satisfactory interception can 
be achieved using tliese higher (SRF's), thereby rendering further examina- 
tion of the longer-scan region unnecessary. 

6.4.1 SIow-Sc«n Receiver« 

6,4,l.i. ZHiFtaemr-r::'.* «>/ th» AsmpHme« B$md by It» Own Wiitk 
it* tens RmmlaUen PsHsd* The interest-probability problem can bat be 
approached by examining the manner In which the ratio of pulses intercepted 
varies as a function of the »canhing-repetitloa frequ« ncy, the rack, involution 
frequency, and the look period or the radar prf. Initially, consider the region 
in which the receiver scanning-frequency Is very small in comparison with 
the radar-antenna revolution frequency. Specifically, assume that the re- 
ceiver is tuned at a rate such that Its frequency changes by a. Its acceptance 
bandwidth, in megacycles per second, In the period of one radar revolution. 
Such a condition is indicated diagrammatically In Figure 6-13. 

Fiuumt 6-U   Sknv Kin; reeelvrr iunci through own btndwidih in one poHod of revo- 
lution of tntnunltilng tnteniw, 

We now have the following relationship»: the ratio of pulses Intercepted, 
or "Intercept ratio" 1» 

Pia 
(6-39) 
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where F« Is the frequency of colnddence between the receiver frequency auid 
the radar frequency, and Fi, is the frequency of revolution of the radar. One 
train of pulses Is directed at the receiver during each revolution of the radar, 
and Ft. trains of pulses are therefore available for interteption during each 
unit of time. Fe 'a given by 

F. ■ l/T, (6-40) 

where T, Is the time Interval between coincidences. In this case, one pulse 
train or one "look" is intercepted during each »canning period and we have; 

T, = T, (6^1) 

where T, Is Use scanning period of the receiver. In turn, Tt is given by 

T, = -~- Tt, (6-43) 
8 

since the receiver tunes over a band a wide in time T,,, and the scanning 
jBPd'w'dtb is D cycles per second. 

Substituting Eq. (6*4^ and (6-41) In (6-40), we have 

Ftml/M-Tumft^/D (6-43) 

and substitution of this expression in Eq. (6-39) yields the required result, 

R m ISiftEL «    •  . (6-44) 

Thus, in this case, the ratio of pulses Intercepted is equal to the ratio of 
the acceptance bandwidth of the receiver to the scanning bandwidth of the 
receiver. 

The maximum time required to Intercept the signal is, evidently, the coin- 
cidence period 

T -   D T (6-48) 

By way of example, assume that we have the following typical case: 

T,„ s= 30 setonds 
D = 2000 Mcs 

«r ä 2C0 Mcs 
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The» the ratio of pulses intercfpted is found, from Eq. (6-*4), to be 

R m 200/2000 = 0.1 (6-46) 

and Eq. (6-4S) showi that the maximum time required to achieve intercep- 
tion it 

T, as (2000/200) X 30 = 300 sscoadi m S minutes.       (6-47) 

Although the time required for interception is long, the relationship given 
by Eq. (6-i <) nd (6-45) are useful, and this region of operation is of prac- 
tical importance bee*'«! it is at least certain that as interception will be 
obtained during each I nniag period of the receiver. The assumption is 
made, of course, that the , "prance band of the receiver is sufficiently wide 
so that the receiver remains ., n 'i »he radar frequency during the entire 
period of each intercepted look, lüls condition actually esists, even in the 
case of narrowband receivers. 

In the above examples, a 10 percent acceptance-band to scanning-band 
ratio has purposely been assumed because this ratio applies to rapid-scan 
receivers, which will form the basis of the discussion of other operating 
regions in which the acanning-repetitlon frequency is higher. It Is readily 
seen from Eq. (6-4S) that, if a conventional narrowband (a = 2Mcs) super- 
heterodyne intercept receiver is used in this manner, scanning over the same 
band, D, the maximum time required for interception may be 100 times as 
great, or 500 minutes (IH) hours. This points up one o* the difficulties of 
using such receivers as intercept receivers. 

$.4.1.3 Seen Period Comparablm with H*v*'^.dU*n FmHod, If It It 
now assumed that the SRF is raised m that the acceptance baud of ihe re- 
ceiver is displaced more than its own width in one revolution period, we enter 
a region in which little can be predicted regarding intercept effectiveness. 
The rogion discusaed in Section 6,4.1.1 above invcivef SRF's of the order of 
10 scans per hour. We now consider SRF's ranging from this figure through 
the region in which the SRF it comparable with the radar revolution fre- 
quency, say 100 revolutions per hour, to the region in which the SRF as- 
sumes a value, say 20 scans per second, comparable with the reciprocal uf 
the time duration of a radar look. "Hiit it a very extensive part of the SRF 
spectrum, including as it does, SRF's from the order of magnitude of 10 B 

per second to the order of magnitude of 10 per second. 
As soon as the acceptance band of the receiver is displaced more than a in 

the period of one radar revolution, it can be seen thi«t Ihcre is a possibility 
of the pulses of a given radar look occurring st an tmtHnt when the receiver 
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Is not on UM radar frequency, Under Uuee conditiou no Interception occura. 
At the SRF Is »till further Increased, a series of values is reached at which 
the receiver "gate" is open at the radar frequency every Nth look. For «*• 
ample, if the SRF is one-quarter UM radar revduUon frequency, and the 
phase relaUons are favorable, the receiver will intercept every fourth look. 
On the other hand, if the phase relations are not faverable under these con* 
ditions, the receiver will faU to intercept any looks at nil. 

Further increase in the SRF brinp It to the value where it Is equal to the 
radar revolution frequency. At this value of SRF, every look will be inter- 
cepted If the phase relation« are favorable, but a complete failure to inter- 
cept any pulses will occur If the phase relaUons are not favorable. 

When the SRF Is greater than the radar revolution frequency, a situation 
prevsH* which is similar to that which exists when the SRF is leu than the 
radar revolution frequency. "Beats" occur between the receiver and radar 
gates, and the ratio of pulses intercepted may be large or small depending 
on the beat frequency and UM phase relationships Involved. 

This case is most easily analysed by considering the condition which exists 
In the region where the SRF is closely comparable to the radar revolution 
frequency. Figures 6-14, 6-1S, and 6-16 are diagrammstk rspreeentaUons of 
this region. (In Figures 6-14, 6-13, 6-16, 6-17, and 6-18 only about every 
fifth pulse is shown because of drafting limitations.) In each of these figures, 
the top line represents the times of occurrence of the radar looks, the center 
of each of which is Indicated by the short vertical lines. The bottom UM 
represents the times at which the center of the receiver gate is at the radar 
Irequency. In what follows, no attempt is mad« to appraise the effect of the 
relationship between the acceptance bandwidth and the duration cf the radar 
look. The results obtained herein might be expanded to take into account 
the fact that these occurrences actually have finite duraUon; but the value 
of such effor 'ould ^eem to be problematical, since It is quite evident that 
this Is not an optimum operating region. 

First consider Figure 6-14. This Is the case where the SRF is exactly 
equ*l to the radar revolution frequency, and the phase relations are favor- 
able, ft is quite evident without any analysis whatsoever that under these 
conditions all looks are Intercepted, R Is unity, and 7, is T,*, If we assume a 
coincidence at' = 0. 

However, it is also evident that, in order to rruintain this perfect intercept 
effectiveness, it is necessary that the aä'm be open *t exactly the same Us», 
Since they are showu at being infinitely narrow, even the slightest time lag 
or gain will result in losing the interception entirely. The extreme case of 
this type Is reprfiented by Figure 6-IS, in which the radar Is exactly half & 
cycle cut of phase with the receiver, and no pulses are intercepted. 
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lit« conclusion ii, of course, that when the SRF (a «meily equal to the 
radar revolution frequency, the intercept ratio R may be either i.O or 0, 
depending upon the phase relationa. In the case of practical receivers in 
which the finite width of the gates permits the interception of the trailing 
edge or of the leading edge of a pulse train, this conclusion would be modified 
to state that when the SRF it exactly equal to the radar revolution frequency 
the intercept ratio R may lie between 1.0 and 0. This would be a trivial 
result, except for the fact that Ja certain other region» /* is much more nar- 
rowly limited, regardless of phase. 

Because it is practically impossible to maintain two periodic functions 
exactly in step over any appreciable period of time, neither Figure 6-M nor 
Figure 6-IS has much practical signiflennce. Instead, the conditions demon- 
strated by Figures 6-16 and 6-17 are those which will prevail in this region 
most of the time. Figure 6-16 represents the case where the SRF Is slightly 
greater than the radar revolution frequency or, in other words, where the 
scanning period is slightly shorter than the radar revolution period. 

In analysing Figure 6-16, we observe that, at the end of the first revolu- 
tion of the radar antenna the receiver gat« is T„/10 ahead. At the end of the 
second revolution, the receiver gate is IT^/W ahead, ancl it increeses Its lesd 
by T,a/10 each revolution, until, after 10 revolutions, it is ahead by T,f; and 
a coincidence occurs on the ninth radar look. 

This would lead to the conclusion that a coincidence will occur whenever 
encugh revolutions have been passed to advance the scanning gate by one 
revolution period. This conclusion is approximately correct, but note needs 
to be taken of the fact that esact multiples of T, and T„ may be involved 
and that the advance may be more than one revolution period. If, in fact, 
T, were iT^/lQ, the advance per period would be &Tt„/lO and the gats 
would advance four revolution periods in order to produce a coincidence. 
Also, the advance must be an Metrai number of revolution periods, since 
the gates are shown as being infinitely narrow. 

A similar situation prevails when T, > T,a, as shown in Figure 6-17. 
Extreme variations in R and T, occur in this region with very small varia- 

tions in Ti/T,,, and since there is no possible way in practice to fix ih« v^lue 
of T, in relation to T,,, or «wen to predict it, it would be impossible to utilise 
any optimum relationship which might be established. It is concluded that, 
since there are other regions in which optimum values of the operating para- 
meters can be easily determined and easily achieved In practice, exact analysis 
to determine R and Tr in this region in which SRF'» are comparable with 
radar revolution frequencies would not be Justified, at least for the purpose 
of this discussion 



* 

INTERCEPT PROBABILITY AND RECEIVER PARAMETERS    6-39 

6.4.2 Rapid-Seen Eeceivers 

6.4.2.1 Sean Parted Comparabla with Ditnilion of Redmr Look, 
As the SRF ii now further increased, the icanning period bsgrn to approach 
the value where it is comparable in length to the duration of n radar look. 
Typically, the length of a radar look may be in the vicinity of Ho Mcond. In 
this section therefore, SRF's in the neighborhood of 20 cycles p<ir second are 
discussed. The pulse length *< and the spectral duration b./s, are disregarded, 
because they are both small in comparison with b/s, the time the receiver 
gate is open on the frequency of the pulse. 

This is one of the optimum regions, In which performance can be predicted 
with satisfactory accuracy. The results of Eq. (6-28) do not apply since the 
antenna scanning process is not random. The relationships developed in this 
section, though simple, will therefore be found to be significant from a prac- 
tical standpoint. Considering, flrii, the case when ih» scanning period T, is 
exactly equal to the duration of a radar look tt» as shown in Figure 6-18, it 
Is evident that some pulses will be intercepted during cadi scanning period. 

The number of pulses intsreepted out of any given look will be the product 
of the pulse-repetition frequency Fr and the length of time the receiver gate 
is open on the radar frequency. The intercept ratio (the fraction of pulses 
intercepted from a given radar look) will then be this quantity divided by 
the number of pulses In a look. Since the receiver gate is open on the radar 
frequency for a time duration aT,/D, and the number of pulses in a look Is 
•ir^» we have, for T, = t,t, 

F,aTt/D «_ ,    T^ 9 

D 
(6-4?'; 

It Is also evident that the maximum length of time required to produce an 
Intercept, If the look Is already there when the scanning cycle «tart», is 7V 
However, if time Is reckoned from the moment when the receiver is turned 
on, there may be no pulse train available for interception until the radar 
antenna corn«» «round and looks at the receiver, d if this definition is 
used the maximum intercept time will be Tlt. 

As the SRF is further increased, the relationshlpj of this section (averaged 
over a number of sweeps) continue to apply until fh« time the receiver gate 
is open becomes less than the period of the prf, under which condition« It is 
possible that the gate may exist, at the radar frequency, only betwran pulses. 
This upper limit Is given by 
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r..„ = (/>/») TV 
(6-49) 

For exftmple, In the cue of • mpid-fcftii receiver wiüi ui ■ecepUnci (huid 
to icuintng-bend ratio, a/D, of 0.1, Marching for a radar opentint at a prf 
of 1000, the minimum Kannlng period applicable to thia regioa is 

T, mi, ss 10 X 1/1000 m 0.01 second (6-S0) 

6.4.S.S ScaHHiHg.H»p*mian Fnqustwy C&mpmrmbUi miih PHF. 
We now et.ter the region in which it is poulble for the acceptance band of 
the receiver to cross the radar frequency between pulses. ConaidetmUoni ap- 
plying to this region are similar to those already (Uacusaed in Section 6.4.1.3 
in connection with the condition when the scanning period is comparable with 
the revolution period. The discussion of Section 6.4.1.2 will not, therefore, be 
repeated here. 

Where a random delay is employed, the analysis of Section 6.2.4 applies 
here. In any case, this is a useful operating region, because as shown by 
Dethlefsen (Reference 10), when T, and T, are small, phase and fritquency 
instability produce a desirable smoothing effect In s short period of time and 
eiiminate the sharp peaks and nulls of synchronism. These considerations are 
discussed in more detail in Section 6.4.3. 

6.4,8,8 Smn Period CompambS« with PuU* Lengikc Technical de- 
velopments have now made it possible to operate with a scanning period as 
short as the length of the pulse. In this region, it is obvious that perfect in- 
tercept effectiveness is achieved. Since the receiver scans over the entire band 
in the period of a pulse, it is impossible to miss any pulses, and every pulse 
will be intercepted. Therefor«, the intercept ratio is 1.0 and the maximum 
time required to produce interception Is either T, or T,a depending upon 
whether time is reckoned from the start of a ndar look or from the time 
when the receiver Is turned on. 

The usefulness of thl« region of operation is limited principally by tech- 
niques. Since by definition the time the gate is open OR the radar frequency 
is shorter than the pulse length, It follows that the gate cuts the pulse into 
segments whkh are only a fraction of a pulse length long. The result Is to 
increase the video bandwidth requirements of the receiver^ to reduce the 
amount of energy available for display purpose, and to Increase the writing- 
speed requirement of the display oscilloscope. It has beon shown on theoret- 
ical grounds (Reference 25} that these extended design requirements can 
be met with only a relatively small amount of circuit and component refine- 
ment, and receivers have been constructed. 
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6.4.3 The Meet of Inttablllty 
In Section 6.2,4 the effect of irttroducing t random deliiy Into the receiver 

■weep pattern It discuHied and analyied. It has been found that auch random 
delay» are actually present, even if not intentionally introduced, in view of 
the phass and frequency instability of both the radar and the receiver. The 
inatability of these parameters is, in fact, so large that, over a relatively short 
period of time, the peaks and nulls due to synchronifation are smoothed 
out, and an averaged, integrated value is obtained. 

A general analysis along these lines has been completed and verified ex- 
perimentally by Dethlefstn (Reference 10). As in Sections 6.2.3 and 6.2.4, 
the statistical principle involved is that, if a certain number of events occur 
at random at a certain average rate over a long period of time, and if the 
continuum is sampled at random during that same period of time, then the 
proportion of events detected will be equal to the proportion of time duHng 
which '■> sampling mechaHicm .* receptive. Applied to the intercept problem 
{hl> ; «eaui that, if the average number of pulse» directed (at random inter> 
VHI • ti* 'he receiver over a long period of Urn« is 4 and if during that same 
perioo of time the receiver is receptive at the radar frequency for a fraction 
of time represented by B, then the number of pulses intercepted will be AB. 
More specifically, if the prf is Ft, the receiver acceptance bandwidth is a, and 
the receiver scanning band Is D, then the receiver will be open at the radar 
frequency for a fraction of time »/D and the rate at which pulses will be 
intercepted will be F,a/D, regardless of the frequency and phase relations 
involved, providing they are both random and considering frequency scan- 
ning only. Then It follows that, with these same limitations, the intercept 
ratio is a/D. 

The validity of this line of reasoning is quite evident, provided that it can 
be accepted that the processes involved are actually random. It may seem 
surprising that this is true in the case of the intercept problem, in view of the 
care which has previously been taken to determine exact frequencies, band- 
widths, phase relationships, etc. However, careful tests have been made using 
simulators, aad it has been determined that the instability encountered in 
actual practice is, indeed, sufficient so that the statistical result applies with 
considerable exactness. In fact, attempts to maintain synchrcnism between 
T, and Tla or Tp with the objective of operating at one of the peaks or nulls 
of the synchronous condition always met with failure; after a relsdvely short 
period of time, synchronism was lost and the intercept ratio became «//>. 

It may therefore be stated, by way of summarising, that in the practical 
intercept case the average intercept ratio is always a/D, regardless of the 
nominal values of T„ Tr or T,», provided thcrt the obscrvaUos« lire taken 
over a long period of time. 

The question »till remains as tu what 1» a long period of time, in this case. 
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(A) 

(B) 

Tests üwve «hown that this meuu that the period ot observation must be 
long in comparison with any of the variables T„ r„ or 7,,, These ralatlon- 
ships are therefore not valid in the case of short-burst transmissions. 

6.3 SnmnMry of the Coincidanse IVoblem 
Taking the considerations of Section 6.4 into account we are now able to 

draw the following conclusions regording th« relative merits of the variout 
i of operation which have previously been considered. 

Receiver tunes through a in Tiu (Section 6.4.1.1) 
This region is eetablished as valid and predictable without relying 

on statistical considerations. The maximum time ot Intercept is, 
however, too long, •wd this is not a desirable operating region. 
T, comparable with 7«« {Section 6.4.1.2) 

Here, statistical analysis indicates that a satisfactory intercept 
ratio can be obtained if the observations are continued over a suffi* 
ciently long period of time. However, this means that the period 
of observation must be long in comparison with the radar revolution 
P-rlod 7(a, which is in itself long. Thus, satisfactory intercept tf- 
teuvencM cannot be expected in a period of time less than a half- 
hour, and this is not a ddslrable operating region. 
7, comparable with tlt (Section 6.4.3.1) 

This is the most satisfactory of all the regions discussed. Per- 
formance is predictable without resorting to statistical considera- 
tions.  The  intercept  ratio  is always  «/D and  the maximum 
interception time not greater than T,,, 
7, comparable wit:. 7, (Sections 6.3.3,6.1.4, and 6.4.3.3) 

Although the complications of synchronism occur hera, statistical 
considerations show that this Is a desirable operating region, because 
7, and T, are both small, and the time, of observation therefore can 
b« relatively smaii and still remain large wit'i tespect to T, and '•„, 
producing an intercept ratio of e/D. 
7, comparable with I« (Section 6.4.3.3) 

Perfect intercept effectiveness is attained in this region, and each 
pulse is intercepted individually. 

(C) 

(Ö) 

(JE) 
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Detection and Analysis of Signals 

T. G. EIRDSALL,   H. BLASBALG 

7.1 Probl—■ wt tHgmU PfctdbUity 

7.1.1 Introduetlon 
Th« problem of detectioB of tisnals In Uta prwenc« of nuuom oobm a&d 

Interference it «Mentitlly a problem of deciding between two posaibilitiei; 
•igul WM preaent ia the aoiae aed interference, or, oc5y noite and Inter- 
fereace wu present. The problem is lUÜaiical in nature, becaue« the noies 
is a random proceei, and to the resulting theory of sigMl detectabiUty is a 
specific application of the more general statistical decision theory. As a 
theory for receiver design it differs from the usual signal-to-ndse ratio ap- 
proach to design in that detectability theory designs by considering first the 
objectives of the receiver and works back tovard the design of the circuits, 
contrasted to beginning with the basic circuit design and optimising para- 
meter values to achieve optimum signal-to-noise ratio. Because of this change 
of approach, designs based OP the detectability theory can claim to be truly 
optimum. Of equal importance is the realisation that practical, non-opiimum, 
receivers can be rated against the optimum, so that one knows how much 
could be gained by further improvement. 

It was in connection with the development of radar that the moders theory 
of signal detection had its beginning. North's paper is a notabls ?arly work 
(Reference 1). North uses the ideas of probability of detection and false 
alarm probability in defining optimum detection, and he discusses the opt! 
misation of i-f filter transfer function, detector characteristic, and integration 

7-1 



7-2 ELECTRONIC COUNTERMEASURES 

for a radar tyrtem. Sieger«, wai the first to propone the «ss of ths statistics! 
theory cor-cerning hypothesis iatlng to solve this problem of optimusn defec- 
tion of threshold radar signals. A brief account of this "Theory of the Ideal 
Observer" appears in Threshold Sigmk by Lawson and Uhlenbeck (Refer- 
ence 2). 

The theory of target detection by pulsed radar received very thorough 
treatment by Marcum in an unpublished Rand Corporation report (Refer- 
ence 3). Both optimum and commonly used non-optimum types of systems 
are considered. Formulas and curves are given for false alarm probability 
and probability of detection. This report is still a good reference on signal 
detection in conventional radar. Several other treatments of the radar prob- 
lem have appeared. The paper by Slattery (Reference 4) treats the problem 
of detection of a single pulse: dissertations by Hanse and Schwarts (Refer- 
ences S and 6) treaied phases of the radar problem. The radar problem has 
also been treated by Mlddleton (References 7 and 8). This treatment fea- 
tures an even greater emphasis on statistical theory. The application of 
sequential analysis was suggested for the first time in the literature. 

Woodward and Davies, also working initially on radar development, nuide 
the first steps toward a general theory of signal detection (References 9-12). 
They Introduce the idea of a receiver having a posteriori probability (i.e., 
an estimate of the probability that a signal was sent) as its output rather 
than a yes-no answer to the question of whether or not a sign»! was sent. 
They show that such a receiver gives a maximum amount of Information. 
They treat the case of an arbitrary signal known exactly or known except 
for carrier phase with no more difficulty than other authors have had with a 
sine-wave or pulse signal. The noise Is assumed to be white and bandllmiied. 

The most important advance toward a general theory of detection was 
made by Orenander (Reference 13) in his paper on "Stochastic Processes 
and Statistical Inference." This paper is mathematlcsi, and makes no men- 
tion of noise or the detection of signals. The problems treated, however, are 
precisely those of detecting signals in noise and estimating signal parameters 
In the presence of noise. The method for handling arbitrary noise and signals 
Is developed, and a few examples are worked out using gaussian noise. 

While the concepts in this theory can be expressed quite simply, complete 
description of an optimum receiver and evaluation of pro!>abi!!ty of detec- 
tion and false dann probability involves much numerical work In all but the 
very simplest cases. The work so far reported on efforts toward determina- 
tion of optimum receivers and their performance fails in three classes uccurd- 
Ing to the manner in which the simplification is made. 

in the first case, the noise was assumed gaussian, but with arbitrary spec- 
trum (or autocorrelation). Only two signal ensembles have been stadied in 
detail. Reich and Swerling (Reference 14) studied the case of an amplitude 
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modulatfd slgniil known except for carrier phase. In References IS »nd 16 
Devli reported on the case of « &igiw! known eüiciiy. Even for these very 
simple cues the solutions are quite invdved. 

If secondly, the noise Is further restricted to the whit« bandllmited RHUS- 

sinn noise, the formulas simplify very greatly. This case is studied in detail 
la Electronic Defense Group Technical Report No. 13 (Reference 17). The 
report includes e genera! introduction to the problem of signal datectabiiity, 
and specific derivations uf the optimuu receiver and probabiUlies of detec- 
fiion and false alarm for a number of cases of practical interest. The special 
cases which are presented were chosen from thi limplett problems in signal 
detection which closely represent practical altuu.   ..** 

A third approach was used by Middlcton (Referenw* 18 and 19). The 
method he chose for simplifying the problem was to expanv 'be logarithm of 
the likelihood ratio in a power series In terms of sample value, «nd tb n to 
keep only first degree terms if they are not aero, or second degrt* r,.^, if 
the first degree terms vanish. Mlddleton calls the first case the coherent and 
the second the incoherent case. Then the coherent case is reduced to the 
study of a linear form and the incoherent case to the study of a quadratic 
form, both of which, in the mathematical area, have been studied extensively. 
This approximation involves no error for the cade of a signal known exactly 
and is i ttood approximation for the case of the signal known except for 
phase. For other cases, it is difficult to say how good the approximation will 
bo. 

The paper by Urkowits (Reference 20) points up a problem in designing 
filters for optimum detection. While this paper is concerned with maximiainit 
slgnal-to-noise ratio, the same problem arises if a statistical approach Is used 
(References 15 and 17). 

7.1.2 Fundamental Dotoetlon Problmn, Theory 
The fundamental, or simplest, detection problem involves a decision be- 

tween two alternatives. The decision is based cm the receiver input that occurs 
during a preselected finite time, and takes into account the pammetera of 
the noise, the various signals that might occur and their tektive probabilities 
of occurrence, and how th« noise and signal combine. The receiver (physic- 
ally, this includes both hardware and/or human being) then processes the 
receiver input and yields a binary output, for one alternative and against the 
other. In the usual detection problem the two alternatives are "There was a 
signal present," and ''There was only background noise present at the re- 
ceiver Input." In binary communications such as frequency shift keying 
(FSK), the two alternatives are "The Incoming signal was at the Mark 
frequency" and "The Incoming signal was at the Space frequency." 

The problem, called the fundamental problem, has two assumptions that i 
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iiMke it simple: (1) It !• astutned that the two ait«riuttiv« decision's nor- 
rwpond to two mutually excitutve and exhaustive claiMt of cftuats, and (3) 
that «ccept tor A recalcitrant set whose probability is zero, the probability of 
occurrence, o? the probability density of occurrence, of each possible re- 
ceiver input Is known for each of the two classes of causes. Repeating in a 
little more depth, the first assumption is that, corresponding to the two pos- 
sible alternative decisions to be made, there are two possibla CISMM of 
causes, or simply "causes". This Is really the origin of the problem, since It 
assumes that one Is interested in a binary decision because there were indeed 
two causes to be distinguished from each other. In order to make any sen- 
sible decision a given cause (such as a specific signal) must belong to one 
class or the other, and not Jump back and forth, hence "exclusive". The 
real assumption is the word "exhaustive", which means that no other cause 
than these listed in the two classes can occur. Thus, If one Is trying to detect 
WWV of 10 megacycles In the presence of noise, with the alternative cause 
being Just noise alone~WWV off the air—then the assumption is that no 
other transmission is operating on 10 megacycles for that period. The second 
assumption means that the situation has to be well enough specified and the 
random parts of the causes be sufficiently stable to allow specific assignment 
of probabilities. The actual mechanics of determining these probabilities is a 
major part in the solution of any specific problem. 

For the moment assume that one has a specific deiectbn probieir. for 
which the above assumptions are satisfied i the only two possible causes of the 
receiver input are noise '.lose, signified by A', and iignal plus noise, signified 
by SN; and that for each possible receiver input x(t) the probability den- 
sities are known. Specifically, the function fufxft)) is the probability density 
that x(t) will be the receiver input when the cause is noise alone, and the 
function jeti(*(t)} Is the probabi'lty density that x(t\ will be the receiver 
Input when the cause Is signal plus noise. The two alternative decisions that 
the receiver (the decision device) can make are to sound the alarm A that a 
signal was present, or to conclude that no signal was present, no 4 or B. 
When the actual cause is noise alone, these decisions correspond to a false 
alarm, and a correct no-alarm respectively. The probabilities of these occur- 
rences (conditional to the cause being noise alcne) are: 

Conditional probability of false alarm = ?»   '; 

/ /*(*(<)) d« (7-1) 

Conditional probability of correct-no = 1 — Put A) 

where the integral is taken over all x(t) for which the decision device reaches 

/ 
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the daddlon A. When the utuad wuw ol the Input i» eipuu and noiee, the 
two decision» correspond to t hit and a mite, and the prchabUitiü of these 
occurrencei (condittouai to the (»UM being eipal and noise) are: 

Conditional ptabablllty of detection ■ Pi»(A) 

m    ( /«(x(O) & {  i) 

Conditional probability of a miw = 1 — P$g(A) 

The performance of any decision device openting in this «pedftc detection 
problem can be tummariied by one of the numbere in Eq (7-1) and either 
the hit or mill probability In Eq (7-3). 

If these two niuibe» are plotted against each other on graph piper, the 
point it called the "receiver operating point", and the total of all such point« 
for all dedtion devicea make up the "receiver operating region". The upper 
boundary of thla region is called the optimum "receiver operating character- 

4 f-—4. 

CMHIKMI »nMK!»; >) W" Own 

Frau»« 7-1   The Dttactlon ROC 

ittic" (ROC) for this speciAc problem. Thew are sketched in Figure 7-1. 
Several other characteristics about the detectte ROC should be noted before 
proceeding. The diagonal inside the receiver operating region correspond«: to 
equal conditional probabilities of false iimn and detection, that is the 
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probability of an alarm ii independent of the cause. This is called chance 
performance, because a decision based on a random selector and independent 
of the receiver input could achieve this type of performance. The optimum 
ROC has been shown as a smooth curve, with decreasing (nonincreaiting) 
slope, and the operating region as a simple convex region cor.taimng the 
chance diagonal. Both of these characteristics cen be proved to hold in ail 
problems under very general assumptions, but the proof must bo omitted 
here. 

For a moment let us concentrate on the upper boundary and why it is 
called optimum, Choose any operating point in the region that is not on the 
upper boundary. Then the operating point on the upper boundary directly 
above it will have the same probabilities when the receiver input is due to 
noise, but will have a higher probability of detection; In fact, it has the 
highest probability of detection that can be achieved at the specific probabil- 
ity cf false alarm. In the same manner, consider the opereHng point on the 
upper boundary that is horisontally to the left of the original operating point. 
It has the same detection and miss probabilities, but lower false alarm prob- 
ability and higher correct-no probability. Both of these upptr boundary 
operating points are better (at least, not worse) than the original interior 
operating point under any definition of "better" where correct responses an 
advantageous und errors are disadvantageous. Under certain types of opera- 
tion where bluffing in introduced this may not be true, but If such intentional- 
mistake operation is ruled out, then any definition of optimum will take on 
its maximum on this upper boundary. Any receiver whLh could be adjusted 
to operate everywhere along this curve would truly be the optimum receiver 
for this detection situation. 

As throughout this discussion of detection theory, no attempt will be made 
to give proof of the existence of this optimum receiver, but a short intuitive 
discussion that parallels the proof will be given. If one considers all decision 
processes, all receivers, that have the same conditional probability I'ni'i), 
one is considerirg all ways of dividing the receiver inputs x{t) into two sets. 
The first set will lead to an alarm A and the second act will not, with the 
restriction that exactly enough receiver inputs x(<) are in the alarm set so 
that the false alarm probability is the desired value 

P*(A) SB  j /»(*(')) dx B preselected value. (7-5) 

The corresponding detection probability is 

(«) 
/*(*) dx (M) 



DETECTION AND ANALYSIS OF SIGNALS 7-7 

Since the upper boundary hw the nuudmum value of Pin (A) that can be 
obtained for the preselected value of PH(A), it must correspond to a selec- 
tion of alarm set A for which the bracketed function in th's last integral is as 
large as possible. The bracketed function is a function of the receiver Input, 
and is culled the "likelihood ratio" 

i <»(0) = 
/*/(«(0)] 
M«(0) J 

(7-S) 

The optimum receiver, the likelihood ratio receiver, processes each input in 
such a way that the receiver output Is the likelihood ratio of the input wave- 
form—one number out for each observed waveform in. The Anal decision 
mechanism of the receiver is a comparitor unit that gives an alarm if the 
Mkelihood ratio Is above a cut level, and no alarm if the likelihood ratio is 
beiow the cut level. If the probability of the likelihood ratio being precisely 
at the cut level is not aero, then an additional mechanism must be introduced 
to apportion these occurrences between alarms and non-alarms as is opera- 
tionally desired. For a specific PII(A) the cut level is adjusted to yield that 
probability of alarms when the Input is caused by noise alone, and the re- 
sulting probability of detection will be maximised. 

Since the function of the likelihood ratio receiver is that it partitions the 
Input waveforms according to high and low likelihood ratio parts, any device 
whose output is a monotone function of the likelihood ratio would perform 
an identical operation if the cut levels are set to corresponding values. 

One advantage of tH fundamental detection problem is that problems 
formulated In terms of maximising some specific quantity, such as the ex- 
pected monetary return from a decision, separate into two parts. The opti- 
mum processing of the receiver input always turns out to be a monotone 
function of likelihood ratio, because one always does best by operating on 
the upper boundary of the ROC region. The specific quantity, or criterion, 
to be maximised merely specifies which point on the upper boundary to use. 
Some of the common criteria and the corresponding operating points are 
listed below. 
1.  The Weighted Combination Criterion: that criterion  thai  maximises 

P„,{A)~mPK(A). 
Solution; w Is the likelihood ratio cutoff, say there is signal present If 

/ (») S *. 
3.  The Neyman-Pearson Criterion: That criterion such that (1) />»(/*) ^ * 

with maximum Pas(A) over all criterion satisfying (1). 
Solution:   The likelihood ratio cutoff ß set such liut PH{A) = k. 
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3. 

S. 

6. 

Seigert'» Ide«I Observer; That criterion that minimise* total error. 
Solution: Likelihood ratio cutoff a= P(N)/P(SN), the ratio of a priori 

probabilitiei. 
Expected Value Obaerver: That criterion that nuwlmiiee the total ex- 

pected value, where the Individual values are: Kg, the value of 
detection; '/*, the value of a miss; f«, the value of peace and 
quiet; V,, the value of a false alarm. {It Is assumed that these 
latter two are leu than the former two.) 

Solution: Likelihood ratio cutoff as        —  
PiSN)      VO—VM 

Minimum Risk Criterion: Let VP—VQ = rM, the risk when .V is the cause, 
and let VU—VB ~ rtlh the risk when SAT is the cause. Mini- 
mise the average risk, R = P(SN) rM -f- P{N) rK. 

P(N)y/ft 

Information Observer: That criterion that maximises the reduction In 
Uncertainty (Shannon Sense) as to whether a signal was sent 
or not. 

Solution:   The cutoff ß is the solution to the equation 
P(N)      log/WiV)  -logP4(S,(/V) 

Solution: Likelihood ratio cutoff m 

ß 

7. 

P(SN) 
where B means not A. 

Maximum a posteriori Probability: Not a criterion, but the best estimate 
of the probability that a signal plus noise was the process after 
the observation «(*)• 

P,(SN) = 
! («) P(SN) 

IJi) P(SN) -TT^ 7WT 
Tu summarlf« the theory of the fundamental detection problem; all deci- 

sion devices can be evaluated by considering the resulting operating point or 
operating curve on the ROC; the optimum decision device* are based on 
likelihood ratio, and operate on the upper boundary of the operating region 
on the ROC; speciAc operating point« on the optimum operating characteris- 
tic are determined by specific operating criterion. 

7.1,3 Futtdaninnlul Detm-Uon Problem, Applications 
The essence of the theory is that the designer is assumed to know so much 

about the environment and the signals that are to be detected that he can 
actually specify how frequently various waveforms will occur. This is all 
wrapped up in the assumption that the probability densities Mx(0) end 
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ft* (*(')) •« known. By »auming varying degree« of uncertAinty, or ran- 
donuie», in the speciftcetion ol the iignili, and auuming varioi» types cf 
noiie, the coUectlon of aolutioai for special cases has grow» over the past 
several yean. If one desires specific results, he should look through the issues 
cf the Tnmaetknu of th$ Profejtiomi Group on Information Theory of the 
IRE, and the technical reports of laboratories working in this area. Ilse 
general results are briefly summarised here. 

The likelihood ratio receivers fall into two categories. Those in the first 
category look remarkably like conventional receivers. Most of the pulse radar 
problems fall into this category. The reason for this is twofold: the assump- 
tion of stationary gaussian noise which is roughly white om the frequencies 
of interest coupled with a fairly well specified signal means that the logarithm 
of the likelihood ratio is proportional to the cross-correlation of the return 
and the signal, or some average of this crass-correlation over r-f phase, time 
of return, etc.; for pulse or other short duration iocal-in-froqueney signal«) the 
cms-correlation can be mechanised by passive filtering, and the averaging 
accomplished by video filters, CRT «' .am persistence, or similar common 
methods. Receivers in the second Mtps.rv look like special purpose digital 
computers. These result when the di^nJi or the noise is of a more exotic 
(realistic?) typo than for the first category. 

The efficiency of the likelihood ratio receivers drops as lees b known about 
the signal, and parameters are assumed to be random variables. This los» in 
efficiency is most pronounced at low energy levels, and usually is negligible 
at very high energy levels. By studying a series of such special cases where 
leu and less is assumed known about the signal, one can gain a theoretical 
insight as to the importance or unimportance of knowledge of the various 
signal parameters. Such a general insight may be the most useful application 
of the theory, especially when the actual physical problem is too rough 'or 
direct solution, and the simplifying assumptions necessary to make the 
problem solvable were so strong that the resulting "ideal" receiver would fall 
to operate in the physical environment. 

When situations are being studied In which the signal can be specified to a 
high degree of certainty, and the interference can be specified accurately, the 
direct application of UM statistical analysis may disclose new equipment tech- 
nique« that can be used to construct highly efficient receivers. In general, 
however, such a mathematical analysis can yield only guidelines, and some 
degree of structuring and ordering to the complex physical problem of opti- 
mum design. 

7.1.4 Other Detection Problems 
Two other areas in detection theory must be mentioned. These are the 

multiple decision problem, and sequential detection. 
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In theory, the multiple decitlon problem, deddlng which of a •pecifled 
number of mutiwlly exclutive end cxlsauative CHUMS WM the true cause of an 
observation, ii not much more difficult than the tpecial case of two cauaea 
discussed as the fundamental problem. When there wer« two causes and two 
alternative reaponsas, there were four combinations of these. However, only 
two "relevant" probabilities were considered, PMII(A) for detection and 
Pit(A) for false alarm, sin&e the other two can be determined from these. The 
relation between these two formed an ROC plot, and all criteria for "best" 
tall mi one opt1 num curve. When one has N possible causes and n possible 
responses, there are «" combinations and these retiuce to only »"-« relevant 
probabilities. Either some special definition of "best" is assumed, such as 
least-squared-error, or all errors are equally bad, in ordsr to simplify the 
processing of the observation required of th« receiver, or the resulting form 
of the receive.- is n or w-l parallel processors feeding into a comparitor device 
to arrive at the final decision. Thua, the eaaential aimpltcity of the fundamen- 
tal problem, one input, one output, la Immediately lost in the atep from two 
cauaea to three. Thia Increases the tendency of the recelvera to be specified 
as special purpoae digital computera. 

Sequential snslyala (References 21 and 22) v*» be applied to both the 
two-cause and the multiple-cause problems. The idea is that for the two- 
cause problem, three alternative responses can b« made, the new response 
being a non-terminal decision to observe further. This Is ideally suited for 
situations In which the signal continues in time, and for which a saving in 
time necessary to reach a certain quality of decision is good. In such situa- 
tions the actual duration of observation va les, but often averagea only at 
half the value necessary for a preselected observation lime. Occasional very 
long observations alto occur. 

These extensions of decision theory have been touched here to remind the 
reader of, or alert him to, their exiatence. Thia ia not meant to slight in any 
way the extensive work done in this area. Almost all of thia, as well as the 
work on the fundamental problem, is available in the unclassified literature. 
The intent here has been to paint the field of detection with a very board 
brush to give the reader some fee! for the field. 

7.2 Methods of Signal Analysis 
The main purpose of this section is to discuss briefly those methods of 

mathematical signal analysis that have been used in the paat in various 
fields, including elsctromagnetic (EM) reconnaissance. The method.' dis- 
cussed can be Instrumented, although In most cases a human observer is 
required for Interpreting the results of measurement. By using different 
physical npparatua the observer can obtain a different and sometimes con- 
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deoscd rtprssentaiiou of an analysed ligitai. Certain sigaiacant slgna! proper- 
ties may appear in practice more dearly in one representation than In another. 
It is not the purpose of this section to discuss the possibility of integrating 
these methods into the practical realisation of an unattended signal analyser 
system. 

7.3.1 Deeom|MMltie» oi Signal Class 
The signal at the input to the receiver will have the generalised functional 

fORB; 

«(*) =A(t) CM «(I) 

where A (/) = amplitude modulation (AM) function 
# (0 = «ngle modulation function 

In Eq (7-6) when -4(0 ~ A,, = constant and 

0(1) =*,(<) = 2*/[i +F,it)] Udt 

«2TI /./-   ^- +/. *1 
2* 

^/(O AJ 

we have pure frequency modulation (FM). When 

So 9{t) = 9${t) = 2,r I" /,< + -|2- + CF,(t) 1 

w« have phase modulation (I'M). In Eq (?-6), (7-7) and (7-8), 

P, (0 =FM intelligence 
F„ (0 =PM intelligence 

/, s carrier frequency 

—- = constant phase Angle 
2m 
C = proportionality constant 

A» — amplitude of carrier 
A(t) -AM function 

When, 

(t) {^ + T;] 

(7-6) 

(M) 

(.-3) 

(7-9) 
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we luv«, pure AM. A devise having a linear frequency response will give 
an output 

fi/(0 = /, / F(t) dt (MO) 

when FM Is fed Into It and, when PM is fed into It we have, 

Ep (I) m MF (t) (Ml) 

Hence, this device will respond to both FM and PM, However, in order to 
recover the exact modulation in FM the output In Eq (7-10) must be differ- 
entiated. This requires a Alter whose spectrum Increase» linearly with fre- 
quency. For the purpose of EM reconnaissance we can group FM and PM 
into one classiflcatlon and call It angle modulation. The most general type 
of received signal will büvc- the functional form. 

e(l) = A(l) cos 

where for FM 

H>+T: +H} (M2) 

/(0 =../; F(i) it (M3) 

and for FM 

-- MF(t) 

Eq (7-12) Is the generalised rmthematlca! representation of ■ transmits 
signal. If we neglect disturbances In the communications link between trans- 
mitter and intercept receiver, then Eq (7-12) is the generalised mathematlcul 
form of the signal at the antenna Input. In Eq (7-12) It Is seen that the 
received signal can be represented symbolically by a fnur-dimenslonal point, 

«(o= j AW,in**,no \ (7-1«) 

For completeness, we should also Include the space time coordinates of the 
source relative to the receiver as, 
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r= j Ä,M,r j <M5) 

(T is the time at which sign«! ii received.) Ail the Informalion that can be 
obtained in EM reconnaiuance from a «ingle obiervation can be represented 
by an eight-dimenaional ptrameter point. That h, there are eight domain» 
from which information can be extracted. In hM feconnalihance, the arbi- 
trary carrier phase angle 6, it generally of no interest. Hence, we have a 
seven-dimensioMt parameter point. 

.(!)=   \A(t)Jt,f(t),r ( (7-16) 

which represents all the information at the transmitter which Ideally exists 
at the receiver. Physical and practical constraints at the receiver permit only 
a portion of the information to be extracted. However, we emphasise again 
that the detailed time structure of each intercept is of no interest in EM re- 
connaissance unless a priori Information exists which lustlftes such an analy- 
sis. 

The function of the EM reconnaissance observation is to operate on r tii) 
in such a way so as to extract the required information in an optimum man- 
ner relative to a set of physical and practical constraints imposed on the 
observation and relative to the a priori information that is available to the 
observer. 

Fur the purpose of our discussion, r is assumed constant. We ilao r rvrne 
that the r&eiver is tuned to some fixed carrier frequency /«and that it hsA the 
ability to reproduce the modulation functions A{i) and fit). Thus, f'>r the 
purpoie of this discussion, we postulate that /, ami r are Axed points in our 
space and that observations must be made first to determine if there Is signal 
preeen* at th? fixed coordinate, {f„V) and if so what the pmpertie« of the 
intercept are. 

The methods of detecting the presence or abience of a carrier are diiicussed 
in the earlier portion of this chapter. This leaves the problem ol measuiring the 
significant properties of the modulation signals. However, a sigtuu analyser 
system is not entirely independent of its receiver nor is the receiver in Jepend- 
ent of the signal analyser. For example, the receiver noise and bandwidth put 
physical limkstiona on the statistic«! uncertainties with which measurements 
can be tnxde. Furthermore, if the receiver has sufficient frequency rraolutlon 
so that the probability of more than one signal in a band is very small then 
there Is no need for multiple signal separation on a video basis by the (us- 
alyser. Also, unity probability of Intercept by the receiver due tiot mean 
that there is unity probability of analysis by the analyzer. 
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We assume that the presence of « carrier has been detected at a given 
frequency /, and at a given coordinate of space time, {r,T). The next most 
logical operation is to study the properties of the envelope and of the angle 
modulation, In particular, we would like to know if (here exists envelope 
modulation, or KM or perhcps both, i.e, we wish to know if, 

A (t) =z Aa— a constant 
= a(t) =s time varying function 

for the case of AM and for the case of angle modulation 

(M7) 

/ (0 s= /, = constant 
~ F (t) = time varying function (M8) 

In order to extract this information, we must be able to define one or more 
physical operators which yield & set of numbers from which the truth of the 
statements cun be deduced. That is we define two operators HA m A(t) and 
Ri on f(t) which yield the following results: 

(M9) 

(7-20) 

Then, the results of measuring the presence or absence of AM or FM mod- 
ulation can be expiessed as: 

= 0 

and 

C[\,,l{\,)\ - I (A/*/(A,)] 
(A^/(A/)1 

{7-21) 

(7-22) 

F.q (7-2U states that AM modulation is present if the result» of the operator 
RA is an element of the interval / (A,*) and AM is not present if this is not 
the case. A similar interpretation is given to Eq (7-22). We assume that these 
measurements are simultaneous. All the possible results of measurement are 
(Mined by u two-digit binary number. For example, the binary number 10 
itnpiie;, the presence of AM ami the absence of FM while 01 implies the 
presence of FM and absence of AM. Similarly the binary number 11 implies 
the presence uf both AM and FM whil   00 implies the absence of both. 
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If it is established that envelope or angle modui&tion (or both) is present 
then it ii necestiry to decompose the clas» of envelope modulated and angle 
modulated signals further by defining more operators. However, from this 
point on the operatlotss on the intelligence signals A(t) or F{t) can be the 
same, This should b« clear, since both represent the intelligence that was 
transmitted, i.e. the same intelligence can be transmitted by varying either 
the frequency or envelope of the carrier. In EM reconnaissance we establish 
which parameter of the carrier is modulated by the operators RA, £/. How- 
ever, beyond this point we may operate on the intelligence received. The 
ope rations should be independent of the type of r-f carrier modulation used. 

Let us assume that it has been established that envelope modulation A (i) 
Is present. Th- next appropriate question is whether the modulation is pulsed 
or c-w. We can express this measurement operationally by, 

JM (0 = A, a-n) 

The result of measurement as. 

^0(Ai)/(Al) m 1 
SB   0 

(A, f/(Ai)J 
(M/(A»)] (7-24) 

Eq (7-24) states that if the result of an operation on the signal A (t) yields 
Ai belonging to the interval / (A.) then c-w is present and if the result is not 
a member of / (A,), then c-w is not present or a pulse signal is implied. The 
operator Kj can be described as a measurement of duty ratio. If it is estab- 
lished that the carrier is pulsed, then it appears reasonable to decompose th« 
class of pulse signals into subclasses such as PCM, FAM, PWM, PPM etc, 
All of these properties must be defined precisely by a phyelcal measurement 
whose operational representation has the same functional form at Eq (7-23) 
and (7-34). 

Ekch subclass of signals can be decomposed, at least in principle, until 
there remains only one member in each class. Once this has been accomplished 
the structural information of all the possible inteicepts is known. The very 
large number of signals encountered in EM reconnaissance, make it imprac- 
tical to store all the detailed characteristics of the signals. In mo«» cases even 
if this information were available an observer could not hupe to assign a dis- 
tinct meaningful event or cause to each signal received. Relatively broad 
categories are a significant starting point. The problem of defining other oper- 
ators with respect to a subclass of signals is simpler than defining them on the 
entire class of signals. Although the operations are discussed sequentially, 
they can be applied simultaneously. The Important problem is to establish 
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A Ki of meaiurementB or observable» that are tnaanlngful with respect to the 
hypotheses that «re to be tested and with reapect to the a priori information 
available. In the next section we examine some physictl operations which de- 
fine the signal classes discussed. 

7.2.2 Low-Order StuUalicol Signal Anaivsit 
In terms of the genera! ideas presented, we can define a "low-order" auto- 

matic statistical analyzer system for order-of-battle EM reconnaissance. The 

"Wff WfHOI WUff» > 

JT^ruj-rssru. 
1 WftHttt j ••♦•t'lF    mQe 

HäTJT«^ 

J  MM   h»» 
I.. 

I Ma 
1 mitm> SWMi* ^' 

Fiovtt 7-2   Funetloml Block Dlscnm of Low-Ordtr Automatic Sifml Aaslystr 

reader may visualise an actual equipment such as that shown id Figure 7-1. 
For low-order analyslf it is essential to define few but significant subsets into 
which the class of all signals can be decomposed. It is important to choose a 
physical observable which is significant for the purpose of realiaing this type 
of classification. There is no unique way, in the mathematical sense, of 
making this choice. The observer based on a priori informfttion available to 
him must decide. The physical process of making the measurement is, in 
principle, capable of a mathematical definition. 

Let us illustrate thia important point with an example. Consider the prob- 
lem of detecting a missile in space by means of a pulsed radar, The fact that 
a measurement at the receiver indicating a signal return Implies a missile, is 
a definition established a priori by the observer based on information avail- 
able to him. However, the problem of recognising the presence or absence 
of a pulse signal in the noise Involves a physical measurement which can be 
formulated mathematically. An optimum and automatic method of per- 
forming the measurement and of deciding whether signal Is present in the 
noise or not can be realised. 
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Similarly, a measurement indicating that * received intercept is pulsed of 
constuit amplitude, widtlt and prf, is s physical meaaurement and hence 
capable cf mathematical definition. However, the cuncluibn that the source 
of the signal is « radar is not capable of mathematical definition. This comes 
about as a result of a correaftondence establiaihed by the observer between 
this type of signal and a given radar system. Another observer having dif- 
ferent a priori knowledge can conceivably assign to ihe origin of this signal 
another source based on the same data. We therefote conclude that in EM 
reconnaissance as well sa in all physical measurements there are essentially 
two sets of operations, one of which Is chosen so as to relate a set of proper' 
ties to certain events or situations while the other deals with the best way of 
processing the measured data, is order to make correct decisions. 

We now proceed to define a physical observable which contains informa- 
tion on modulation properties. Let « ~ («<} I ■ 1, 2,..,, iV be a sequence 
of positive samples that are measured on some property of a signal. For 
example, the sequence (x«) could represent a measurement of the sample 
values of a c-w-AM carrier, or the pulsewidth intervals of a pulsed carrier, 
or the time between pulses of a pulsed carrier, etc. We define the new se- 
quence of (^V — 1) samples. 

* «7+ *( i 
(7-2S) 

*,S;0foralH;<= 1,2 N. 

The sequence (y«) has the following desirable properties whether the {Xi, 
are sUtistically independent or not: 

a)    y s /? («) m F (ax) ; 
(>• is independent of a scale factor on s) 

E(y) = lim 4p.  tVi ~ 0 

(The aver%ge value of > is aero) 

c) -1 Si y ;S l for 0 S x 
(Hie semi-infinite range of x has been compressed to the 
interval ( — !,!).) 

d) For the case where x is nürnml and the {x{\ are puirwise independ- 
ent, the probability density function of 

» 
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(7-26) 

V Ä(0)      Ä(r)y»      rÄ(0)      Riv) 

is normal with mesn sero and unit standard deviation. 
R (0) = flr" = mean square value of variable « 
R (r) = autocorrelation function of x (t) 

r ssti — ttss sampling period. 
ft ss mean value of at 

Therefore, 

rms percent modulation. (7-27) 

The value at which it (r) is evaluated depends on the sample spacing. 
When R (r)= 0, (r > 0} the sampling is independent. Then, 

m 

(7-28) 

Thus, the parameter of the distribution P (y) is the rms percent modula- 
tion m and the statistic y has the desirable proptrties for studying the modu- 
lation characteristics. For the case where the «utistics of x are not guussian 
and pairwise independent, the neasurement of v is still signlftctnt except 
that the analytical difficulties in calculation are Insurmountable. When all 
«ampies have th? same values the elements o? {;«} are all «ro, as required. 
This statistic yields some information about the order of the samples. Sign 
Information in (v;) could also be useful 'or recognising monutonic type 
modulations such as a VT fuse approaching the intercept receiver, fading 
characteristics, etc. 

This statistic can be incorporated into a low-order analyzer system to 
indicate the presence or absence of a given type of modulation. For example, 
if {«() tepresentH the pulsewidth intervals of a pulse signal, then (.vd 
represents the pulsewidth to pulsewidth fluctuations. A similar measure- 
ment on amplitude will indicate if there is amplitude modulation present. 
If the [yt] are computed on pulsewidth, pulse amplitude and pulse repeti- 
tion period and If each (;';} is then quantized to two levels then it Is 
possible to detect eight combinations uf modulations. The more levels into 
which the i vil are quantized the more complex the system. 
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7,2.9 Signal Anaiyale By StatlKtic«! Method« 
The tigitfti Intercept« at the output of c reconnaissance receiver can b«it 

be described by statistical methods. Receiver noise (plus other non-removable 
disturbance) even when combined with i. deterministic signal such as a 
slne-wav« of known amplitude, frequency and phase, yield an output function 
which can only be described statistically. Anothar important fact Is that in- 
formation generating processes are inherently statistical. For example, the 
basic sounds in speech have certain probabilities of occuring with respect to 
other sounds. In principle, all of the probabilities can be obtained by per- 
forming a sufficiently large number of experiments. 

When a statistical process is at work, all of the information about the 
process is contained in an InAnite number of probability distributions of all 
orders. It X(t) is a typical member of an ensemble of random variables 
then the mth order distribution functlor-, describing tb« process is given by 
(Reference 2): 

FiXu tii...\...Xmtim)m /M *"(M S ^.i...; ...; X(tm) ä Xm] 
(7-29) 

That is at time laali, we sample all of the members of the ensemble and 
choose those which take on a value less than Xi, From these remaining 
members, we choose only those which take o» a value less than Xa at 
tz=t3. From the remaining members we choose only those that take on the 
value leu that A'H at t=tn, etc. The relative number that remains gives the 
probability of the Joint event expresked symbolically in Eq (7-29), 

From this brief description It is clear that a imariurement of any distri- 
bution of order gieater than one becomes extremely complicated since the 
number of combinations of distinct measurements become very large. Fur- 
thermore, except 'or the gaussian process, where all orders of distributions 
can be obtained analytically, it is extremely difficult to obtain usable 
mathematical expressions for the high-order distributions. These serious limi- 
tations (both experimental and analytical) force us to simpler methods cf 
describing statistical processes. The methods are incomplete of course, but 
are sufficient for most practical purposes encountered in communications. 

The two most important descriptions of a statistical process are the first 
order dlsUlbutions In conjunction with the power density spectrum or its 
equivalent the autocorrelation function. The first order distribution given 
only the distribution cf sample values and contains such important physical 
obscrvables as the mean value (or d-c value) of the function and the mean- 
square value (ur the power) contained in a signal. The power density gives 
the frequency distribution of the power in the signs!. The autocorrelation 
function is the lime equivalent of the power density spectrum, These func- 
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tiom represent s specific statistic 0/ th« second order distribution and in 
genaral do wt completely specify the second order distribution. From a 
pmctica! signal analysis point 0! view It is convenient tn look at the same 
thing in two different ways and hence measurements of the power spectrum 
and autocorrelation funcMon might be desirable. Certain signal properties 
might also appear more readily on one of the representations. 

There are two basic assumptions about the class of signals which must 
be made clear In order to be able to apply the statistical theories to physical 
problems. Fortunately, these assumptions are satlsfled reasonably well for 
the class of signals which we encounter. First, we assume that the statistical 
processes we deal with are stationary. For example, the probability distribu- 
tions of all orders remtln invariant under a time translation of the random 
process, The second postulate Is the "ergodlc hypothesis". That Is, we 
assume thst statistical «vemges over the members 0' the ensemble are 
equivalent to time averages over a typical member of the ensemble. Without 
this assumption we could not perform statistical measurements in EM 
rcronnalasance since we encounter only typical members of various ensembles. 
As a consequence A the ergodlc hypothesis we can also subdivide a given 
signal into sufficiently long subsections each of which has approximately the 
wime statistics. (We can therefore generatw or approximate an ensemble from 
a long observation of a typical member), It follows, that if observations are 
taken sufficiently far apart in time the sample values are almont statistically 
Independent. 

Let AG,r j be an operate, on a typical member of a stationary ergodlc 
enkemble of functions such that, 

ACjr  |/(0]=AC^(0 =  IforBh<forwhlchA<.l</(0;S.V« 

= 0 for all other i (iSO) 

Then, 

AKiXi) = lim AMT) = lim  f £0* (I) dt (7-31) 

where AA(A'() is the theoretical probability that a sample X of j{t) will 
be in the interval (AVi, Xt), If we quantize the entire range of / (*) into N 
intervals, then we obtain, the discrete probability density, 

j AA{X,) \i=:\,2,...,N 
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mich that, 

£ AA(X<) m 1 (7-32) 

By the proper limit process, we car. go from the discrete density to the con- 
tinuous probability density if /{<) has the appropriate mathematical prop- 
erties. 

The empirical distribution which is the one measured exp^rtmentally Is 
simply the set of numbers, (AX«(r))fe=l, 2,.. .,N such that. 

2 AA« (T) m I 
Im t 

(743) 

At a given set of defined quantisation levels, the empirical distribution will 
(jnverge to the theoretical distribution almost always. For the case wi-ru,- 
the function of /(<) is sampled at discrete time points we obtain for th* 
probability the expression equivalent to Eq (7-3!) or, 

AW*) m   lim AUK) m   lim 
It-» oo K-* oe 

1 
m I * 

(7-34) 

Therefore, the measurement of the first order distribution requires quantiu- 
tion of the range of the variable, sampling (discrete or continuous) and 
counting (summation or integration). These measurements can be made by 
an on-the-spot analyser and generally yield a signi^cant amount of informa- 
tion, in particular when the shape of the distribution is preserved. The order 
of the sample values is not preserved. However, this measurement can be 
made on puisewidth, pulse amplitude, prf and for that mutter at the output 
of any linear or nonlinear operation. Figure 7-3 is a block diagram oi a firrt 
order probability density function analyser. 

The autocorrelation function of a stationary ergodic process is given by 
Reference 2. 

^.(T) = X(t)tfT+ r) s llm i'r/' X(t)X(t + T)dt    (?3S) 

where )C(t)X"(i'~\- r) is the ensemble average. This function which is a 
second order statistic  (for example, the mean value of the aecwncl order 
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diitribution) can be measured empirically although with more difficulty than 
the flnt order distribution. For s ^auuian process, the Ant order diitribu- 
tion and the autocorrelation function determine all ordert of probability 
diitrlbutioni. 

Very often tüfi function X{t) is sampled and the autocorrelation function 
of the sequence of samples Is measured. This is given by, 

♦„(A) « U«  ^-^  J X{n)X(H + *) 
m        f> 

(7-36) 

Figur« 7-4 is a block diagram of a typical correlator. The autocot relation 
function and the pow(«r density spectrum are Fourier transforms of each 
other. Hence, a knowledge of one Implies the other. Thus, we have, 

2    r toe 
G#,(u.) = -~—J 0     ^„(T) cos U>T dr (7-J7) 
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*•(*) =J G— (w) CO» wr dr (!'$») 

The empirkai measurement techntque* of the power density spectrum are 
well knowi. Wc require a filter bandwidth which is much narrower than ft» 
signal bandwidth and a poww measuring and averaging device at the output. 
The moasuring filter must be capable of frequency translation over the band- 
width of interest. A search receiver is a good example of a spectrum analyser. 
Of course, a bank of parallel filters distributed over the band of Interest can 
also be used. 

The operator« defined by correlation and spectrum analysis also make 
sense with respect to deterministic signals. We can use these operations to 
gain aome insight as to the time structure of an input without observing the 
entire function. It should be emphasised that autocorrelation and power- 
spectrum analysis destroy phase InforuiatioG. For more detailed analysis we 
can compare functions by cross-correlating them, for example, compute 

♦„(r) = 11m irJxmit + r)d* 2T (7-39) 

If X(t) and Y(i) ate equal then this function will reduce to the auto- 
correlation function. In fact </»,»(.-) can be used to obtain a figuie of "match" 
between .<{<) and Y(t). The cross-power density spectrum is the Fourier 
transform of in(»)- Both of the*) functions preserve phase information. 

7.2.4 Sunmary md Concluslone 
In this section we have formulated mathematically the observation or 

measurement problem applicable to EM reconnaissance. This formulation 
Indicates that a major problem in EM reconnaissance is defining a set of 
slgnificttnt measurable properties on the class of all signals. These measure- 
ments specify an Important portion of an EM reconnaissance system and 
dopend critically on a priori information. 
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We havs discusssd brisSy a variety of physics! m«sasu?ss»ants and appars- 
tui which have proved useful in analysing signals. The maasuFenwnta we 
meaningful on both «tochastlc and deterministic signs!*. The physical con- 
straints inherent in these measurements are mere or toss the same, for ex- 
ample, finite observation time, finite number of parameters, finite power, 
etc, Rased on the particular application some of these mearuremtnt« or 
operations are preferable to other». We indicated that for !or°ords? asslysis 
simple operators which yield the presence or absence of certain properties 
are useful. In particular, an analysef indieating the presence or absence of 
certain types of modulation yields useful information. 
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8 
Psychophysics in Electronic Warfare 

W. TANNER, JR. 

8.1 Introdaetiou 
Anyone «ngsged in « cdunternwuures program will recognise at once the 

complexity of the problem before him. He ii faced with equipment whkh 
he must evaluate in terma of both theoretical and experimental conaidera- 
tions. Conditions vary with the environment, and evaluative ue^iuques 
which are satisfactory in one particular environment may be next to useless 
in another. Beside», there is the added complication of the human factor. 
The exact performance of H human being cannot be predicted with absolute 
certainty, and one must take into consideration the unreliability of the 
human compenant in any relatively flexible system. These problems are 
not easily solved. Indeed, in the past there has frequently been disagree- 
ment over the question of how the solutions should even be approached. 
Should we approach the matter from the point of view of theory, carefully 
stating the problem, controlling the environment, and collecting laboratory 
data for the evaluation of countermeasures systems? Or should we proceed 
from a practical point of view, considering as well the irrelevant variables 
found in field tests far the evaluation of equipment under specific condi- 
tions? 

The psrewnt chapter adopts the former approach for a variety of reasons. 
The diitiüct'.on between theory and practice is sometimes more apparent 
than real for theoretical developments fiequnnily have highly significant 
practical aspects. Such seems to be the case in the countermeasures prob- 

8-1 



■ 

M ELECTRONF  COUNTERMEASURES 

lern, Evidttjiei already gathered aeenu to point to the cotiduiion that only 
by approaching the matter from the theoretical point of view can the 
relevant relatlonihipi between the whole tystem »ad itt parta be adequately 
studied. We with to get to the fundamental nature of the problem, uncom- 
plicated by irrelevant variables, so that we may both underttssd the fuac» 
tioning of a system and develop means for Its evaluation. Such an approach 
requires that the subject be viewed in the lifht o» recent commualsstioa 
theory. 

Admittedly, such theory is extremely complicated and by no meuu easy 
to understand. It cannot necessarily be assumed to be in the genera! back- 
ground of even very well-educated men. For this reason, thle chapter 
assumes so knowledge of csmmunkstion theory on the part ef the reader. 
For those familiar with this area, the discussions which follow may seem 
overly simplifted. The matter Is handled in this way, however, so that any 
Intelligent reader will be able to follow the dlscussioa onee ha has become 
acquainted with the fundamentals of the theory. The chapter attempts to 
outline and explain the concepts from communication theory rdevanf to 
the present discussion in the hope that by this means the reader will come 
to see the significance of these new concepts for the evaluation of counter- 
measure* proframi. 

A strong psychophysical bias will be noted at race. This orientation 
results from the primary field of interest of the author. The psychophysical 
viewpoint, however, is not the only, nor perhaps the moet important one 
madd in the subsequent discussions. In the countermeosurea problem, ws ara 
faced with the task of evaluating both men and equipment. Fundamentally, 
the task is the same whether one or the other is evaluated in terms of the 
whole. As will be shown below, it sometimes makes no difference whether 
a component under discussion is human or mechanical. It is the function of 
that component in relation to the system as a whole which is of primary 
significance. The reader, therefore, should keep in mind that we am dealing 
with system?. The psychophysical matters, though important In them- 
selves, are also useful in illustrating problems which have more general 
ramifications than psychophyilcs alone. 

Ö.1.1 Th« Basic Prabiem 
In any communication or detection system, two types of general problems 

are likely to appear. The first, and most easily recognised and understood. 
It. the kind that relates to the particular components Individually. Such 
problems may be isolated with more or less ease and referred to particular 
specialists for solutions. Thus, the problems causod by the Individual 
human component may be referred to the psychologist, those of the elec- 
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treaic components to the enihwsr. la tmny isstätma, howevs?, a äsce-sd 
kind of problem appears—that which cosjcerss the rektiors of the iodlvidua! 
part to the system ae a whole. Thm, to use an example from psychopbysies, 
the Inclusion of a human component in a communication or detection 
system introduces not only the problem of human limitations but also the 
problem of those limitations as they are related to factors outside the 
human being himself, most particularly, the lack of relisbiiity of the 
human component in a flexible system. If the purpose of the equipment 
can be made specific enough, automatic equipment is perhaps better but in 
most systems that cannot be designed for a completely specific purpose, 
a human being must be included. 

The exsct nature of functicnal etruclu?« of this human component de» 
pends, la part, upon the way in which it is incorporated Into the system. 
Human beings are extremely complex creatures, and unlike electronic 
equipment, cannot, at least at present, be represented by a schematic 
diagram of Alters, ampliüers, differentiators, or tee like. To be sure, there 
are specific tasks »herein the tie-In to the system m& the purpose are so 
precisely specified that one fundamental schsmatie diagram of the human 
component may be used. If the task is changed, however, or if the lie-in to 
the system Is changed, many of the paratster« of the diagram most nearly 
representing the human component must asifci b@ changed. In some cases, it 
may even be necessary to change (he basic function«' structure represented 
in the diagram. 

The underlying cause of this condition Is thai the hume» being la a self- 
evaluating and self-adjusting system—a fact which leads to both disad- 
vantages and advantages. On the debit side, n number of major problems 
occur when an outside observer tries to predict the performance of a 
hunum being, particularly if the outside observer has difficulty estimating 
the precise environment in which the system Is operating. Suppose, for 
example, he requires that the human component handle more factors thrn 
he is capable of, or demands a storage capacity on the part of the operator 
beyond the Mmlts of human memory. Situations like these would seriously 
affect the efficiency of the system or lead to Its malfunction, simply because 
the human being could not operate according to specifications. Thus, the 
dangers incurred with the inclusion of a human component are easy to 
visualise. 

Yet, although these difficulties of prediction are major ones and can 
seriously affect the performance of the system, they are not entirely dis- 
advantageous. On the credit side, the incorporation of a human being into 
a system can lead to real advantages. An Intelligent component can adjust 
if the original estimate of the environment is Inaccurate. He can change 

' 
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with ths iityation by adjuatfng hsmsslf or the appsrs^us (or both) to fit 
tlifc untoreaeen conditiona. Indeed, he can aometSmea perform better thfe» 
a mechanic«! component. Suppoae, for eimmpJe, that « mechankai device 
äs g«t to receive a signal at precisely J000 cycles per second. If tha tlgoal 
comes through at 1100 cycles per second, the system tall» completely. A 
human being, on the other hand, can react to the umsfmetid emironmetn. 
If there Is time, he may adjust to the ne*r situation, manipulate his equip- 
ment, and receive the signal st the transmitted frequency. Hie behavior 
may, in effect, change the design of the system. He may thus perform better 
than specific automatic equipment because he adds a flexibUity, s meant of 
adjusting to the unexpected» that is beyond the capacity of most machines. 

Because an intelligent component can make up for system deflolencies, his 
introduction can be of real importance to the engineer. The inclusion of a 
human being may permit certain design decisions to be delayed until th« 
system actually goes into operation, at that time the human operator may 
make the necessary adjustments to the spaciflc conditions he finds. In certain 
cases, therefore, the design need not be made too specific, for, in time, the 
human component may adjust to the actual—and perhaps unpredicted— 
environment. He may even make the system work better than it would if 
specific design features had been incorporated. In effect, the system can 
deliberately be made less specific so that the human component may make 
changes when more information is available upon which to base a design 
decision. 

Perhaps an example will aid in clarifying this point. It is drawn from 
the theory of signal detectability, and a number of the concepts and tern» 
may well appear new and unusual. Nonetheles«, it illustrates tha point wall, 
and the explanation will introduce the reader to some concepts that will be 
useful throughout the chapter. According to this theory, the cutoff point 
for accepting a signal (perhaps the bias on a thyratron) is optimally estab- 
iisheri on a knowledge of a number of parameters which define the particular 
environment in which tht equipment Is operating—parameters which can 
vary considerably from one situation to another. Stated flatly, thesa par- 
ameters are, among others the a priori probability of the signal occurring, 
the signal energy, and the values and costs associated with posaibie alternate 
decUions. 

The way In which these variables play their roles c«n perhapa be demon- 
strated by the following ilüustration, which Is not technical, but which is 
quite graphic. Suppose that at the end of a bus line frequently used late 
at night by nurses coming off the late shift at a hospital, there Is a dark 
and deserted stretch of street lined with bushes and weeds. For many years, 
girls have walked along this stretch completely unmolested. Should one of 
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them hm? a mm in the bushes. It would be accepted «s & tlgml that a 
small B.iirml is scampering away (the a priori pr&baHIity—the probability 
before the event—is hifh that that is all it is). The girl la rat frightened 
for It anems that little ia to be gained by panic (value is low), and she may 
be laughed at (the coat is high) for running at every noise. However, sup- 
pose i .rther that a new factor ia added to the aituatio». One night a girl ia 
murdered. Once this event occurs, the vab'ea of the parameters change. It 
is highly likely that many reports will u .e in of girla running home In 
panic pursued by a molester, perhaps imaginery. What has happened? 
Because of the murder, the a priori probability, In the minds of the girls, 
of the aignal meaning "murderer" becomes high. That is, to them any 
noise is likely to denote "murderer lurking near." This signal is heard more 
frequently (though the noise ia perhapa of only very lor itteesity), and 
the values and coaU have changed. If the aignal ia accepted, as it ia Hkeiy 
to be (that la, "murderer la there"), the girl runs because the value of such 
action ("escape with my life") far offsets any possible cost. A change hm 
occurred in the system because of the new Information (the murder) whist« 
has been Introduced. 

To return to the engineering example,, the problem faced by the engineer 
In designing a system is now obvious, The parameters vary from situation 
to situation. Just as they did in the nurse example. Therefore, in designing 
a flxed bia.i into a system, the engineer must assume an environnMAt, or a 
set of environ jenu, which leada him to elect that apsciftc bias. But at the 
aame tfnv, obviously, there are likely to be many environmenta for wLich 
his choice is a very poor approximation. One new fact, as the murder of the 
nurse, fed Into the ayatem can change the parametera or their value« so 
markedly that the ayatem ia totally unaulted for the environment In which 
It ic asked to operate. And, of course, the engineer has no way of knowing 
what factors may crop up to bring about such a change. He may prefer, 
therefore, io provide for nn adjustable bias in Itis system. 

He would like to design a system which operates initially on the design 
engineer's best guess of tht values of the relevant parameters In the environ- 
ment. During its operation, the system studies the environment, making 
new estimates of these values based on the information it collects. It con- 
tinually modiftes its basis of operation to conform to the most recent estimates 
of the environment. Since at the present time, however, it la a difficult 
problem to design these propertiea into automatic devicea, the engineer 
must assign some of the functions of the system to a human being. With 
present knowledge he can In no other way achieve the flexibility and 
versatility required. He assumes, therefore, that the human component can 
introduce into the system the necessary self-evaluation and self-adjustment 
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in s satssfftäory isa.ns$t. Th&t asswüptiOB, however, li ussed oa Uüh evi- 
denc« and much f&ith. Without qyeslion, ths humsa component performa 
thet« function«. That he perfomt them sutisfactorliy it by m mean« sc 
certain. 

Until quite recently, this whole question of human performance bed not 
been deemed tuMciently important to Juetify major coiuldtnUon, mainly 
became it had not been neceeaary to demand ths best poMlbi« tue of human 
component« in both, communication am! radar cyetenu. For aiample, the 
relatively «mall amount of traffic in communication tystems allowed plenty 
of bandwidth to be aasigned to individual network«, and in radar «ystema, 
there ha« ordinarily been sufficient time for human being« to react to sfenal«. 
Under such conditions, it was not at all necessary to demand optimum use 
of the human component. Recent developments, however, indicate that In 
the not-very-di«tant future, system« which employ human being« will have 
to moke much greater tue of human capabilitie«, mainly because of reduced 
time and increased traffic in radar and communication systems. 

Consider, for example, the radar problem. The speed of modern missiles 
and counter-missiles is such that recognition end interception must occur 
in intervals of time beyond the fastest of human reactions. To use a com- 
monly recognised illustration, the problem of the human operator is similar 
to that of two pilots in Jet planes approaching each other while flyiap by 
viiuai observation alone. Speed has become so great and reaction time 
requirements so stringent that the planes may collide before the pilots are 
even aware of any danger. To be sure, these are extreme cases in which 
the unaided human being can do nothing. In other cases where more time 
is available, the human capabilities will have to bo taken into careful 
consideration. 

The problem exists as well in communication systems. Traffic has in- 
creased to such an extent that extravagant assignment of bandwidth to 
individual nets is no longer pouibl«. The nets must op^rsts on narrower 
bands, a condition which entail« «ome «erious problems, not «II of which will 
be immediaiily apparont to the reader «irce they involve «ome concept« 
from information theory (they will be handled In more detail in Section 8.2). 
Nevertheleu«, the general nature of the problem may be mentioned here; 
more detailed analysis of the concepts will follow. It i« hoped that H we 
proceed, the matter will become increasingly clear. 

The first and rocit obvlou« effect of the narrower bend« i« the reduction 
of the information-carrying capacity of the net«. If the «ame rate of in- 
formation flow i« to be maintained, thl« effect entail« the need for «ome 
efficient uie of the assigned channel«. A number of consequence« come to 
mind. Suppose we assume a human being speaking through a channel. The 
code he uses may have to be more efficiently constructed in terms of the 
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capacity of the channel. (Tita word "cod«'' Is not imd hare In its moat uaual 
mmning. Any accepted means for t?«i«mJUing inform&tliHt—ianfuafe, 
flaihes of Sight, dots and daahps, even tone of voice—may be classed as a 
s~ie.) If the human voice employing language is transmitted over a narrow 
channel, the tone of voice or the limits of high and low inflections (and this 
is part of the code) that must be used if the message is to bo received with 
sdnimum uncertainty may have to be specified. Thus, the codes must be 
carefully designed, for we cannot afford to depend upon communication 
systems for which our expectations are unreaHatk, 

More efficient utiUaation of the channel capacity will, of course, increase 
the susceptlbiiUy of the system to Jamming. Jamrning reduces the capacity 
of this channel. Since the bands are smaller, less noise power will be needed 
to Jam the message (though naturally It will be harder to introduce). To 
counter this susceptibility, it will be necessary to make an intelligent use 
of redundancy. This means that those elements which do not add Informa- 
tion should serve, in effect, as error-correcting elements, thus increasing the 
certainty with which the message Is received. Notice, for example, the 
redundant letters I» an Englls sentenc; we can reconlse the words even if 
leters r omited. A wideband gives us a Und of wasteful redundancy- 
much more than we need. Since we will be forced to avoid this type, we 
will have to use that which remains to reduce the danger of equivocation— 
of uncertainty on the pat* of the receiver—which increases with Ihs narrower 
bands. For example, detailed standard operating procedures may have tc 
be specified to fit existing conditions so that redundancy is definitely built 
into the system. 

In the future, therefore, it appears that more attention will have to be 
directed toward the problem of using the capabilities of the human com- 
ponent more efficiently. The knowledge basic to this consideration will come 
from psychophysics.1 experiments, probably performed within the frame- 
work of models of developments m nxtrd that their poUntls! has sot yet 
been generally realised—statistical decision theory and the theory of signal 
detectabiHty. This area of research has only a brief history. It dates pri- 
marily from Shannon's paper on the mathematical theory of communica- 
'*on, published In 1947. This and ether studies, as will be seen in subsequent 

■tions, have furnished the scheme of the basic communication system and 
certain fundamental concepts pertinent to the present problem. Although, at 
titut glance the concepts seem difficult (the vocabulary, !i< particular, is not 
easy to master), they are of such importance that anyone working in a 
countermeasures program should be aware of what they Imply. For despite 
its short history, the theory has already demonstrated a potential to furnish 
some o> the required knowledge. 

We shall begin, therefore, with a brief outline of the pertinent concepts 

^ 
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in MsrimUm ihmty and analyse Ike coiamuntcstbn, radar, and ccunter- 
mea«urei probiems in term» of these concept!. Aii three problems are In- 
cluded for a definite • won. Before the counternssssiireis problem can be 
fully understood, the , .der muit be thoroughly familiar with the natures 
of the target system themselves. Since the communication and radar analyses 
illustrate problems Inhereni In the target sysieina, each is ireatscj at length 
before the anelysis of the countermeasures system. The communication 
problem is bMicalty a recognition one. It involves two people in a com- 
munieetion game in which the message ensemble can be kno*1« in advance. 
The radar problem differs in that it also Involves detection, and the messfige 
ensemble (the targets) cannot be as precisely known in advance. Only when 
these problems are clarifled can the countermeasures problem be properly 
analysed. 

Analysis of these problems will reveal a number of areas requiring re- 
search. Some of the problems are quite specific. Thus, in the communicition 
problem, as will be seen below, this question arises; information already 
gathered indicates that from the decoding standpoint, sequential observa- 
tion (observation over a flexible time interval until the observer achieves 
a level of confidence that he has received the message correctly) is more 
efficient than fixed time observation. Sine; ?h)« i* true, it becomes important 
to know the extent to which a hunir.- op. ..« can act as a sequential ob- 
server. Other areas for study include those in which even basic knowledge 
is lacking; for example, the manner in which a human operator on the 
receiving end of a communication channel stores and decodes messages 
(that is, reconstructs the trannmitted message from the signal he bis 
received). 

Each of the three genera! problems (i.e., communications, radar, and 
countermeasures) is stated within the theoretical framework of communi- 
cetbn theory and the theory of ilgnal detectübility. By establishing a 
single consistent framework it is possible to treat complex problems involving 
more than one of these systems. The framework leads to the establishment 
of those relevant measures upon which the evaluation of these complex 
systems and their components can be based. It is, further, the framework 
within which basic studies should be conducted for the purposes of increas- 
ing the scientific knowledge leading to future advances in the counter- 
measures program. 

8.2 The Communications Problem 
Before any effective countermeasures can be taken, the fundamental 

nature of the communications system must be clearly understood and the 
problems relevant to the general area of communications carefully analysed. 
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The problem« at concern here «re inherent In the systems themtelves, a fact 
which must be kept conatantly in mind throughout the dlacuaeion. Effeefive 
countermeMurea must therefore be bawd on a thorough undnrstssding of 
the system, In this section, special problems of coding, decoding, »nd the 
UM of redundancy will be analysed with a view toward suggesting a number 
of areas in which further research and study are etpecittly desirable. Sine« 
these tern», however, are used in a very »peel«! sense, a considen^le 
amount of background material will have to be introduced. 

The basic communications system and its important components are well 
illustrated in the block diagram upon which Shannon based hi» fundamental 
theorems, and the theorems themselves (although they are statements of 
averages which cannot be indiscriminately applied to realisable systems) 
are useful in the fonr&tion of the problems. A word of warning «hou'.d 
perhaps be added here. The application of the theory depends upon large 
samples which permit the application of statistics. It is a theory of averages; 
although prediction» can be made about a system m the averagt, the out- 
come of any individual event cannot be predicted. For example: the rate 
of radioactive decay is essentially a statistical phenomenon; the behavior 
of an individual particle cannot be predicted. In a similar fashion, in infor- 
mation theory, theorems are baaed upon a large number of messages; the 
theorems cannot furnish the basis of stating the fate of any one message in 
particular, This problem causes difficulty because individual messages are 
of concern in the application of information ttaory. 

Shannon's diagram, modified only by the addition of a feedback channel, 
IK reproduced in Figure 8-2. !t is a general system not descriptive in detail 

FiOURK 8-1   Batic Communlcktlnni Syitem 

of any specific system. Nevertheless, its very generality is the basis for its 
usefulness, for It describes—abstractly—any communications system, from 
high-speed electronic devices to two (riendx engaged In conversation, from 
a radio or television broadcast to a pair us Indians sending »t.ioke signal». 
In eadt case, the basic components are the sane. 

There is an information sourer which select« a desired message from a 
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ict of possible ones, each with « prob«bi!lty th«t it wil! be transmitted 
when trsBisnimion occurs, The transmimr encode» it into « suitabb code. 
That is, It changes the Riesttag« into the signal which it aeadb over die 
comunicationa ckannel, any medium—a pair of wires, a band of radio fre- 
quencies, a beam of light—that can be used to tmn»^!t the signal to the 
receiver. The receiver accepts the received sitml—th.* transmitted signal 
plus noise, any addition or change (distortion or error) not intended by the 
transmitter—and decodes it. That Is, it reconstructs the message from the 
signal and passes it oa to the destimiion, the person or thlbg for whom the 
messfig« is intended. 

Perhaps an example will illustrate the fundamental nature cf the ab- 
stract system. Consider two friends engaged in a conversation. The speaker's 
brain is the information source; his vocal system, the transmitUr. His words 
(the coded message) are transformed into varying sound pressures (the 
signal) and transmitted over tht air (the channel). His friend's ear and 
auditory nerves are the receiver; his brain, th« destination. Similar examples 
could be constructed from any situation in which communication is taking 
place. The general system describes them all equally we!!. 

From the point of view of this section of the chapter, the most algnifleant 
problems are those arising from the coding and decoding of the message. 
These problems are the same whether the coding Involves language, binary 
digits, flashes of light, or current passing through a cable 

Around the block diagram Shannon constructs a coding theory, statistical 
is nature, which will be useful in the discussion of coding problems. To be 
sure, bis theory muct be used with care, for, as Shannon himself has noted, 
the herd cere of the thswry >■ a branch of mathematics, a strictly deductive 
system. The theorems he prejents are statements of statistical averages 
expected of communications systnms exhibiting stable statistical properties. 
This means dealing with infinite series of events, all of which have UM 
tame experience entering into them. The system is not altered by experience, 
nor does It change as it goes along, unless such change is built Into the 
system by some general statistical rule. Let us also stress «gain that we are 
dealing with averages, which, like all averages, cannot be applied indis- 
criminately to particular situations. Shannon's fundamental theorem, for 
example, assumes transmission forever. Such a principle, based upon infinite 
time, cannot be applied to a realisable, finite system unless one is well aware 
of the dangers lurking in statistical statements. 

Still another difficulty has to be mentioned. The vocabulary of informa- 
tion theory is somewhat hard to master, not because the words a-e difficult, 
but because they have common as well as specialised meanings. We have 
already noted the rather special sense in which the word code is used her? 
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to meiip something much less specific th:.a is atAlti&ry «sag«, Other words 
are even more difficult to grasp; informhiion, for example, is mi meenins, 
but rather a measure of one's freedom of chdcs whan selecting a message. 
Confusion can result in one's mind because a word like information has 
these two meanings—one in general use, om in term* of Information 
theory—both of which are needed in discussing communications. The 
reader must constantly keep in mind, therefore, how these words are being 
used. 

Nevertheless, despite these limitations, Shannon's theorems are useful In 
helping to formulate the problems and will therdcre be used throughout 
this section, especially In the analysis of the problems of coding. No attempt 
will be made to prove these theorems. The proofs require a considerable 
amount of mathematics and are clearly beyond the scope of this chapt«r. 
The interested reader may consult Shannon's work Itself. For the purpose 
of this chapter, it wih have to sulthe to state and explain the theorems so 
that the reader may understand the concepts Involved. Most pertinent to 
this discussion are the four concepts detailed below. 

(1) The informatim flow in a cnmmuHkation system U the samt whtiher 
viewed from the standpoint of tht transmitter or the receiver. Again the 
reader must keep in mind, both here and throughout the entire discussion, 
that Information, as used here, is noi meaning, but rather a measure of one's 
freedom of choice when one selects a message. Perhaps the term can best 
be explained as follows: In information theory, the word entropy is used to 
express the degree cf randomness in a situation. It is measured logarith- 
mically and is expr sed in terms of the probabilities involved. The more 
equal the probabilities, the greater the entropy. Information, then, Is a 
measure of the reduction of entropy, or of uncertainty, in a communlcailo«»' 
system. What the theorem is saying In effect is that the channel can reduce 
uncertainty by so much, and it does not matter from which end you iook 
at It. 

Two examples may help to iliustraie this concept. Let us assume a channel 
transmitting the digits 0 and 1, with each digit equally likely to be trans- 
mitted. From the transmitter's point of view, the rate of information flow 
is inaasured by the change in his ability to predict the received digit before 
he knows the symbol to be transmitted and after he knows it, From the 
receiver's end, the rate of information flow is the change in his ability to 
predict the symbol which is transmitted before and after the signal is 
received. In our assumed channel, the O's and 1's may be mapped Into two 
things each. Let us say that a o moy be A or B, a I either C or D. 0 and 1 
are equally likely to be transmitted, and the received digiif are A, B, C, 
and O. 
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From the tranttnitter'i point r-j view, before knowiedge of the signal to 
be transmiued, the receiver wiil receive one of four digits, exch with a 
probability of .23. With knowledge of the signal to be irammltted, the 
receiver will receive one of two digits, each with a probubtlity of J. The 
uncertain^ has changed from two bits to on« bit; it has baen reduced by 
one bit. From the receiver s viewpoint, befsre knowledge of the signal, 
either a 0 or a 1 will be transmitted, each with a .5 probability. There Is, 
therefore, one bit of uncertainty; It has been redastd by on® bit. New 
notice what has happened. The transmitter's uncertainty ha« been reduced 
from two bits to one bit, the receivers from one bit to none. In each case 
uncertainty has been reduced by one bit. Since the information flow Is 
measured by the reduction of uncertainty, it is clearly the same no matter 
which end of the system is considered. 

Let us esamine another example. Consider a system transmitting the 
binary digits 1 and 0. For the sake of a simple illustration, we will assume 
that it is a symmetrical system. The probability before selection of the 
digits is .S that either will be Mlected. This probability is the same from the 
point of view of either transmitter or receiver. Suppose further that once a 
0 is transmitted, the probability that a 0 will be received is .9 from the 
transmitter's point of view, After the perturbed signal (signal plus noise) 
is received, the probability that the C Is correct is .9 from the receiver's 
point of view. For ease of calculation, we hav« assumed a symmetrical 
system. The same holds true for an asymmetrical system. The calcuiatlons, 
however, ire so involved «s to be out of place in this book. Actually, the 
point should be clear without them: the channel can reduce uncertainty by 
so much, and it maUers not tt all whether it is viewed from the transmitter's 
or the receiver's end. 

(2) There exists a code it/hick leads *o arbUfarüy small arror and still 
permits information flow at a rate nearly that of the capacity of the channel, 
whereas any code which attempts to transmit et a greater ret« mttst lead to 
en equivocation* at least as great as the difference between that rate end 
the capacity of the chanml. This means that so long as ths capacity of the 
channel Is equal to or larger than the entropy of the source of the messages, 
we can transmit with as small a specification of error as we choose, so long 
as the transmission process continues over an infinitely long period of time. 
With time uniimited, error-checking devices can be built Into the aystem. 
The longer the time allowed for this purpose, the more effective these 
checking devices cnn be. 

Consider some of the means by which this can be accomplished. One 
method of error correction is simple repetition. The message, for example, 

*Equtvocttlun refm to the tvertgc uncartnlnty exiitlng k(t«r th« tmnamiMion. 
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Biay be repeated one»—1389, 1389—giving a redundancy of 50 percent in 
the total message. Or the message might be repeated three Jirr.«'4 2469, 
3469, 2469 (redundancy is 67 percent). We might prefer to take the mm 
of the digits, 31, (redundancy is 33 percent), or perhaps only the last 
digit of the sum, 1, (redundancy is 30 percent) to show that the message 
la correct. The prineipls is one faiHliar to those who have had experience 
with legal language. In an act of sale of a piece of property, a lawyer may 
write that the seller agrees to "grant, bargain, sell, convey, assign, transfer, 
and set over" that property to the buyer. What he L doinc in eh'ect is 
building redundancy, an error-checking device, into his message to make sure 
that it is not misunderstood. It can easily be seen, therefore, that with 
inßmtaly long time for transmiisbn. messageis can be sent with arbitrarily 
small error, so long at the capacity of the channel is equal to or la. ger than 
the entropy of the cource of the messages. 

The above examples are merely intended to illustrate the rote of redun- 
dancy. In the first example, that of repetition, no n«r information is trans- 
mitted after the ftrst transmission. The second example again has this 
feature; the transmission of the sum is pure redundancy and serves only to 
detect errors. In the third, that of the legal language, each word carries 
some of the information included in every other word and some that is not. 
A single word could be coined to cov*r this set of words. None of these 
examples pretends to illustrate a use of redundancy which reduces error 
without reducing the rate of information flow. 

If, on the other hand, on« attempts to transmit at a rate greater than the 
capacity of the channel (the capacity in this case is smaller than the entropy 
of the source), tin equivocation would be incurred equal to or greater than 
tha difference between the capacity and the rate. Of main concern here is 
the relation between the capbcity of the channel and the rate of transmis- 
sien. Thus, if the channsl capacity !« varied («§ when employing counter- 
measures) so that the channel capacity is less than the rate of transmis- 
sion, the theorem states that there must be equivocation, or uncertainty, 
when the mess&ge is received. 

The remaining concepts may be stated very briefly: 

(3) Thfi rate of injormatiun flow from tratumitter to receiver in the 
system iltuttrated in Figure 8-J is nstricttd only by the capacity of the 
forward channel, 

(4) The feedbach channel can be employed to reduce the error rate of 
the information flow from transmitter to receiver, but not to increase ike 
capacity of the forward channel. 



SaBSBHSWaHl 

'• 

8-14 ELECTRONIC COUNTERMEASURES 

Other concepts, ospeciaiiy some from tUtictieal deetslon tbeory, will alto 
be employed, but fine« thsy «re reisted primarily to problems in decoding, 
they will be dlscusaed in Section 8.2.2. 

8.2.1 Codiag 
From the discussion above It if obvious that ihn employment of redun- 

dancy is an important coding problem. A great deal! of highly sophisUrated 
mathematical effort is belüg extended in this direction. The fact that this 
is not treated in detail in this chapter should nod minimise the importance 
of this work. It is extremely importam, but requires moni teduakai dis- 
cuscion than is possible In this chapter, Consequently, the discuMion is 
devoted to voice-communication channels, or subject matter not tuffldlently 
understood to permit sophisticated mathematk«! treatment. 

A number of coding problems deserving further study have been sug- 
gested by research conducted at The University of Michigan. Two of these 
problems in particular involve the use of a human being on the transmitting 
side of a communications system. These arc interrelated, for they involve 
not only the question of coding procedures in voice communication so that 
the greatest Information r«;« per unit time may be achieved, but also raise 
tho question of how these procedures should be determined for a given 
situation. It has already been shown that a human being can add flexibility 
to a communications system simply because he is a self-evaluating and 
self-adjusting component, To apply thin concept to the coding problem, one 
may note that he has th« ability to change the code through the use of 
varied reading rates, changes In volume, shifts in inflections, and the W/% 
The problem, therefore, is how to put this flexibillly to use. In other words, 
what can the human operator do to adjust his coding procedures to achieve 
the highest Information rate per unit time? And more important, is it 
potsible to devise a general rule which will teil the human operator which 
of the changes to use in a given situation? 

From this point of view, it Is Important first to know the maximum in- 
formation rate achievable In any given system. Figure 8-2 illustrates this 
problem. It is derived from calculations which are beyond the scope of this 
chapter. The reader is asked, therefore, to accept the graph as a true picture 
of the situation. The graph shows that, for a fixed signal-to-noise power ratio 
in a digital channel, the information rate per unit time varies as a function 
of the energy per symbol, or equlvalently, as the duration of the symbol. 
It applies to a channel in which each symbol In a sequence is Independent 
of every other symbol in the sequence. 1'he two line» Illustrate the relation 
in situation» based upon two different assumptions. The first assumes that 
the signal Is known exactly; that is, if the signa! exist«, its waveform Is known 
exactly, even to Its porition In time. The curve shows that the reduction of 

isaSi 
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error in such t dumssai can he ac- 
compliilied by Increciing the vnngy 
ti the symbol, in this situation, only 
at a cost or a loss of infonmtion rate. 

The other afsumes that the signal is 
known only staiisticaUy; that is, that 
the waveform is known, but perhitps mi 
its position on e Axed time scale, or per* 
chance, the amplitude. In such a situa- 
tion, the curve achieves a maximum 
point in time, a fact which suggests the 
need for further study in coding prc- 

pKsible, In a voice- 
channel, to achieve 

something like this maximum? Is it 
possible to plan the redundancy in a 

way which permits the reduction of error without paying an excessive 
price in reduction of infonnation flow? According to Shannon's lundamenui 
theorem, there exists a code which ran reduce error to an erbitrarily small 
amount without the loss of information rate illustrated in the first curve. 
By this theorem, also, there exists a code which can lead to an approxi- 
mation of thf information rate Indicated by the maximum of the second 
curve In Figure S-2, v.Hh arbitrarily small error. Although it would be 
eatremely optimistic to attempt to achieve these cod«« in voice-communlca- 
ticn channels, their existence indicates directions In which progress might 
be sought. 

This optimum cede, however, require» infinitely long delays to achieve 
the Arbitrarily small error rate, for the theorem astumes transmission over 
an infiait« penod of time. In situations In which a fixed amcunt of informa- 
tion is to be transmitted, or in which the messages are independent, the 
theorem tnny not apply. In such situation» correction must come within 
the message itiJf or not at ell, for one frequently cannot afford the time 
needed to assure minimum error through correction devices built into the 
code. If the message contains information urgently needed at the receiving 
end, we cannot waste time purely for the sake of an arbitrarily specified 
reduction of error. Nevertheless, there may well be optimum codes achiev- 
ing a mini.num error rate in accordance with the restrictions placed on the 
communications tiuk, In other words, of a number of possible codes, we 
would like to find the one which, though falling short of the ideal, still has 
a minimum error rate in terms nl the finite task that the communications 
system is required to perform. 

For situations in which the sMnu' is known only statistically, it becomes 

mtmasBmmBMBsmmmm 
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highly Important to conduct studies, either theorttkal or ssptrhneat»!. to 
establish maxinM, or approximations of maxima, for curves such aa thai in 
Figure 8-2. When a human component is built into the system, such studies 
would Include research In voice communication. One would like to know, 
for example, the Affect of reading rats in the establishment o! such a maxi- 
mum point. Othe'- variations, such as change in volume, tone, and pitch in 
the human voice should be considered as wnll. 

An example may clarify the problem. Suppose that a babble of voices Is 
used as an interference signal in a communications system. Whan this 
sound Is evaluated using an articulation test, that is, one with a fixed 
reading rate, it is found to be quite effective in interfering with the syetem. 
But wher the parson transmitting is permitted the freedom to vary his rste 
of speech, he can sometimes find a reading rate which will permit him to 
get through the babble and render the Interference ineffective. Almost every- 
one is familiar with this problem from his experience in crowds, at cocktail 
parties, and In night clubs. Dupite the hubbub, «rio can frequently find a 
code (a speed of delivery, a volume, or a tone of voice) which will permit 
conversation. Despite this ability, it is not possible, of course, to remove 
equivocation completely in flnlte time, but it is certainly possible to opti- 
mtee to get the best information per unit time while accepting some error. 

The second problem in coding procedure—the need for a general rule by 
which ihe particular code for use in a given situation can be determined— 
is illustrated by the data plotted in Figure 8-3. Once again the reader is 
asked to accept the Agure and the calculations that have gone into it without 
further development. In this Agure, the information rate per symbol or per 
message is plotted as a f'mction of the messake ensemble slsc wherein the 
signal-to-noise energy ratio per symbol is Axed. In this particular illustra- 
tion, ensemble sUe is roughly analogous to vocabularly sise in on articulation 
test, and each curve represents k different value of 2B/N9, a ratio which is 
so important to the understanding of both this and the radar problems that 
some explanation of It must be introduced here. 

Stated briefly, the ratio ZB/Nn (where E Is the signal energy and Nn 

Is the noise power per unit bandwidth) describes, for the case in which the 
signal is known exactly, the separation between the means of two statistical 
distributions divided by the standard deviation when these two distributions 
are along a unidimeniional decision axis. One of these distributions is for the 
probabllty density of a measure on the decision axis when noise alone 
exists, whereas the second is conditional upon the existence of signal plus 
noise. It is further known that for smali values of IE/No, one gets a large 
amount of equivocation with large ensembles, and a relatively small amount 
with small ensembles. As the value of 2E/NU is increased, however, the 
equivocation In bits is decreased much faster In large ensembles than in 



PSYCHOPHYSICS IN ELECTRONIC WARFARE e-r 

«••t« Clni« ' (I     "^'(M" l)       WMtf UrAMCKUnluMl««««« 

Fiouu 8-]   Rat« of Inforimtlon ptt Second at • Function of tht Enntmblt Sin with 
Signal EiMrgy ConiUnt 

imall ones. (See Figure 8-3 for «n Illustration of this relttion.) For each 
value of IRINQ, therefore, there i» an information rate per symbol or per 
message fur each ensemble sise, and for each vich value, there Is an optimum 
ensemble stae for the rate of information flow. 

Ths curves in Figure 8>3 illustrate this fact As inentioned above, each 
plots a different value of 2E/Xtt. Accordinir to the curves, for each signal- 
noise energy ratio, there is an ensemb w »ite which leads tu a maximum rate 
of Informatir« flow. Ensembles smaller than this do not have suffldeat 
entropy to Justify the capacity of the channel. In other words, the capacity 
of the channel is so great in relation to the entropy of the ensemble that a 
large amount of channel capacity Is wasted. Conversely, ensembles greater 
than this are too large for the capacity of the channel. And as Shannon has 
shown If one attempts to transmit at a rate greater than the capacity of 
the channel, one incurs too great an increase in error. 

One is tempted, of course, to think further in terms of Shannon's funda- 
mental theorem and to search for the ideal code, one which will permit 
information flow at a rate near the channel capacity with arbitrarily small 
error. The theorem, however, assumes infinite time for transmission and 
cannot be applied to a finite system. It is based, moreover, on an existence 
proof. Although we know that the code exists, it is not defined, Yet despite 
these limitations, the concept remains useful, fui it dees state a bound, or 
standard, against which to compare performance. It represents nn ideal in 
terms of which the efficiency of the real can be judged. 

In voice cummunlcation studies, for example, one may find that, through 
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iriieimgent espcrämer.t&tiün St is pomlblt to determine generM rules usefuil 
in estsbUshiug th» bent ot ft set of procedures. Consider, M tn illustration, 
the reading rate established in « Stsnding Oper«t!ng Procedure. It is deslrad 
to deternine the optimum reitding rate based upon the Actual sltufttion 
«tncountered. In other words, since the human compoüint add« flexibility to 
the communications system in that it «Hows the system to «idapt to unfore- 
seen circumsttinces, it would be valuable to establish ruks upon wk'sh 
individual itajding operating procedufe» could he based. Any givta pro« 
cedure, th» .cfurc, would not be standard for all situations, but for particular 
kinds of situations. Such knowledge should help increase the information 
flow and decrease equivocation. It should enable one to approach the best 
possible conditions. 

8 2.2 Decoding 
A second general area in which further study is essential is that of de- 

coding arid, most especially, the function of the human being on the receiv- 
ing end of a communicBtions system, To understand the problems raised 
here, one must be somewhat familiar with not only the concepts of Shan- 
non's theory, but also with three concepts from statistical declsloa ttheory. 
Let us first state them flatly and then proceed to an explanation of each. 
They are: (1) Woodward and Da vies* asiartion that a statement of a 
posteriori probabilities contains all the information in the received signals; 
(2) Van Meter's recently advanced conclusion that decisions on part* of a 
message should be made to preserve as much information as possible, while 
decisions on the total message should be made In relation to some other 
criterion, such as the necessity fur action; and (3) Wald's concept of 
sequential observation as more efficient than fixed time observation in that 
the same error reatrictkns can be satisfied with less average time. In the 
following discussion, each of these ideas will be applied to the analysis of 
the problem. 

Basic to the discussion is Woodward and Davies' concept. They have 
shown that a statement of a posteriori probabilities contains all the infor- 
mation contained in a receiver input. This concept merely restates the one 
made earlier—that It does not matter which end of the communication 
system one looks througli; the information remains the same. With decoding, 
however, there is the danger of losing information. Doubtful signals must 
be decoded with one meaning or another. As long as one is dealing only 
with the signal, there is a possibility of correction of error. Once the decision 
m to its meaning is made, however, information can and will be lost. 

This concept is important because it yields a general rule for the question 
of when to decode. According to this concept, one should decode only when 
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A decision Is neceiaafy (or some coiwtderaUon beyond those involving in- 
formetion. It may be neceüssry, for example, fnr the InfomrnUoa to be 
relayed to another station by different means. The relay chsnuei may not 
have the capacity to transmit the received signal. In «tuck a case, the infor- 
mation must be decoded and sent. Or the nature of the message may be 
such—the presense of unidentified aircraft approaching in force—that one 
willingly incurs the loss of information so that necessary action may be 
taken. In the latter case, the need for action quite obviously overrides the 
need to preserve information. In other taies, however, where no such deci- 
sions are necessary, the preservation of information Is of main concern. 

This conclusion ic certainiy consistent with the concept recently advanced 
by Van Meter. He presents the view that all efforts should be directed 
toward preserving information until the need fur action arises. It may be 
necessaryr for example, to make a decoding decision because of a storage 
limitation. If this necessity should arise, the decision should be based upon 
criteria designed to preserve as much information as possible. To preserve 
information should be the major concern in every situation except thai in 
which action becomes necessary. Only then should the criteria be changed 
to base the decision on getting the best possible results for the action. In 
other words, until there are us^s for the information, all efforts should be 
directed toward storage of information as such. When the uses exist, the 
efforts should be directed toward optimising the use. 

The importance of these concepts is apparent when a human component 
on the receiving end of the system is considered. There are many things 
about him that one needs to know, most ecpecially, how he stores and de- 
codes the message. Does he decode unit by unit, symbol by symbol? In 
other words, is hs like a novice trying (o hold a conversation in a foreign 
language, translating each word as it comes up? Or doss he, like a fluent 
speaker, preserve sentence alter sentence in his mind, until he must act, 
that is, reply to the one he is speaking to? Does he, therefore, store infor- 
mation as far as possible, making decisions only when there is some com- 
pelling reason to do so? Suppose, further, that the time has come to act, 
that it is time, for example, for im to transmit to another station thai 
Information which he has so far ru ved. Upon what criterion has he acted? 
Did he make his decision, as suggested by Van Meter, with a view toward 
preserving as much infomuiilon as possible? If, on the other hand, he has 
decoded so that action may be taken, has the decision been based upon 
principles that will bring about the best possible outcome of the action? 
These question,« clearly Indicate that the inc!usk>n of a human component 
in a communications system raises many problems which require further 
study. 
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Stül another problem deserving further research is suggested by Wald's 
Cdfscept that a sequential observation is more efficient itmn a flxtd-time 
observation in that the same error restrictions can be aa.. tfied in an average 
of half the time. The following illustration may clarify i eoacept. Suppose 
a man has been invited to deliver a lecture. If he is important enowgh, he 
might conceivably elect to put his lecture on tape and have it played for 
hi* audience. To do this, however, he will have to estimate in advance the 
level of knowledge of his audience, the conditions in the auditorium, their 
attentlveness, 2nd many other factors. He will have to mak« his recording 
on the basis of his estimate of what the average conditions will probably be. 
If he speak« in person, however, he can base some of hl.< decisions on infor- 
mation he collects as he speaks. He may be able to Judge from the facial 
expressions, nods of the head, etc., when each successive ides has been 
understood. Thus, he dwells on each idea until he receives confirmation 
from the audience that It Is satisfied. On some of the Ideas he may spend 
a longer lim» than he would have had he taped his speech in advaace. In 
others ha may And he does not need to sp^d as much time. OR the average, 
assuming that it is a long speech containing many Ideas, the speech would 
require less time per idea If he delivered the tal): in person than if he taped 
it in order tr achieve the same level of understanding on the part of the 
audience. 

In effect, the tape-recorder example Is analogous to the problem Involving 
fixed-time observation. With a pre-established code—one constructed in 
advance—we must work upon the principle of averages. We accept a time 
unit which, on the average, should give us a reasonable probability of 
certainty, though we recosnlie and accept the fact that error is present. It 
is like plarning a stock-buying campaign in advance. W« know that we will 
make errors somewhere In our estimates and calculations, so we must make 
our plans on the average if we are to have any success. We have to accept 
error. In a simitir faahlc-n, with fixed-time observation in a finite system, 
we must also accept a degree of error. 

On the other hand, the sequential observation—and our speaker permits 
his audience to act sequentially—enables us to operate more efficiently. 
Instead of operating on averages aline, averages which may not be at all 
descriptive of a given situation, the observer makes use of information 
immediately available. Thus, Instead of observing for a fixed length of time, 
he observes only up to the point at which he achieves a certain level of 
confidence. To follow up our stock market analogy, with sequential observa- 
tion, we would not plan the campaign In advance, but would make our 
decision» on purchases and sales on the basis of day to day Information. We 
would have a clearer picture of the situation in which we are operating end 
thus should be able to reduce error. 
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Perhap« the most slgnsäkant fact about MquentlaJ observntSon Is that the 
otaerver he« control of the length of obgsrvaton time. Once he hag the 
iiifomution, or ha» achieved his degree of confidence, he does not have to 
waste time by building In redundancy or error-correcting devicei. He can 
s^c*pt the signal and go on to receive additional Information. On the average.- 
*iie observer who operates according to Wald's concept cuts the length of 
time to the point of removal of uncertainty to about half. Thus, he ralits the 
degree of certainty per unit time. 

Since sequsT.Ua' observation is so sigRiScasit, one may well »sk how tti- 
kind sf process may bs built into a communications system. The bloek 
diagram in Figure S-l contains the means which makes this kind of obser- 
vation possible—the feedback channel which serves the same fuactlcn as 
the audience's reaction did in the speaker example. Only a low-capacity 
channel is needed since Its sole function is to transmit to tlw source the 
information that the receiver has now completed an obiervstion. The re- 
ceiver listens to the signal until he Ig in a position to accept one of the 
symbols with a satisfactory degiec of conflden^e. At this point, he transmits 
Ctrer the feedback channel a single binary digit which states that he is now 
ready to start tl hw**Jcm of the next symbol. The capacity required of 
the feedback ck^f- ... mis way is at most one bit per symbol. By 
using :Ia* if i-m human observer in a communications system can 
observe »t, .^liy. He &». satisfy the same error restrictions as In fixed- 
time observation in an average of half the time. 

Since sequential observation might Increase the efficiency of a communi- 
cations system to such a marked degree, and since, also, the human com- 
ponent may serve as such an observer. It is clearly important to know the 
extent to which the human operator can act as a sequential observer. It 
will be noted also that this type of observation adds a dcsirablt kind of 
fiexibiiiiy to the communications system since it allows design decisions to be 
delayed until the precise environment is known in which the system is oper- 
ating. Studies ir. this arna, therefore, should provide information for Improving 
the efficiency of communications systems. 

S.2.S UM of Redundancy 
A third problem requiring further analysis and research is that of the 

use of redundancy in a communications system. The term redundancy as 
used here Is thai fraction oj the structure of the message determined not by 
the free choice of the sender, but rather by the accepted statistical rules 
governing the use of the symbols in question. Varying degrees of redundancy 
may be built into any system. The amount of redundancy (actually about 
50 percent) in the use of letters in the English language was already shown 
In the introducdun. and it was discussed above (in terms of the second 
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concept from Shftnnon'i theory) hew redundancy ess be built direclly Into 
a meswge. Such redundancy, of course, decreases lbs infornrihHan freu«- 
tnitted but adds ritessurebly to the degree of certainty with wlaid« the 
nuMMAge i* received. It serves, in effect, «» mi errof-correcilng device. 

Fundsfnentsl to this discussion of redundancy Is the ftr»t concept frcsn 
Shannon's theory (that the ritte of information flow is the mtm viewsd 
from thn standpoint of aither the transmitter or receiver), 'ink cancept k 
very important in understanding the effectiveness of the pertormane« of 
the total system, Hie reader should refer back to the first example givtr. in 
the discussion of this concept, that In which the uncertainty of the trans' 
. ittev was reduced from two bits to one bit, that of the receiver fmnt one 
bit to none, so that in each case the uncertainty was reduced by one bit. In 
this case, the a friori uncertainty of the receiver was not matched to that 
of the transmitter. Wth the mismatch, there must be some equivocation 
at one end of the channel. It is only when the two ensembles are matched 
that equivocation can go to sero at both ends of the channel. Thus, the 
uncertainty of the receiver should be matched to the uncertainty of the 
transmitter, a matching which can be achieved only through the uae of « 
priori Information—that is, when the receiver has knowledge of the mesesge 
ensemble. 

This fact suggests the necewity of matching the ensemble of the trans- 
mitter with the ensemble of the receiver. Consider the following iiiustrations- 
Suppose the ensembles are completely unmatched and that an audience 
which understands only English suddenly finds itself being lectured to in 
Japanese. Since there is almost no relation between the languages, the 
message vnsemble of the speaker is totally unknown to the listeners, and 
little or no communication takes place. The problem exists, moreover, even 
when the ensembles are partially matched. Suppose our lecturei speaks 
English, but has in mind a frame of reference for his words difTerent from 
that of his audience (he is of a different religion or political party, or baa a 
different social or economic view), It Is possible that they may understand 
the words, but may be pussled or confused as to his meaning. He is using 
an ensemble that they do not understand, and his message, perhaps, does 
not get through to them at all. Everyone is familiar with such common 
misunderstandings, even in the conversation of friends of long standing. 

Essentially, therefore, the problem is one of the use cf a priori informa- 
tion, of giving the receiver knowledge of the message ensemble. In our 
letter example, the speaker may evaluate his audience in advance and adjust 
his ensemble to the average to be expected. Or in seeing the puzzled looks 
on the listener's faces, he may restate his ideas in other forms—in other 
words, he may change the ensemble to At theirs and so get through to them. 
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la klill other Imiemm, the audience itself m*y have «quired Mctmntloxi 
concerning the point of view or frame of refereace of th« speaker (Students 
fnifqueBtly "case" their profeisen in this way.) Thus, they know in effect 
the mewfe ensemble, snd mitunderstandlng is leas Ukeiy to cccur. In • 
comiHuaications system, however, if the message ensemble is of considerable 
Rise, the memory of the human operator may be severely taaed. 

It is Important, therefore, to And means by which the human memory 
may be hslped. To be sure, Miller has reported some interesting studies 
suggesting ihat human memory is quite restricted. Mevertheles*. even 
though this may be true, there are means available which can certainly 
help The human being does not have to rely upon unKided memory, for 
the use of memory aids can help him to a rather substantial and quite 
accurate memory. One such memory aid Is the map used in ccmmualcation 
studies at The University of Michigan. 

This map Is useful because It gives the receiver a priori knowitfdge of 
the message ensemble and thus, at least under test conditions, accompllshsw 
the matching of the unsertainty of the receiver to the uncertainty of the 
transmitter. In this test, each of the messages la & route on the map Illus- 

trated in Figure g-4, The starting point 
/ is the position Y, heavily marked In the 

center of the map. Progress along the 
route it only to connected neighboring 
towns, and the route does »ot double 
back upon itself, Thus, there are four 
possible moves Irom v—to 0, /, A, or 
('. If the move I., to O, three possibilities 
fallow: to £, R, or //. Each message 
consists of six towns, as for example, 
ihat marked, OETRVR. 

The receiver may act either upon 
v( Axed-time observation or sequential ob- 

servation, if he observes sequentially, 
FWUM §-4 M.p UMd »i VUu.1 AW ,he Mmt 0t the town lg „pe»^ unt|l 

fc Rtdundtncy ^ receiver traniim|t, over the feedback 

channel a single digit denoting that he has received the signal with a 
satisfactory degree of confidence. By having the map available as a memory 
aid, the receiver can readily identify the received mr«sage as one of 972 
possible routes. It is possible, however, that the received map may not be 
one of these routes. It it is not, It is still possible fur the observer to choose 
the most likely of those messages actually in the ensemble. Thus, in the 
typical route used above, he would probably select that one as the correct 
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mesMge, ^ven though he Actually received ÖDTRVB, a route which is mi 
in the entembk. 

Resulti of this test suggest that memory aids of this typ« eats complement 
human memory. Such use of rclundancy, of giving the receiver knowledge 
of the messeg? ensemble and thus matching his uncertainly to that of the 
transmitter, can increase the efficiency of communications systems. Further 
research in this area is, therefore, clearly indicated. 

8.2.4 Snmnssry 
Analysis of the communications problem reveals a number of areas 

where further research is essential if we ara to understand fully the stature 
of the system and the relation of the various parts to the efücfent func- 
tioning of the whole, The role of the human being, whether he is on the 
transmitting or receiving end, is particularly significant here. As observed 
throughout, the human operator adds flexibility to a system. His presence 
may allow a number of parameters to remain unspecified until the system 
begins to operate in a particular environment. Once in the environment, the 
human being may adjust to the specific conditions he finds and perform 
mare efficiently than present mechanical devices. Since he can serve so 
important a function, it becomes imperative to determine the effect of his 
behavior on the system as a whole. 

from the standpoint of coding; one would like to know the effect of 
reading rate, volume, tone, inflections, and so forth on the efficiency of the 
system with a view toward determining general rules for establishing the 
best possible procedures for situations in which the operator may find him- 
self. At the other end of the system, more infornuitlo'.i is needed on the 
capacity of the human component for storing or decoding information and 
on his ability to make decisions to optimise either information or utilities. 
We also need to know much more concerning the human being's ability to 
observe sequentially and to make use of redundancy in « communications 
system. We would like to know the extent to which he can incorporate 
a priori information. Increased knowledge in all of these areas will improve 
our understanding o( the communications system. Such an understanding 
will then help in evaluating the effectiveness of any countermeasures 
program. 

8.S The Radur Problem 
Although at first glance, the problem of «he human component in a radar 

system would seem to be different (rcrn that In a communication system, it 
is in many ways much the same. To be sure, there are significant differences 
between radar and communication systems, differences which require that 

■MWMXlMI 
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they be treated separately. Nonetheleu, a» the present analysis wti! show, 
Insofar si the human role it considered, the almilaritiet are greater than 
the differences. This analysis is based upon a specific problem; the possible 
Sfifluenc« of human psrfosmno; on the range of a radar. Despite the specific 
nature of the problem, however, it reveals certain pertinent questions regard- 
ing human performance in a radsr system in general—questions which are 
the same as those encountered in the discussion of the communications 
syHtem. 

Before the analysis can be started, however, certain background material 
must be clearly understood. Since a radar system is a sensory system, the 
function of such a system Is particularly pertinent here. Consider the block 
diagram shown in F'gure 8-S. The area within the dotted lines on the 

PflWHPW ^ we"»tii^es 
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Fiovu 8-S   Rtlatlom of Kuncibnii Block* In ■ Large Syttem 

chart is of concern. The sensory system is what gives one the observation; 
the l(x) (likelihood ratio) is what one gets from the observation. The /(*) 
computer calculates likelihood ratios and can compute only a unite number 
of them. 

As can be seen front this chart, the sensory system is really a part of a 
larger one, and its efficient operation must depend upon instructions from 
the larger system. That Is, the larger system must determine the likelihood 
ratios relevant to the particular situation and time. These instructions are 
sent into the sensory system by the distribution computer. 
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In similar isehion, before the queattan of daciiions car. ba comimfsd, ii 
It necessary to know how the sensory system flu» into the tog*? t>nlt. F&r 
exempie, if the function of the sensory system it to transmit data to a data 
proceuing center, it should be concerned with traatmltdng as much (»for* 
mation as possible. Its function should be to preserve infoimatlcn, not to 
act upon utilitiäs. If, on the other hand, the output is used to make a 
decision to take action, the decision computer must consider the utiUties of 
the decision. This problem, it will be observed, is similar to that dii>cussed 
in Section 8.2.2. Finally, if the equipment is to be used for making dedtiomt, 
the information fed into it from other parts of the system should b* chose» 
by criteria for information preservation. That is, we should need the decision 
computer input information, not dedskms. 

The importance of this background become» immediately apparent when 
it it Kpplied to the particular problem of the radar system. The more infor- 
mation fed into a sensory system from the outside, the less hau to be 
procened by the system itself. Thl« fact it of the utmost importance in a 
radar tyttem. A ttgnal in noise hat a capacity for carrying information, 
or, in other words, reducing uncertainty. Since this is true, the defection 
range oi D radar it a functioh not only of the energy of the pulse etuni 
and the noise level at the receiver input, but also of the amount of infor- 
mation which, mutt be procetted. Thus, there it a relation betwee» the 
amount of information to be processed a*id the range of th« «et. 

If the a priori uncertainty is large, the energy of the return must he 
correspondingly larger to reduce the uncertainty to a designated value. If, 
however, u priori information has reduced the uncertainty, the energy m- 
quired is less by an amount dependent upon the degree of the uncertainty. 
Consider, for example. Figure 8-6. Here it C2B b« teen that it if possible 
to achieve a degree of certainty of, say, .98 with less energy at the number 
of alternatives among which the choice is made is decreased. It is clearly 
important, therefore, to reduce the uncertainty as much as possible before 
the set it asked to operate. 

Suppose, for example, that our knowledge cf the enemy is sufficient to 
ascertain that we can expect perhaps four possible targets, some 260 loca- 
tions, and an Infinite number of times during which the target may appear. 
Clearly, this is a vast amount of information, of uncertainty, to be pro- 
cessed. If, however, we can feed information into the set or system which 
will assign a high a priori probability to one particular target, a smaller set 
of locations, and a limited number of times, we decrease the unceirtainty, 
require less energy to reach a designated level of certainty, and, in effect, 
increase the range of the radar. In other words, it would be possible to pick 
up the target while it is still farther cut. 
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There sre t number of way?, of 
coune, 'm which this can be accom- 
plished. A belter definition of the slgnslfc 
that appear will certainly he'p, Alto, 
when the r- dar is integrated into a rys- 
tern in which informiitiofi from other 
setd is ivaüablc, such information can 
be Incorporated as a priori information 
for the radar operator. Thus, the sensory 
System (the radar) must be seen in re- 
iauo" to A larger system; the efficiency 
of th«. «any system will depend upon 
instruction 'row Jiat system. Only then 
can one know wiat the system can b« 
expected to do. 

Detection, moreover, should be based. 

the Numbrr c( Altaritativn at a Para- 
JMiar 

t i I 4 

% 
trnvia 8-4 ProbabtUty of a Correct 
Chok« at a Cunctkm of iS/No with as far as is possible, on sequential ob- 

servation. That is, detection should 
come as a result of integrated infon/u- 

tion rather than as a result of : series of individual decisions. The 
presence or absence of % target should not be decided at each scan of the 
aotenaa for each resolvable unit of space as displayed on the radar »cope. 
Rather, energy should be integrated from scan to scan until it is possible to 
nake a decision in accordance with a certain level of confldence. It Is 
important, therefor«, that information be preserved until such time as a 
decisioa must be made. Freserva'Jcn of information is the most important 
criterion until a decision for action must be taken. 

To a large extent, a consideration of all these facts affects estimation of 
radar range only In the way in which the performance of the decision- 
making device Is incorporated. It is independent of the physical or electrical 
properties of the radar except insofar as these may be modified In the light 
of Information being collected. The flexibility Introduced with the human 
component is important here. Under certain conditions, tbr operator may 
elect to employ a restricted or selected portion of scan or restricted range, 
operations which can influence the total energy of returns from targets. Thus, 
in a radar net, another set may give information concerning a certain target, 
including place, direction, and speed. Such information may lead the operator 
to elect a particular scan or range. He will require less energy to pick up the 
target and hence Increase the range. 

This section of the chapter, therefore, will consider the important qjetxion 
of the effect of operator performance on radar range—an effect which »ill 

■mm TTiifiimf 
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hü considered Iß tetrm of fix^d scan cotuiMom., and äxed conditions ler 
?»age of search. In terms of these assamptlon», iM evaiuation of the cigBi! 
and of receiver efficiency will bs considered first. In this way, It should 
thee be possible to determine operator eäkiency. Sissh analycls will illus- 
trate the relevant psychophysical areas for ttia study of radar operator 
perfermaac«. 

8.S.1 Th« Aaaumadl 8!p8«l Ev«luatioa 
Since operator efficiency must be seen in terms of both the efficiency of 

the signal and that cf the receiver, these two area« must be coitiiderad 

FWUDI 8-7   Tbre« Point* of Efldtncy Mctiurtmenti in E Radsr System 

first. The block diagram in Figure 8-7 will perhaps help clarify the problem. 
Here, the sensory system described in the introduction to this section is 
incorporated into a radar system, and the three points of measurement for 
signal, rfefiver, and observer efficiency are Illustrated. In other words, a 
measure for determining signal efficiency Is needed first. This factor must 
be modified by receiver efficiency, and the combined factor further modified 
by operator efficiency. In this way, one can learn what performance may 
reasonably be expected of a radar systems for the ?/ (efficiency) is a variable 
that can be dealt with practically and is measurable In some csp,- rl. ..-.«tal 
situations. There Is no reason why It cannot be used in the future in in- 
creasingly complex ones. 

Let us turn, then, to the question of signal evaluation to detmmine the 
basic factor In terms of which the receiver and operator efficiency must be 
seen. According to the theory of signal detectabllity, the most important 
parameter fur such evaluation Is the ratio 2E/N0, where £ is the signal 
energy and A'„ is the nois: power per unit bandwidth (see Appendix). This 
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ratio can be used to furnish Use bails not only for dedsio» tasks, but als« 
for recognStion ones. That le, whsn two possible signalis are presented and 
oue is subtracted from the other, the dlffmnce signal obtained has energy 
which goes into the tEINt-, ratio, which teils how well one can discfiitnhate 
between the two signals. Since this is true, it is therefore assumed that the 
signal «•valuation at least furnishes (he basis for calculating an axpected 
value of the ratio as a function of the range oi the radar from th« target. 
Once the value of tS/Nj has been determined, the efficiency of the human 
component »n be worked out. 

For the purpose of this discussion, a number of assi B have been 
made. Figure B-3 assumes a value of 2B/Ns ~ LOO wuc the range is 
1.00. It further assumes that the signal power of the echo varies directly 
with the fourth power of the reciprocal of the range, that the number of 
pulses returned Is a constant independent of range, and that the noise at 
the receiver input is independent of range. No effort Is made to Justify 
these assumptions; they have been made only to furnish a basis for the 
demonstration which follows, The necessary evaluative procedure Is not 
dependent upon them. One could as well assume that the noise power is 
increasing with range, as mliht be the case if countermeasures were 
employed. 

The curves shown in Figure 8-8 have 
taken this particular form because of 
the nature of the hypothetical ex- 
periment upon which they are based. 
The situation involves tv.. fast mov- 
ing objects coming toi^t. i The lower 
of the two curves she the value of 
2£//Vo expected for asch target inter- 
ception. The second is the inu grated 
value asiuming that the target is 
intercepted ohce every time the range 
Is reduced by one tenth of its original 
value. Because of the purticular na- 
ture of the experiment, the last value 
every time represents the major por- 
tion of the energy of the integration, 
the sum of the energy to that point, 
If the target is intercepted more fre- 
quently, then the integrated value is Um 

increased proportionately to the fre- Fl0ÜM „., ,|t/A,0 M „ t^^ e( 
quency of interception,                                                     Rtnit 
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ThuM, If g pviöri iisiürrüBilöri can m used to rsducs the seetor scaiiäeü, 
ineresslüg the frequency of the intercept, the integrated value of 2B/Nn h 
expected to Sncreue. With a znore limited sector, one can üweep faster and 
get more intercepiions; at the same iitm one picke up energy m wall. The 
use of « pHcri information, therefore, limits the «mount of information to 
be processed, increases the energy from the target return, and thus affects 
the range of the radar. Hence, from tits point of view of the» htimea operator, 
It is Important to know the extent to which he can insorporate a priori infor- 
mation. Since the integrated values, moreover, imply sequential obaervatlon, 
the questions of the capacity of hunun memory and of the use of memory 
aids become Importart. The sigssi evaluation in terms of ZEjNt,, there- 
fore, raises significant psychophyskai questions for further study. 

These questions are pertinent, even though the assumptions underlying 
the particular values ef 2E/NÜ In Figure 8-6 are completely arbitrary. The 
necessary evaluative statement remains unchanged. The curve could be 
established on any set of realistic assumptions, leading, of course, to a more 
realistic curve. With realistic rather than assumed values of 2E/N,,, one 
should be able to compute more accurately the efficiency of the operator. 

8.8.2 Receiver SfiUdeney 
Given the value at 2£//V0, deuved from physical data, we must next 

modify it by a factor of receiver efficiency. This occurs at the second point 
of measurement shown in the block diagram in Figure 8-7. To a large 
extent, the functioning of this receiver and its efficiency will depend upon 
the way it is incorporated into the system arJ the function it is designed 
to serve. If there is an operator, «s there is in the block diagram, tue 
purpose of the receiver is only to transmit information, and its efficiency 
will depend upon the amount of informction it can transmit in terms of its 
capacity. 

If, on the other hand, there is no operator, the receiver must perform its 
functions, and it should act like the sensory system incorporated in the 
block diagram in the position of the operator. This, however, is an ideal 
observer; in practice, the efficiency would not be 1. Nonetheless, depending 
upon the function that the receiver must serve—to preserve information or 
to act upon utilities—one can assign an efficiency rating Ch) which will 
modify the value of 2KINa derived from the evaluation of the equipment. 
Once again, i; is a real value which can be used in the evaluation of the 
system. 

8.8.8 Operator Effideuey 
Once we have arrived at the value of 2UjNü modified by n„, we must 

next modify this combined value further by a consideration of an operator 
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factor. %■ Thii occurs at the third point of measuMipent in the folodk 
dkgrans In Figure 8-7. for eaie of cslcukiion, it would ba tonvenieiit to 
SMume, at hss sometlmts been done, thet this is a constaei factor. la the 
put, for esuisple, the hunmn fcctor has bam assigned tin efficiency of .5. 
IzperiRMnit indicate, however, that this factor Is not * constknt. a«d that 
it only introduces unneeesaary error. 

In order to understand the variable factor 1«, designating the efficiency 
of the hunyir. operator, one must f.rst understand the terms *,, d', and the 
rfktlossäip between these factvors and IE/NQ, since observer efficiency is 
related to thes« concepts. Tht definitions are based upon the block diagram 

Fiovas 8-9   Block   DUfnm   Connp- 
tuiililn«   KxpsriinmUl  Dtslgn   {frim 

Tenner and Birdtail) 

shown in Figure 8-9, reproduced from Tanner and Birds»!}. There »re four 
channels the nature of which is determined by the position of the switchee 
Si and Si. 

Cn is an ideal channel in which the transmitted signal is known exactly 
(SKE) and the receiver is ideal, that is, in relation to the particular trans- 
mitter. CII is a channel in which the trausmitted signal is known exactly 
and the receiver is one under study. Cgt is one in which the signal is known 
statistically (SKS) and the receiver is ideal. (Note, however, that this is a 
different receiver from that in CH, for., as the transmitter changes, the 
receiver must change, since it is ideal in relation to a specific transmitter). 
Finally, Cts is a channel with the signal known statisttally and •• 
receiver one under study. 

Let us first consider an experiment with Channel Ci«. Si is in position 
1, Sg in position 2. Signal energy En is employed, and noise power per 
unit bandwidth No is added. The receiver's problem is to observe specified 
waveforms and to determine whether the waveform contains a signal plus 
noise or noise alone. Peiformance over a large number of times can be 
measured in terms of a detection rate Psti{A)~\ht probability that if a 
signal was presented, it was accepted,—«nd a false alarm rate PN{A)— 

I 
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»h* probahttity ol nofse «lone being »ecepted. The "hU rats" ia therefore 

Th» second asperiment b a mathemsticftl cakubtion. !l la similsr tn the 
first except thtt Cu, that is, an idea! receiver, it employed. With 5» in 
potltion 1, therefore, the experiment is repeated, with the energy si the 
signal attenuated until the performance attained in the previous experiment 
is matched. This «n&rgy is £n- The eMdency of the receiver under study 
for SKE Cfo). therefore, may be defined as EulBu, where Sn is the 
energy level at which the performance is matched. The measure d' it then 
defined by the equation 

K   ' N0 Nt 

That is, (d')* is the value of 2B/N0 necessary to Isad to the observed 
performance, given SKE and its ideal receiver. 

Let us next consider a second pair of experiments, both of which are 
mathematical calculations. The channel employed is Cu, that la, the 
signal is known statistically and the receiver is a» ideal one for that statis- 
tical ensemble. Energy Em and noise A'« are employed, and a performance 
measure is established. S. is then moved to position I, changing the 
channel to Cu (and, It should be noted, also changing the ideal receiver). 
Energy is attenuated until performance Is matched at Eu. In the case of 
the SKS, this permits the calculation of the efficiency of the transmitter, 1,, 
for the SKS as ßn/^si- At this point, it ahould be obvious that if one 
proceeds In this way with paired experiments, one can establish a receiver 
efficiency for any SKS, which might be expressed as 'buKD ~ £ai/^ssi- 

One Anal definition remains to be made, 7, that Is, operator efSdency. 
Since {d')" Is the value of 2B/No needed If one has 'deal conditions, for a 
particular experiment 7 ss (cf )*/(2£//Vo), where £ is the energy used 
In the experiment. The relationship, therefore, is one between the energy 
used under ideal conditions and that required in a reti situation. 

With these definitions, we can turn to the actual calculation of in, the 
efficiency of the human operator as it affects the performance of the system. 
In visual experiments. Tanner and Swets observed that d' for weak signnis 
varied approximately as the square of signal Intensity (energy). If the 
signal were known exactly, however, d' should vary as the square root of 
slgral Intensity. Since (d')* = 2E/N0, this says that observer efficiency 
varies as a function of (IE/No)* for weak signals. 

Although this information is Important in the present context, the data 
acquired from the visual experiments are not In usable form, for in these 

y 
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experiment*, the values of lEjNn were not known prtciieSy, In order tu 
put these dais, tato uitbie forrri for th« purposes of this chapter, ??e must 
extrapolate fron: tha r^sultt of auditory eaperiments In these exparimentt, 
th« values of iE/N9 are known precisely and the <?'« caa be calcuiated. 
Such «xtr»pol«tbn is, of course, very dangerous. It is done here only wHh 
the purpose of establishing an nppruximaticn. Quite obviously, further visual 
experiment» and more precise information are necessary before one can be 
sure of the accuracy of '.he valuee of v 

The extrapolation is based upon the following theoretical observations: 
(1) signals known etatistically, as they get large, approach in (d')* signals 
known mctly, and (2) observer eMciences in auditory experiments iavolv- 
ipg large signals approach values as high as .5 or greater, On the bails of 
these observations, ät is aaaiuaed that when 2E/No sa 10, th« observer 
efficiency is .5 and becomes 'owcr as 2£/W0 decreases, in accordance with 
the observation reported by Tanner and Swe*s. This is, it must be repeated, 
an sxtrepolation which «ihould be checked experimentally. It may well be 
too nytir.iistic. 

These estimatei« ate presented in 
Table 8-1. The q is desived as a result 
of the ratio (J^/e./N*) as de- 
fined above. Ths data from these 
column» are shown graphically in Fig- 
ure S-!0, where the estimate of the 
human observer's performance is com- 
pared to the ideal. Once these values 
of r; are accurately determined, one 
can proceed to modify the combined 
evaluation of the signal and receiver 
eftklency. The value of 2F./NK as 
derived from signal evaluation and 
as modified by the efficiency of the 
receiver Cht) would then be further 
modified hy the operator efficiency 
factor (nil) for that 2E/Na as esti- 
mated in Table 8-1. 

8.S.4 The Capacity st a Signal 
to Lead to a Correct 
Choice Among One of M 
Altematee 

Now that the general process is un- 
derstood by which the capacity of the 

fASU s-i. ESTIMATION OF 
OPERATOR EFFICIENCY 

S/ATa W S il s 0.5000 
4.1 AS$ 
3.4 42$ 
l.t .400 
2.0 .333 
1,4 .210 
0.« .225 
0,53 .111 

Ftav» 8-10   Eitinwt* o( Human Ob- 
«erver's P«rlorn»nce compared to the 

Ideal 
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lystsm msy be moditied hy factors of receiver *nd operstdr eflldency, we 
rmy return to ihe question of th» övalnstioa u' the equipment, es prssenSed 
!n Section 3.3.1 above, to show ipedficalSy how the efficiency may be af- 
fected by the uie of a priori informatioa. 

In a ihorl unpuhjiiihed memo, PetertOK and Birdaail have coctidered 
the problem of making '4 correct choice fcom M equally Haeiy orthogons! 
ligneii. If the two statistic»! distributiena bailc to the calculation of 
2M/Nt (tee Appendix) are coniulted, this is a caae in srhich .¥ — 1 ob- 
eervatioiui are from the dittributton conditional upon wits alone, and 
one obM.vütlrjft U from the dietrtbution conditional upon eignal plus 
noite. The probability of a correct choice it ihn probability that the obser- 
v^tion from signs! pius noise is greater then this greatest of the JW — 1 
observations from noise abne. For the ideal case, this is given in the fol* 
lowing equation: 

/»(c) .yV'<.)/(.-£)* 
where 

F{») = f /(«) dx 
/'" 

and f(x) In the possibility density for the observation x. 
Peterson and Eirdsall have constructed % tibia (see Table 8-2} Ixucd on 

an approximation of this equation, and shown here graphically in Figuh- 8-6. 
From their approximations, Figure 8-li has been constructed. This Agure 
shows the value of 2E/Nu necessary to tsad to a cornet decision as a func- 
tion of the 0 priori uncertainty (logi M) with performance criteria of ,8S, 
.90, and .95 probabilities. As can be seen from the graph, the larger than 
a priori uncertainty, ihe greater the energy needed to reduce the uncertainty 
to a designated value. 

8.S.8 Eettmctlng M 
It is assumed here that if the error of target location is normally dis- 

tributed over a single dimension, then the uncertainty (log« M) of tavge* 
location is approximately the same as in the case of a target equally likely 
over the equivalent rectangular distribution. An approximation of M is the» 
given by 

W=: 
2 Antenna Beamwidth 

where cr is the estimate of error in a priori estimate of target position. 
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TABUS t-l.   THE   PROBABILITY  OF  A   CORRECT   CHOICE   OF   ONK   OF  Jif 
SQUALLY LIKELY ORTHOOCNAL AJ.7BRKATIVSS Urem Petman em4 Siräieil) 

MW) 0 0.5 iß 1.5 2.0 5.0 4.0 5« 6.0 

i 0.50 0,64 0.7* 0.92 0.9S4 

S JJ A» 41 .17 .91 

4 ,25 .39 .55 .35 .96 

1 ,125 .24 j« .71 ,92 0.937 0.99« 

u Mil .14 .26 .42 .60 ■$f ,975 .997 

il ,05125 .OS .ir M .46 M ,957 .99* 

25« .00591 .02 .05 .32 .57 .866 .979 0.9914 

1000 .0010 .01 .02 .12 .41 ,765 .951 .9950 
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Fiouu 8-n   2£/JVo Requlret* io meet 
Criterion M a Function of Uncertainty 

8.3.6 SuaiiRary 
Although ih- radtr problem is In 

many v-'ityg fundtment&lly dilfersnt 
from the communications problem, the 
aiulyaii of the rtdar i-engs problem 
presented above iliustrttel certain 
fundamental similsrltles at far as the 
human component is concerned. The 
relevant psychophysical areas for the 
study of radar operator performance 
are not fundamentally different from 
those illustrated in the communica. 
dons problem. In both, the relevant 
questions are the same. Just as the use 
of redundancy in the communicationo 
problem raised the question of the abil- 
ity of the human being to incorporate 
a priori informaiion, so does the radar 
problem, insofar as such information 
a.Vcts the energy requirements and, 
hence, the range of the system. 

Thus, the areas in which further 
study is required may be summarised 
by means of the follo«flng questions; 
(1) Can the operator incorporate a 
priori infommtion? (2) What is the 
extent of his memory, and what kind 

, 
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ot aid« €s.n be Introduced to gupplemer>t thin memory? (3) Can the operator 
act as a sequentUl cbserverP (4) Cm the cpemtor optimixe lafomtsUoa? 
These questions are very ümlkt to those «.sked in the catnmimkatilon 
pmbiöir.. AU will require further study b«?tirs oas can be sure of just how 
the human component may be incorporated into a system *nd how his 
incorporation wil! affect the ptrtormance of the iystem as a whole. 

8.4 Th« Counterim«9uiur«e "robi^m 
All of the quesiicns treated in the preceding two Motions are pertinent 

to the CQuntermsasures problem. Most especially, the dominant Idea of the 
foregoing discussion needs to be stressed «.gain: the efficiency of ihn system 
depends id a great extent an the specific Job the system is dedgned to 
perform; the more clearly the situation in which the system wil! act can 
be specifled, the more accurately can its efficiency be evaluated. The role 
of esch of the factors In the system must be carefully studied for two 
Important reasons. First, we must clearly understand the effect each factor— 
including the human on»—has on the system as a wV>!e so that we can 
accumtely evaluate the system Second, once given this information, wt 
must strive toward the formulation of a more general rule in terms of 
which the system may be evaluated, 

The importance of this second concept cannot be overemphasised. Al- 
though the system must be studied in terms of »peciflc situations, the data 
acquired may not be entirely useful in the evaluation of equipment if that 
equipment should be used for an entirely different purpcie. Since the effi- 
ciency depends to a great extent on the particular situation or game, a 
change in that situation may render the data derived from the first situation 
all but useless. Clearly, »hat we must seek is a more general rule, a more 
genera! means of evaluation which can be used to cover a variety of 
specific situations. The data should be in some form—still to be determined— 
which will r.ot be deslgnfd t» tell the user the specific evaluation of the 
equipment, but which will enable him to calculate that efficiency for him- 
self given the specific situation in which he is engaged. It li this second 
concept which is of major concern in this chapter. 

As Ui the preceding two sections, the analysis of the countermeasures 
problem must proceed from a realisation that the problem is derived from 
the (act that we are Involved with a system. As such, it can best be under- 
stood in terms ot the r.^tarlul that has already beer, covered. Consider 
first the relation to the communications problem. If we consult the block 
diagram in Figure 8-12, Illustrating the basic countermeasures problem, we 
can see immediately that what we have hare is really a modified version of 
Shannon's fundamental diagram of a remmunicatior. channel (Figure 8-1), 
with the operator and Jammer added. As one would expect, therefore, the 
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FIOVBI S-t2   Block Diagram Iltuitntlng Baiic Counttmsatum Prcb'tsc 

fundamenUl quetdoiu of Informttlon, channel capacity, entropy, «ud ec 
forth, ail apply here, especially iniofar ä» they are affected by the pretence 
of the Jammer. In a simüer .'aehion, the psychophyiic«! quettion» raised by 
the incorporation of a human component are equally pertinent in this 
context. 

Certain similarities will also he noted between this diagram and the one 
basic to the radar problem shown in Figure i-7, wherein the esnaory system 
was incorporated into the radar. Of the greatest imporUnce are the three 
points of measurement used to determine the effectiveness of jamming. 
These correspond generally to the three points of measurement for determin- 
ing equipment, receiver, and operator effte'ency in the earlier problem and 
may be easiV understood in terms of that problem. Thus, the question of 
determining the value of »?, basic to the radar problem, is pertinent to the 
countenneasures problem as well, and has to be worked out for each factor 
in the system, including the human one. The diagram in Figure S-12, there- 
fore, is presented here to assist the reader, familiar with the preceding 
problems, in identifying the factors involved in evaluating the efTectiveness 
of a Jamming tactic. 

The factors involved in euch evaluation may be divided into three main 
categories, two of which relate to the communications system In general, 
and a third which Is related to the countermeasures problem in particular. 
The first and second categories may be distinguished from each other 
according to their relation to the specific situation, The word "specific," 
however, is used here in a somewhat unusual sense, It does not refer to 
the particular physical parameters involved—such as distance or terrain— 
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bjl rsth«r to those elements in the situation detortninad by the partteukr 
$tn>e being played. Th* fint group of factors Is specific to the gtsns; the 
second it not. 

Those 'actor.-., among others, which are specific to the particular situation 
may be listed as followa; 

(1) Capacity required of the forward channel. 
(2) Coding scheme employed. 
(3) Decoding scheme employed, including such factor» as the eSectSvenee» 

of the operator. 
(4) Use of the feedback channel. 
(5) Criterion of acceptable performance, such as 

(a) Permiraible error rate, 
(b) Permissibie miss rate, 
(c) Importance cf time. 

AH of these areas are familiar to the reader from the diacuaaion of the 
comunlcationa problem in Section 8.3 above, and a number of the problems 
concerning at least some of the areas have been touched upon there. They 
should require, therefore, no additional «Uaciusion here. 

The physical  factors  Involved- -those  not considered  specific to the 
game—are as fsiiews: 

(1) Capacity of the forward channel. 
(2) Distances involved. 
(3) Atmospheric attenuation. 
(4) Terrain factors. 
(5) CondiUon of equipment. 
(6) Regulation of power supply. 
(7) Susceptibility of equipment, such as 

(a) Saturation, 
(b) Effect of nonlinear elements, 
(c) Detectability by Jammer. 

The first six of these factors are also Important in the third category, that 
which, as noted, relates most particularly to the countermeasures problem. 
To this third category, two more factors can be added: 

(1) The ability to take advantage of the detectabillty of the Jamming 
target, and 

(2) The ability to transmit an adequate Jamming signal. 

Once these three main sets of factors are understood, we may proceed to 
the question of the evaluation of a jamming operation, 
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As in the cue of the radar probtera, the efectivcnesg of the »ystfm canssot 
be metjsired «t only one point, since to measure the eSectlvnüteoi In this 
way Mis to take into account the rdative importance oi each o! those 
factors which contribute to the evaluation, and leave» the observer in the 
dark concerning the relntte among those fsetors. For this reaenn, in the 
block diagram in Figure 8-12, three points of measummant are indicated— 
for signal jamming, receiver jamming, and observe Jamming—points which 
do permit the isolation of the relevant factors and which should furnish « 
much sounder foundation for collecting information upon which to base 
future reijsarch and development prcgrems. Let us examine each of these 
points in turn, therefore, to see the relation among them and the relative 
effect each has on the evaluation of the countermeasures system as a whole. 

The first point of measurement comes before the signal enters the re- 
ceiver and is the point for measuring signal jamming. As defined by Hok, 
this is actually a measure of the ability to reduce the capacity of the channel 
up to the input of the receiver, Remember that capacity is defined in terms 
of the information (in the special sense of communication theory) vhich the 
channel can transmit. The jamming signal reduces that capacity and in- 
creases the uncertainty with which the signal is received. The measure is 
mads at this point rather than at the sevond point because any but an ideal 
receiver will further increase that uncertainty. An ideal receiver uses all the 
infoi-mation at the input, and were such a one employed, then the measure 
at point one (fo« signal jamming) would be the same as that at point two 
(for receiver jamming). In an actual case, however, the receiver «ill add 
additional uncertainty, end we wish to isolate the first important factor. 
This factor is a measure of the additional entropy (the degree of random- 
ness) of the input signal as a .eault of the jamming signal. 

The second point of measurement is that fur receiver Jamming. What 
we with to isolate here is the degree of unceri^inty which comes as a re&ult 
of the receiver, that is, of qualities inherent in the equipment itself. Measure- 
ment at this second point requires, therefore, a measure of the additional 
entropy at this point, and then the isolation nf that part of the additional 
entropy which is due specifically to the receiver. Because realizable receivers 
have a finite range and nonlinear elements, the efficiency of the receiver 
may depend upon conditions at the input. Consequently, if the efficiency 
of the receiver changes as the signal is jammed, then the receiver is con- 
tributing to the entropy beyond that of signal Jamming. Only with an ideal 
receiver are the measures at points one and two the same. To measure only 
at («lint two, therefore, will give a false estimate of the efficiency of signal 
Jamming. Similarly, a measure at only point one would ignore the fact that 
realisable receivers add to the uncertainty with which the signal is re- 
ceived. Measures at both points, therefore, are required if we are to get 
an accurate estimate of the efficiency of the jamming tactic, 
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This concept will perhaps bs further clsriSed if It is considered in terms 
of a specific exampta. Consider a channel, the capacity of rhich is medsiäred 
l,n U,tm» of bandwidth and the iignal*ncise ratio, where only noise ralevant 
to the signal is considered in calculating the ratio. Designate this capacity 
a» D. Now if the mensure is made at ikv input of the receiver, that is, at 
our first pobt of measurement, the effectiveness of signs! jamming can b§ 
expressed by the following ratio: 

where Do is the capacity of the channel without jamming and D, is the 
capacity with jamming. One can learn thereby the degree by which the 
jamming signal has reduced the capacity of the channel. This the» yields 
a measure of the effectiveness of the signa! jamming. 

Let us proceed to the second point of measurement, that for receiver 
jamming. If the measure is made here, the effectiveness can be expressed 
by the following ratio: 

loDa 

where % is the efficiency of the receiver when the input signal is Do and If 
is its efficiency when the input signa! Is Dy. Whet we have done In effect is 
to modify the measure of the effectiveness of the signal jamming by a 
factor of receiver efficiency to crrive at an over-all estimate of the effi- 
ciency of the jamming operation to this point, This last expression can 
be rewritten as follows: 

\     Do)   D0y    % j 

where [1 ~ (VVI can be considered th* effectiveness of the receiver 
jamming. This rewriting of the formula is useful because it isolates the 
term [! — (V^)]- If one is interested in Uui susceptibility of the receiver, 
this is the factor which should be studied, because it express^ that part of 
the effectiveness of the jamming operation that comes aii a result of qualities 
inherent in the receiving equipment itself. 

Let us proceed further to the third point of measurement, that for system 
jamming. The third factor which enters here is the efficiency of the human 
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operator, » factor which, as wxi ihown in the redar problem in Section 8.3, 
modifte» further the efficiency of the system KS S whole. To «ccount far 
this third f»' tor, let us extend the measure as it is rewritten in the para- 
graph lust above. It can be extended to * terms. If it Is extended to three 
lerms to take In the factor of operator efficiency: the measure reads: 

where the JJ'S are distinftuished by their subscripts as %, the efficiency of 
the receiver, and In, the efficiency of the human operator. Just as the 
second step in the measurement process isolated a term useful in studying 
the »usceptibüi:,y of the equipment, this expression Isolates the term 
[1 — CfosAt?)]) which can be considered the effectiveness of observer 
jamming. This would Include the additional uncertainty, over and above 
that caused by signal and receiver jamming, which can be attributed to the 
human operator. This then Is the factor which should be studied if one is 
interested in the susceptibility of the human being. It expresies that part 
of the Jamming operation that comes «bout because of the nature of tho 
human operator. 

The total expression, which takes into account all three factors, describes 
the offectlvenes» of the system jamming. Each of the factors in parenthesis 
represents the effectiveness at one of the points of measurement: the signal 
Jamming, the receiver jamming, and the observer Jamming. Any measure 
which considers only the system as s whole fails to isolate these three 
factors which contribute to the specific effects In any single test. On wn 
other hand, measures taken at each n'. three points sped fled In thn Mi 
diagram In Figure 8-6 do permit their isolation. They provld« a ba ! .Or 
studying individual factors, such as equipment evaluation and observer 
efficiency. They should furnish, therefore, a more solid foundation for the 
collection of information upon which future research and development 
programs may be based. 

The form in which these data should be presented, however. Is still to b« 
determined. It seems obvious that In each stage of the measurement, the 
results of the measures are, to some extent at least, dependent upon the 
particular situation or game. The r/» are certainly variable factors, theii 
values varying with the specific situation. This speciflcity must be realized 
and studied, not only so that we can understand the role of each factor 
in g speciAc same, but more especially so that we can eventually determine 
more general means of evaluation, means which can be used for a variety 
of specific situations. 

. 
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A concrete example will perhaps chti'y the .Issue here. What we are 
seeking are data which cati be presented In & way similar tu that in which 
a manufmciurer presents specifications on an dsciHosccpe. He does uoi 
prtisent a number which evaluates the equipment in terms of a parUcular 
Mm the customer has for the product. Rather, he presents a set of data 
whith permits the customer to calculat« the value of the product for his 
own use. The data are designed to permit this calculation for a isrge 
number of uses. In like manner, we must find a means for presenting data 
in a way that will permit the evsluation of not just one jamming operation. 
Rather, the data should be in such forms as will permit those engaged in 
countermensures programs to evaluate their own specisfc sltuationg for 
themselvss. 

We «houid »eek, therefore, a sanertl rather than a specific rule. Ones 
we are aware of this fact, we can state the fundamental problem. Laboratory 
data on Jamming tests should be presented in this way; there should be 
a set of specifications permitting their use in evaluHilng a large number 
of specific situations, rather than a number evaluating a specific situation. 
What the specifications should be, and the ways in which one u*ea them 
lo estimate the re«ulfs in a specific situation, are closely related questions. 
The answers to them depend, however, on knowledge is arees which are 
still relatively undeveloped. As has been stressed throughout this chapter, 
the function of the human component in any system is one such area. 

Particularly significant is an understanding of the way in which the 
human being introduces flexibility into the total system, since his ability 
to incorporate a priori information, to function as a sequential observer, or 
to optimise information or utilities can have a significant effect upon the 
functioning of any system. Furthermore, his self-evaluating and self-adjusting 
qualities ma, lead to such flexibility that he might even be able to offset, 
at least partially, the effect of jamming i» a communications system. The 
relation of the human component to the system as a whole and his pcsslble 
effect on Its efficiency are, therefore, areas where considerable research is 
certainly warranted. 

APPENDIX 
Mathematits«] Caloulatione of tb« Dieerfminabillly of Two Signals* 

The purpose of this appendix Is to describe the mathematical development 
of the determination of the restrictions placed on performance In a detection 
experiment by the environmental conditions. 

•The  mathcnwtlcal  devtlopment  prewnted  here   follow»  eloeely   that  of  Prterion, 
Blrdwll, and Fcx. 
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A ligiütS it definöd hen eut ft voltaga waveform in a wsll-deAnsd time 
Interval, om of two •ignait perturbed by noisa is predated to an observsr 
or a receiver. It is the observer's tmk to state which of the iwo si^nab 
was contained in the input waveform. 

In this analysis, the voltage wavefom», the iignaii, are precisely defined 
functions of time, Stil) and S|(<)> «ntiraly contained within the observa- 
tion interval, ( to I + T. The pret'se definition of the waveforms means 
that, if the waveform exists i» the interval, the voltage amplitude at any 
instant in time, t,, is a precisely specified value 5«. 

The perturbing noise is assumed to be Fourier series bandismlted white 
Gaussian noise which is added to the signal. This set of assumptions is 
made to permit discrete statistical analysis. Since the noise is series band- 
United, a noise waveform within the interval can be precisely specified 
by tWT measures of voltage amplitude, where W is the bandwidth and T 
Is the duration of the interval. The fact that Ute noise la white implies that 
the power density is uniform at every frequency within the band W. The 
Gaussian assumption requires the voltage atnplitud« of the noise to be a 
normal variate with mean sero and variance, or noise power, N. The assump- 
lion that the noise is added to the signal states that at each instant of 
time in the interval, the voltage of the input waveform x(t) is the sum of 
two voltages, the signal voltage and the noise voltage. 

The purpose of this appendix is to show how well an optimum receiver 
can do in the task of specifying which of the two wrvefornw 5,(0 or Sail) 
Is contained in an input waveform *(<) when the receiver is faced with the 
restrictions defined by the assumptions outlined above. The analysis treats 
the receiver as testing statistical hypotheses. Measures of performance are 
statements of Averages expected of the receiver over an infinite sequence of 
independent observations. 

It has been shown that an optimum receiver bases its decisions on a 
likelihood ratio criterion, Eq (8-5). That is to say, the optimum receiver 
accepts one of the hypotheses whenever the likelihood ratio is a value greater 
than a weighting function ß, otherwise it accepts the other. If monotonic 
transformations of both likelihood ratio and the weighting function are 
Incorporated, an equivalent decision rule can be developed. The task of the 
analysis is to study the distribution either of the likelihood ratio or some 
appropriate monotonic function of the likelihood ratio first under the con- 
dition that < ne of the signals Si(l) exists, and then under the conditions 
thatSJ(<) exists. 

In order to perform the analysis, a sampling theorem based on the series 
bandlimited assumption is employed. The purpose of the sampling theorem 
is to permit the use of discrete »tatistics. It says essentially that the input 
waveform, the noise, and the signal can each be specified completely by 
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2WT Indspendeat voUfcge amplitudes ( 0(1) m »i, »t , , , «gfs-s-; 5j(l) ss 
Sl.ti $1,9 • . . 3i< . . . 5t. 9B'»,; *(*) ■ «N« »i • • • «i • • - «üST). From 
this, it fellow« that 

J»T < + r 

T (S1()
s = 2W [       STUF* m 2WSi (S-H 

where Ex it the energy In the volUg« waveform 5'i(r!, assuming that the 
waveform exists over a one ohm resistance, 

The likelihood ratio is defined as 

(8-2) 

where jiixu)\t{t)] and /tyfi)[*(*)] are probability densities conditional 
upon the waveform *(.') resulting from S,(<) and .^(Z) respectively. Since 
the 2Wr points are independent and specify the waveform in its entirety, 

u u)\m] =11 /« (*.) 
I r w 1     H 

and (8-3) 

iWT 

j,u)[x(t)\ m III,   (*,) 
S Im'.      n 

Since ni(t) is a normal variate, *« Is a normal vtriate with mean Su or 
&'w and variance A'. Therefore, 

/* (»( - Su)1 

„'"=(-«r) ""-"-^ 
and (8-4) 

/.   («) 
dt 

^urexp-^-^' 2^ 

Substituting Eq (8-4) in (8-3), and the result in (8-2) leads to the follow- 
ing equation: 
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r[«(«)J i 
8Sp [-Sv». " S«)*l/I^ 

a.45 

(8-S) 

It is now appropriate to consider s5w nature! logarithm of the Hkelibcnd 
ratio; 

to<[»(«)] (8-S) 

Examination of Eq (8-6) shows that *< is the only variable. Since at each 
of the i points x« is a normal varlate regardless cf which signal is preient, 
the la ([»{t}] being a sum of Independent normal varlates is likewise a 
normal variate. 

It remains only to determine the means «nd variances ft the two dut 
tributions conditional upon the inclusion first of 5s(0 In x(t) anil l.ior. 
ofS3(*)In«(<). 

If i>i(t) is Included, then the expected value of each «< is Si, Sub^iituting 
this la Eq (8-6) and letting Mt be the mean of the la l(x) conditloral upon 
the inclusion of Si (0 leads to the result 

™1    — «M '~~ 2N 

'2^     ^    VT N 
(8-7) 

Defining N-j = N/W and employing the sampling theorem (Eq 8-i), Eq 
(8-7) becomes 

Mi = -£'- + A',. 
Kit 

No N (8-8) 

The last term is a correlation term. Letting 

5£u?Hi _ IWii IWE» 
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raar ms. (8.91 

Substitutire Eq (8-9) iato £q (8-8): 

3y eiumlnatloii of Eq (8-6), it can be seen that the n?e»n Ma o? the dis- 
tribution conditional upon the Incluiion ol Sa{t) I» the negative of Mit 

The difference between the meant i» 

2^       2Ea_ /IST  IJS. ,. .„ 

Now consider the variance ifi" of Eq (8-6) conditional upon the exittenc« 
of Siit). The term» %Sus and SSn1 are coiutants end consequently con- 
tribute no variance. 

(8.1J) 

Since the « point» are independent and value» of 5» and 5»« are constant 
for ep.rh i, this expression can be rewritten as 

The expected value of %xr is A' by definition; therefore, 

(l-U) 

*l N    *    N 
J^SHS« 

Employing the sampling theorem: 

(8-15) 
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It to obvious that 

8^7 

*»' •s" 

Hbue tb,e two dlitHbutioiü «rs Rormal with *qy«l varlaac«. The vabe 
t»f rf',,.,,,, for ths optimum rectiver i§ the difference in th@ meam divided 
by lb« ■Isadard devotions 

epl (B-JT) 

It ihould be pointed out that p, a correlation tsrm, describe« the correia- 
mn between the matLematisai description of the two ilgnab. In the caie 
considered in the text, the two signals are pulses of sine wave«, differing 
only In amplitude. Is this case ;> s= 1. Therefore 

where 

« + r 

2SA (S-IS) 

A4   =     f[St(l)   -S^tU'dt 

It Is necessary to point out again that the result depends on the par- 
ticular set of assumptions described at ths beginning rf the appendix. If 
the assumption of series bandlimit had been different, the result would 
have been different. For example, if the noise is assumed to be transform 
bandlimited and therefore analytic, Sleppian has shown that the sigtial is 
perfectly detectable since in this case the noise is deterministic from — at 
to -foe. Proofs of perfect detectability require mathematically precise 
measurement. Any error of mtw^urement, no matter how small, invalidates 
the proof. So far the assumptions employed indicate that if the signal is 
finitely detectable, the series bttndiimit assumption at least leads to a result 
nearly that of any other set of itssumption* so far examined. The Fourier 
series bandlimited assumption is therefore accepted as adequate for the 
present. 
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9 
The Intercept Receiver 

'■ 

W. R. RAMBO 

The intercept receiver Ukes m&ny uuful iornu. A Urge receiver of eiiib- 
or«te design may conatitute the primary unit of an electronic intelligence 
(ELINT) intercept system; as such, it must operate in an integrated man- 
ner with antennas and data handling units of appropriate complexity. A 
second receiver, one featuring small sise, light weight, and simplicity, might 
be a primary alerting device in bomber defense. A third receiver might be 
so completely integrated ph. iically and electrically Into a Jamming system 
as to be scarcely recognisable as a receiver A fourth might be designed to 
At conveniently into a brief case. The keynote here it variety'—in opera- 
tional use, in signal environment, in the physical requirements imposed on 
the receiver, and, consequently, in the practical forms of receivers currently 
In use. Present technology does not permit a "universal intercept receiver." 
There is no single basic receiver technique that is close to being optimum 
for all uses (see Figure tf-1). 

Despite the important variations, intercept receivers commonly employ 
standard basic receiver circuits—-superheterodyne, tuned-radio frequency 
(TRF), etc. Substantial divergences in detail are found—in bandwidth, tun- 
ing mechanisms, etc. Some operational situations Justify the continued utilisa- 
tion of receiver types largely displaced in other instances by more common 
circuits. Thus, direct-detection receivers, superregenerative receivers, etc, 
are used on occasion and their use is by choice because they best fit the 
needs of the Job at hand. 

3-1 

=?K»S!-«:.-S":':iift^ 
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This chapter Is concerned in psrtlcu!sr with microwave inta^cept receivers. 
It is not feAiibla to describe in detcüi each existlnf racefver having practics! 
value; there is not tha spscfi; and the rapidity with which (he receiver pic- 
ture is changing would outdate such matsdal very quickly. Instead, there 
first wli! be repeated from earlier chapters certain material on operstlona! 
problems, interrupt techniques, etc. The juatificsiion for the repetition iiss 
in the ernphasiä here on aspects bearing directiy both on the design of inter- 
cept receivers and on the selection and ampbyment of particular receivers 
for some common uses. The objective will be to describe why ECM inter- 
cept receivers must and do differ in detail frora other microwave receivers of 
similar basic designs. The material will then relate to this backgrouncf ap- 
propriate interpretations of the common receiver performance parameters— 
noise-Agure, bandwidth, sensitivity, fidelity, etc. The discussions will presume 
a general knowledge of conventional receivers, circuits, and components; 
they will emphasise the differences which must necessarily appear in the 
design and utiliasticn of Intercept receivers (Reference 1 and Chapters 23 
through J5 of Reference 2). There will be discussions of the several im- 
portant receiver types currently In use. A listing of intercept receivers is 
given in Reference 3. And there will be reviews of the principal problems 
which influence receiver design and of some innovations in circuits and cui,,- 
ponents which point the directions of future trends. 

To maintsin the general nature of *he review, the major attention will be 
devoted to Jiscussions of types of receivers rather than to descriptions of in- 
dividual, current receivers. 

9.1 Some Factors Affecting Intercept Reealver Design 
There are unusual factors, operational and technical, affecting the design 

of intercept receivers. 

(1) Lack of a priori Injormation 
Perhaps the most signiflcant over-all distinction between intercept 
receivers and other types is the fact that the former must operate 
without a priori knowledge of the electronic characteristics or physical 
location of the signals, Radar receivers, by contrast, have complete 
knowledge of the sixnal frequency, pulse repetition frequency (prf), 
pulsewidth, possibly an estimate of signal arrival time, etc. The initial 
reconnaissance receiver tasks are to And (intercept) and to identify 
or recognize the signals in a short time. In ELINT, any concern with 
message content is often of secondary importance. Further, the ma- 
jority of intercept receivers must be expected to collect and process 
a number of unrelated signals simultaneously. The terms countercept 
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aad syiichuKep! Lave been sugges^sd to difterentiftte betwae» ihr. 
recoen»!e»nce receiver Situation .nnd th$t It! whkh it lees» the ma- 
jorUy of <&*) signal dierKteriitica are known 

(2) ImhüHy io Use Megrsihn Tech^iquti 
Because of the wide varistfou in the üe«trlcal charsrtenstkä 0? si^- 
nai«s the cpportunitia for aid to weak-iipial detection via signal 
integration (as in a typical radar opsraUon) are apt to fc* absent. 
Built-in integrating devices imply a priori infcnnation, usually un- 
availabie, or an unusual concentration of interätt on a particular 
type of itgcai. Tksre it generally a direct signal amplitude versus 
noise amplitude competition in th« detection process such that prac- 
tical receiver semltlviiy (in tern» of usable signaMo-nuise ratio) is 
often much less, for examples than value« usable in a radar receiver. 

(3) Complexly of Signal Ckaracteeistics 
The basic intercept tasks become increasingly difficult with time 
because of trends in signal character. To a^old detection, or to avoid 
countermeasure action, modern weapons systems aignels ar« fre- 
quently subjected to programmed or even random variations in 
character (in radio frequency, prf, pulsewidth, etc.) during & trans- 
mission interval; the result is to greatly magnify intercept and 
identification problems. Thus, the value of precise measurement of 
radio frequency (a prime identifying parameter in ordinary circum- 
stances) must be viewed with some qualification In the era of puise- 
by-puiie frequency Jump transmission, rapid tuning capability in 
transmitters, etc. In fact, a receiver having the resolution and sta- 
bility to measure radio frequency accurately may hi At some sub- 
stantial disadvantage in detecting certain types of signals. 

(4) Divergences in Operationai Requirements 
In contrast to electronic countermeasures in general, whose primary 
value Is in tactical missions during hostilities, there is a substantial 
need for Intercept receivers during both "cold-war" and "hot-war" 
periods. The many differences in physical environment, In signal 
conditions, In op«rgtional use, and in the relative values of different 
types of data for these divergent applications combine to justify the 
development of different receivers tailored particularly to the dif- 
ferent eras, Even within the cold-war period, there are surprisingly 
different uses for intercept receivers that dictate th«* need for a tre- 
mendous versatility in receiver design and employment. The de- 
mands for intercept information In the cold-war period range from 
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zunammt of as fmemy'g research md deveiapmmi sctivltias, to 
niGtiitoring the ^emtfaak! deployment of ttdmi (eqvdpmmi», to deter' 
iftiBstioa of latsatlosi tc sr.tstk, to !jrar,sdästf vaHäcaticn el ar< sctua! 
Attack. Slna the inhietton of ho»tJJitieg my wsli be in the hands of 
a potential enemy, a developed capability for all phtAsft of EI.IHT 
activity Ja &bvioiuly desirsM«. 

(5) DivergeKCf i,  ^hyskal Reqummtnti 
The vaHstiuns asked fsr in phyaica! dewgn aft tretnendoui. Thus, 
receivers »re designed for instaUaUon in Syrian ships, submarines, 
complex gfouftd-baaed detection centers, motor vehicles, aircraft, 
reconnaissance satellites, hats, brief cases, «tc. The environmental 
extremes in shack, vibration, temperature, altitude, stc, are fully 
the equivalent of those imposed on the electronic systems whoM 
signals are to be detected. 

(6) Wide Frtqutncy Äawfei to Se Monitnred 
In geseral, the intercept receiver must monitor a total radto-frequency 
band substantially in excess af the frequency ranges of the Individual 
signal» of the electronic systems to be detected within this bend. 
This introduces major technical considerations in wideband cir- 
cuitry. The d-c-5o-light concept was never more applioible. 

(7) Wide JOynarHk Rungiit EncoHüiend 
The wide variations In received signal level that must be anticipated 
are enormous. Because of the one-way trammisslon to the intercept 
receiver (versus the two-way action that may be involved in the 
operation of the signal emitting system), signal levels are apt to be 
hlgn—high sensitivity sometimes is unnecessary (and undesirable 
because of the possible introduction of lower level interfering signals). 
But in contrast, the intercept receiver may, in another circumstance, 
be faced with the task of intercepting a low-power transmission via 
rsdistion from minor lobes of a transmitting antenna, and from a 
great distance—a situation arguing for the maximum sensitivity. An 
Intercept receiver of genera! utility, then, must be prepared to operate 
over a very large dynamic range. 

(8) Complex Data Handling Problem: 
In situations where a high data rate (occasioned either by a large 
nuuiber of signals to be monitored or by the desire for detailed 
technical information about selected signals) must be handled, the 
Intercept receiver must frequently operate largely on an automatic or 
semiautomatic basis. Therefore, the receiver performance versatility 
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often must be retstaed In automatic or eetntautomatlc operation, If 
the employment of an operator, or operators, is fesiibl«, the con- 
sequent reduction in complex automatic circuits nwv be largely offset 
by the »eceaaary inclusion of special display and control clrculiry 
leading to the tast utilisation of the operator. 

(9) Presence of Falte Signals 
There must be a continuine «nd unusual concern with false slgrals. 
"False" refers to more than the internally generated spurious 
responses sometimes encountered in receivers, or lo the results o! pro- 
pagation »nontahcs. It relates to the off-frequsacy signals ^enorated 
in high-power transmitting tubes; such signals, while reduced 
in amplitude far below the normal frequency level, still may represent 
a very oubstantlttl radiation enersy. There is always the threat of 
decoy signals produced by an alert enemy to capture the attention 
of the Intercept systems. There is the threat that certain signü 
characteristics used to "ängerprlnt" signals (antenna scan rates, 
prf, etc.) are being subtly modified by the enemy to lend coafusics 
to the operation. While it la sot within the province of the Intercept 
receiver to make fundamertal decisions in such matters, it is impor- 
tant that the Intercept receiver not introduce further confusian by 
an inability to handle the received date without further distortion 
or modiftcatioa. 

Intercept receiver technology is in a continuing state of change. New 
receivers are developed not only to reflect the recent advances In more 
versatile circuits and components, but to meet, as well, both new operational 
uses (in missiles and sateUites, for example) and new problems imposed 
by the ever-chnnging electrical and environmental characteristics of the 
signals of interest. Yet, in all cases, there are certain underlying relationships 
which in some form affect intercept receivers. There are basic operational 
conditions which affect the ehoice of receiver circuits. There are iiß&atlons, 
advantages, and compromises in basic receiver techniques which affect the 
initial design of a particular receiver. There are aspects which affect the 
selection of a receiver for a particular Job, or which determine the optimum 
employment in field use of the selected receivers. These are the factors 
considered in this chapter. 

9.2 Two Important Operational Requirements i Intercept Prohabii- 
ity and Signal Selection 

The principal Job of the intercept receiver Is to provide information on 
the existence and nature of various signals—usually In the minimum pos- 
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sfbie time. The detailed qu^sttoni asked of an intercept system might be 
one or more of the following: Are there any signals present? Whet ar« ♦'« 
electrical characteristics of and directional bearing to those signals presents 
Is there a signal present having certain prescribed characteristics ;perhap8 
i>i frequency, pulsawioth, prf, etc)? Is there a signal pmmA which ii 
tracking the location of the receiver? Is there a new signal present (new in 
the sense that the transmission has just been added to the general slgna* 
environment)? Is there an unusual signal present (unusual In the sense 
that it possesses character.Mlcs not found In the current catalog of signals)? 
Is there a signal present that evldsnces certain characteristics of motion 
(perhaps Identifying a missile or aircraft transmission)? Are there c-w slg* 
nais, FM slgob, single sideband (SSB) signals? It there «vidence of 
simultaneously or sequentially pulsed üansmiksions on adjacent frequencies? 
In adjacent bands? In widely separated band»? Is there a particular single 
signal In «xistence the mere presence of which conveys important Inionna- 
tion? Is there a change in the general pattern set up by r.iar.y signals (in- 
crease or decrease in density, general geographical disposition, etc.) which 
carries Immediate tactical implicatiomi, perhaps as to an imminent missile 
firing, a realignment of ground forces, a relocation of & base, «tc? The Ust 
is almost endless. It is apparent that no one intercept system will answer 
all such question» optimally. 

Regardless of the specific questions appropriate to the problem at hand, 
there are certain general aspects of the intercept that alweyi must b« con- 
sidered: (i) the nature and amount of information to be developed for 
each problem signal (knowledge of mere existence versus determination of 
detailed characteristics), (2) tha forma in which the output data are to be 
provided (lamp indication to an operator or camera; panoramic presentation; 
an electrical output suitable for computer processing, for recording, for re- 
transmission, or for control of other circuits, etc.), (3) the time available 
for data interception and processing (very short In the case of initial attack 
warning versus relatively long in the case of certain cold-war reconnaissance 
and monitoring processes), (4) the environment In which the receiver must 
operate (this encompasses both the physical environment and the signal 
environment). 

Many of the practical Implications of the above items In receiver design 
arise In the consideration of two factors closely identiAed with intercept 
receivers. The degree of intercept probability defines the basic ability of the 
receiver to provide, within an accsptable time interval, reception of a trans- 
mission; the term cons-ders the typical ^lapsed time between the initial 
existence of a detectable signal and the initial reception. Signal telection 
relates to the further ability of a receiver to separate a rignal for additional 



THE INTERCEPT RECEIVER 9-9 

treatment, und possibly to Identify an intercepted stgnni as being of a cer- 
tain typ« or class. It refers to abüäües to measure signal churacieristics, 
and/or to select signals ui.- the basi« of ebctkical characteristics or opera- 
tional behavior a* being ut 'e and, thsrefore, worthy of particular interest. 
Note that the term intercept probability Is frequently broadened in menniug 
to imply the «blilty to identify signal characteristics as well as to determSue 
mere existence. This i« particularly logfe»! in discussing recoßnalmnca re- 
ceivers. Hor/ever, s separation of functions (Into intercept probability and 
signal selection) is useful in considering the technical details of the receivers. 
These topics have received special treatment In Chapters 4, 5, and 6; the 
concern here is with their influer.ee on receiver design. 

9.2.1 liiteresept FrobabUlty 
A basic requirement for the principal Job of the intercept receiver is kigk 

intercept probabiHiy, and no other single design objective has exerted such 
iaSitence on tl.e development of intercept receivers. 

ih 

htmmMv i/J 

Fiouu 9-2   A typlcst rsdur Inttrctpt problem, Srr.nning MiUnnu «n Involved »t both 
trinimiUer and receiver sitM; the receiver KSM tn incr»menUl acceptance Und width 
A/ aero«» a total monitored frequency ranRe of /r(, Under direction and (raquency (/,,) 

coincidence conditionk, a limited number of radar pulM» would be intercepted. 

A basic radar Intercept problem is outlined in Figure 9-2. Therein Is 
depicted a tunable Intercept receiver operating with a programmed change 
(scan) in frequency (an Incremental acceptance bandwidth A/ is tuned 
periodically through j,t) and utilising a rotating directional receiving an- 
tenna. The radar Is presumed transmitting on an unknown frequency (ja) 
within the tuning range af the receiver (/,/) in a varying direction as con- 
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trolled by iti routing antenna. For Intercept, the frequency smn prscsiä 
xnuat have tuned the receiver to the proper frequency at a ÜT.S during which 
s. sisna! of detectable amplitude is delivered to the receiver beatlo». This is 
most Ukely to occur when the receivltif antenna is aimed at the radar add 
when, simultaneouaiy, the radar antenna k scanning through the bearing 
to the receiver. These conditions must persist far a tima long enough for 
the receive'' to establish the idsntity of the signal a» such. For ten'aJive 
ident'Scattoi* of conventional radar transmiuioiu, this may simply mean 
that the receiver must not tune through th? radar frequency in the interval 
between pulses. If knowledge oi signal prf i« required, the receiver must 
remain receptive to the signal long enough to intercept at least two con- 
secutive pulses. If programmed or random variations of emitter charac- 
teristics are to be anticipated, the requirement encompassM correspondingly 
longer times. 

Note that there are several scanning processes involved. The probability 
of the necessary time-frequency direction coincidence is indeed small As 
the scanning processes Kie reduced in number, the time prcbabilUy situatisa 
improves rapidly; however, it is inevitable that as the number of scanning 
processes is reduced, the sensitivity of the system is also reduced, unkss 
corresponding complexUbs arc incorporated (mi'Hiple «Mennaa, channelised 
front-ends, etc.). In comparing the relative merits of various choices and 
combinations of scanning processes, it is important to consider not only the 
sensitivity And degree of signal selection attainable, but the possible restric- 
tions that may be imposed on the quality of signal information (pulse shape, 
modulations, etc.) and on the receiver data rate (number of signal char- 
acteristics than can be measured, number of signals that can bs simultane- 
ously monitored, etc.). Fortunately, it is frequently possible, at least for 
initial intercept, to use an omnidirectional receiving antenna (dg = 360"), 
Further, it may be possible to use a non-scanning i-weiver wide-open in 
frequency such that it continuously monitors the entire assigned r-f band 
(A/ as /,/). Only one scanning process then remains (that of the radar 
sntenna) and a signal of sufficient amplitude would be detected as soon as 
the radar antenna scan» through the receiver bearing. Alternatively, a 
narrow-band (narrow A/) frequency scanning receiver might be used; this 
presumes a higher sensitivity such as to assure the capability for detecting 
the radar transmission through minor-lobe radiation. Detection, then, would 
not require the radar beam to be directed at the receiver. Again, a single 
scanning process remains (that of the receiver in frequency) and the radar 
could be detected as soon as the tuning program adjusted the receiver to 
the radar frequency. 

The situation in which the radar signal Is detected through minor-lobe 
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rsdlatioi» or through tmtgy setUered from alt« obil^des k common. Tha 
UM o! tfels isjtercept ytocm» is implied aa opiiotisl; St» me frequ^nily Is 
mandatory it there St some strong iikeiihood that the radar ttaasminsior. 
would not perisdlcaUy be beamed at the receiver (as la true with tome 
we&puns system»; or at sonic recaiver Socation*). Fortunately, field measure- 
meat data indicate subitssUal radiatioa hom minor antenna lobe@ and from 
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site reflectiona in many typical cases as shown !r. Figure 9-3. The same is 
generally true as regards radiation toward the zenith, a situation of import- 
ance in high-altitude reconnaissance. Again, measurements show average 
aeni'h tadialion from a typ!"a! ground-based radar antenna to be, com- 
monly, only a f*w decibels below that which would be radiated from an 
Isotropie antenna. Some interesting results of su^h measurements are con- 
tained in Reference 4, 

The variations to the general intercept problem are many. The radar 
transmission may be of very short duration, the frequency might not be 
constant from pulse to pulse, etc. Much of the design philosophy of Inter- 
cept receivers Is based on the need to adjust conditions (scan processes, 
bandwidths, etc.) to handle optimally the many variations. 

Simply stated, a high intercept probability exists only when there is a 
high probability of intercepting a particular signal, or group or class of 
signals, in an operationally acceptable short time. Thus, a simple, broad- 
band crystal-video receiver oi low sensitivity might provide the optimum 
Intercept probability in a bomber defense problem where practically Instant 
warning of a strong, local signal Is ail that is desired. Yet that same receiver 

1 
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would havs no practical intercept probeblllty in general rceotms'tsancE im 
ilht&Ai stgnftht too weak tö be detected by the crvstal-vädso device. For thf 
latter tank, n slowly tuned superheterodyne having a narrow acceptance 
band (*M s consequently higher nenaitivity) n^gh» provide at lesat s, po»- 
sibiiity of success in detecting the weak signal Yet the superheterodyne 
'■night be relatively useless (because of the slow scan in frequency) in the 
apparently more simple warning task in bomber defense where time !s of 
the essence. 

High intercept probability in an intercept system impita, first, * sufficient 
eeiuitivUy in the receiver to permit detection of the signals of intenst. Be- 
yond this, It Implie» particular abilities to insure detection. It guarantees 
certain r-f bandwidth and tuning characteristics such that there is a high 
probability that the receiver will be receptive to the frequency of transmis- 
sion early in the trantmitting interval. It suggests that beamwidth and scan 
characteristics of the associated antenna will favcr reception from the direc- 
tion of the elgnal during the transmitting interval, and it indicates that 
there are characteristics in the receiver aiding the recognition of a signal, as 
such, in the presence of noise and other signals. 

9.2.2 Plfnal Schotlon 
Historically, an intensive search for special receiver techniques some years 

ago produced several important advances in receiver design contributing to 
higher intercept probability. This general success, in turn, has emphasised 
an accompanying problem—that of segregating, analysing, and recording 
•he wealth of data developed In a high-signal density environment by the 
"Improved" «reivers, Thus, along with the more obvious general receiver 
design requirements of (1) a satisfactory intercept probability for the signals 
of interest, and (2) a design consistent with the nature of the physical en- 
vironment In which the receiver will be used; there is now a general recog- 
nition of the possible need for (3) a special ability to operate in a prescribed 
high-density signal environment, and (4) a design consistent with particular 
requirements for data read-out, analysis, recording, etc 

There are several design approaches to items i and 4. If reconnaissance 
for strategic intelligence purposes is the primary objective for the intercept 
receivers, an attempt Is sometimes made to develop a receiving equipment 
of such versatility that it can handle all signals in a complex environment; 
the Intercepted data are processed and cataloged immediately in great de- 
tail by the field equipment. Alternatively, the fidelity of detected signal 
reproduction of the receiver is made such that, in conjunction with a wide- 
bend recorder, a record of the full signal environment can be made with an 
accuracy and detail such as to permit subsequent analysis under more con- 
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venient anaiys!« condilkm^. A mtkjor vnkts of thin second approach H«'^ In 
the abüity to re-extimine ths data, in a nsai-orlg!nal form in order to answer 
secondary questions that might later be posed, Au important problem mny 
remain if the recording mmt be restricted to envelope characteristics; sign«) 
identifying fsstures contained in wall unintentional variations in radio 
frequency or phase might be lost, a? we!! as intentional variations that are 
fundamental to tht operation of the Intercepted system (FM, pulse com- 
pression, etc). 

These are standard approaches of obvious validity; they need no further 
discussion. They are safe in th«t the chances of missing an important bit of 
data are minimized since, theoretically, all signals ere examined and treated. 
However, these (.pproachee, of necessity, require complex field equipment. 
These schemes are sometimes combined In cnmpiet systems; the usual in- 
teaticu then k to record only those unusual signals which require further 
analysis. 

A useful alternative approach can be exploited if a 1«**« genernl r<.'ronnais- 
sanc.3 task is at hand, or if the receiver is to be used as a warning device, 
or as a sifnal selector in a jamml g operation. Some signal presegregatlon 
can be employed, commonly by an electrical presorting within the receiver 
itself, «uch that the output contains only those signals which meet certain 
prescribed chnracteristlcs—in frequency, pulsewidlh, prf, Polarisation, modu- 
lation, antenna scan, amplitude, etc. (Only two or three of these parameters 
are ordinarily examined In a single equipment,) The details, of these few 
selected signals are then read out or recorded. 

In a sense any scanning receiver which has an incremental bandwidth less 
than the lot»! r-f spectrum assigned for monitoring necessarily does "signal 
sorting" in that its attention at any time is restricted to less than the total 
picture: it does not receive all signals all of the time. However, this fact is 
the basis cf a major Intercept probability problem In receivers employlng 
frequency scanning, and such frequency «electivity may not, in those cir- 
cumstances, be a useful presorting technique since the resulting reduction 
of data is on a substantially unplanned basis. In particular, Intercept and 
analysis of the significant parameters of a modern radar utillaing rapid varia- 
tions in transmitted frequency would be far from optimum. 

The objective of signal sorting is to reduce in a logical, selective manner 
the amount of data that must be subsequently treated by an operator or by 
associated analysis, recording, or control circuitry. The success is dependent 
on how well a signal, or class of signals can be uniquely identified by a few 
sorting parameters; the Job obviously becomes more complex in high-signal 
density areas. Fortunately, certain types of signals can be selected quite 
simply via the use of two or three sorting parameters such that remarkably 
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Fiovw. ?-6   Sif&t! 4i»tr(butlnn at t function of pit. 

■Imp!« receivers (but of reitrinted general utility) can be devised for special 
purpoMs. 

There are restraints imposed on ihc practical utility of the various 
schemes for presorting, preiegregatlon, automatic signal recognition, signal 
identiflcxtlon, etc. 

There is first the concern with whether or not a signal can be uniquely 
identified through mdasurements of a limited number of characteristics. For 
some signals there is no basic problem; but other important signals may 
differ but little from the many signal types which compose the total environ- 
ment. Signals tend to group together, particularly in frequency, as is evident 
in the plot (Figure 9-4) of the frequency disposition of 90-odd S-band 
signals intercepted in a short flight along the California coast. Fortunately, 
the grouping is not nearly so pronounced in certain other characteristics 
<—Uliutrated for pulsewidth and prf of the same S-band signals in 
Figures 9-5 and 9-6 respectively. Figure 9-7 is illustrative of the general 
sorting problem and shows the cataloging of 6'-band signals into a number 
of bins that would be brought about by sorting through measurements of 
several common signal parameters. (It should be noted that two parameters 
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Piouu 4-7 Siftuil wrtlBi broueht about by nqutethl sorttni procMwt («-sign»! S- 
banü »mpk), Puinvii'.h «ccuruy; 10%; prf »ccurtcy; u%; MtB-nta Mcuraey: 13%; 
frsqutncy accuney; 50 mt&cycU», Individual paramatcr raiolmlon capabititiu: prf, a 

Kan rat«, S tlgnala; frequency, 7 clseali. 

may not be really Independent; puhiewidth and prf are often not.) The ob- 
jective of the tortlng it, of course, to have as few tignalu per bin as posolble. 
Not evident in Figure 9-7 is an important additional "sorting in time" 
brought about autcmatically by the scanning of the directional antennas as- 
sociated with the signals and by the travel of the receiver (the sample was 
gathered by a receiver in an aircraft). 

A second aspect of the sorting process, once the parameters to be sorted 
have.been chosen, is the order in which they tan optimally be handled in an 
intercept receiver. Certain ae'iueutlal arrangements are usually suggested by 
the time required to measure each parameter, but important alternatives 
involve simultaneous msaaurtn uit of certain combination» with perhaps a 

/ 
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coincident of values öf these parameters required before further eurting is 
attempted. For tmmiAe, frequency and direction tsn be obtained un a pulse- 
by-pi'!se bants ana a sub^jquent correlation o- both of these parameter-) 
demanded by the equipment befcri> prf (or Intarpulse interval) is measured. 
The simplification in prf measuring circuitry tisuiüng from this presegrejta- 
tion of interlaced and unrelated signds can be considerable. 

There is a third aspect, one over which the equipment designer has little 
control—the quality and quantity cf signal data avaikb!« to th* receiver. 
This affects system operation regardless of inclination toward treating all 
data or only presorted data. Propagation Is a major factor In distorting the 
data avaüable to the receiver for measurement. Figure 9-S shows a. i-micro- 
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s*!cofid puli« as received At a, ground site In combinatton v/hb reflected 
energy from terrain features. If the time dekyi respiting from riiüiUsält-peih 
propagation are g^ster than a pulwtvldtä, the resulting signal is received 
with one or more distinct echoen. The energy ievs! of these eütoss is much 
lower than tht direct : ith signal if the radaf antenna is directed toward the 
receiver, However, when the receiver sensitivity Is »ufficisnt to receive minm 
lobes of the radar via direct path propagation, die correspondiag rsflected 
echoes of the main lobe fa» have eqaal or gr^ater ener; ". ^us, exiraaeouB 
p'Jssä can be received whose width vail, is general, be dsfereni from that 
of the transmitter. WUhcut adequate precautions In the squipmeat, these 
can er K th Mm measurements and incorrect implications about the num- 
ber oi fc.„ .er« present. (Site and tirsmlit teiecthm account in large part for 
the substantial minor lobes associated with the S-bsnd tada? antenna pat- 
tern plotted I» Figur« 9-3.) A pulse is shewn Is Figure 9-9 foUowing touu- 

KUUIKK 0.9   Eff«ct on puiia ihaps ol multipeth prupmtation between 
Axed ptiänn. Succeuiv« 2-mlcroMCond S-bend pulHi «re ihown in 

Ihre» iroupi dltplnced In time by a few tecondi. 



THE INTERCEPT SECElVSR 9-19 

mitmloB through treea; mui- 
tipalh distortion effects on 
«hupe are evident. The ap> 
ptftnt tlm$ vsiiiations In the 
bearing to a trtmsmltter 
Invölvdd in an S-b«r.d mm- 
horimn tranimis<«ic!K vis 
jropor;jheric «catter at? 
»howR In Figure $-'0; the 
successive traces are only 
0,1 second apart. Signal 
density often appears as « 
major problem, the quanti- 
ties of signals with which 
th* circultiy may have to 

Fiows» M« Btfting vsitatte« to t*yoBd-horison 8- contend in some iaitancsi 
kund Kalter lieml u a fuacttoa of lisM. Four i-Mcoaä are sUggering (R&ferences 
Mmpkn art ikown. A OS* fceaai KSIU a 9.1* sector Sand 6), 
«en o.i Mcoad. Th» trii« bearint I» aliiMd vHth the Presuming there is some 

esnt.rU». of ih. torn. JustiflMtion for attempting 
a presorting of signals, a third question then *ris«s. What Is the necessary 
measuiement accurary ? An important control on refinement of receiver measur- 
ing abilit'es is set by the value that can be attached to the readings. Qualifica- 
tions are introduced by the factors outlined earlier—the spurious signals, etc. In 
situations requiring emitter parameter details as a matter of technical intelli- 
gence information per tt, absolute accuracy of measurement may be signifi- 
cant even If only ons signal is received at a ime. A high degree of measure- 
ment accuracy might al*o b« required in correlating Intercepts made from 
different geographical locations or recorded at different times. In other situ- 
ations, where a capability for prescrtlng signals Is the prime consideration 
in establishing accuracy requirements, some latitude may be permissible. 
The discussion to follow Is concerned with the implications In presorting 
signals, and other circumstances in which It Is legitimate to question the 
need for high measurement accuracy and its attendant cost in equipment 
complexity. If all pulse signal repetition rates were fixed—say 300 pulses 
per second—there wmld be no need to measure the repetition rate. If there 
wsre only two rates, perhaps 300 pulses per second and 2000 pulse« per 
second, the measurement accuracy could be very coarse indeed, yet be com- 
pletely useful in identifying the proper one of the two categories. The ac- 
curacy need be no greate; than that required to establish meaningful differ- 
ences. However, these differences are sometimes small, for example, when 
It Is desired to Identify a particular transmitter unit of a class by ..mall 
differences in signal parameters—to fingerprint a radar by noting that its 
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pulse repetition rste is 299 pulset per second rf their than tks mrmsl 3-00. 
This process iegUimatoly calls for «, high relative measuranuent accuracy; 
the resulting informsticn can be of substsnti«! value when there it tome 
'ertainty that the mino? parameter perturbations do not vary with time (by 
chance, or by the design of some uncooperative victims). 

Finally, can sorting of the precision required be accomplished technically 
with reasonable circuitry and in a reatonable time? There are genuine prob- 
lems in devising automatic circuitry which measures pulsewldths over very 
wide dynamic ranges; which relates properly ths puiss« is interlaced pulse 
trains; which measurns signal polarization in a definite way; which deter- 
mines antenna scan rates or scan patterns; which defines modulation types, 
@tc. Fortunately, the precision required in the measurement of any on« quan- 
tity drops at the number of signal parameters taken in crmbination In the 
identification it increased. The measurement accuracies tabulated in Figure 
9-7 are typical and are not unreasonable in simple equipments. 

This section has emphasized some problems faced in certain aspects of in- 
tercept receiver development and utilization. Ths purpose is to account for 
and Justify some unusual practices in intcixept receiver circuitry. This re- 
counting of so many problems may carry implications as to the value of the 
Intercept operation. There is none intended; there are ample demonstrations 
of the utility of intercept receivers and of the practicability of deriving com- 
plex Information of great value through their use. 

9.S Intercept Syatamt 
Section 9.2 introduced a number of typical questions asked of an intercept 

receiver, such MS: !S there any signal present? What are the electrical charac- 
teristics of the signals? In reality, these arc translations of much broader 
questions that are sometimes important far frc;n the field of electronic recon- 
naissance or warning. Some of these might be: What is the disposition of 
an enemy's land or naval forces? What is the electronic order of battle? 
What Is his ability to defend or attack? What is the state of his technology? 
What are his intentions about surprise attack? Has an attack been launched? 
Is there a weapon system trained on an aircraft or submarine? 

The answers to such questlor may be provided at least partially by signal 
Intercept alone; ordinarily, ho er, an Intercept system will be required for 
the total job—to provide all possible primary data, to translate the data 
Into meaningful answers, and tu transfer the answers to the intended user 
in an acceptable time. 

The basic intercept job may be done with simple equipment- antenna, 
receiver, and indicator lamp. Sometimes a much more complex assemblage 
of subsystems is required. In any event, the Intercept receiver alone is the 
concern of thin chnpter. In practice, the influences of the characteristics of the 
antenna and of the associated processing and display circuitry cannot be 
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ignored in inUrcepi reccJver dca^n and utiHtsUon. The iaipoifcns« of thuae 
HUtters jusiiftfes treatment In * Ml chEp'oi; accordinsly, antennu sad their 
Infiucnc«. an dlscusied in Chapter 29, dirsctian finding >■ covered is; Chapter 
10, ttnd an»ly.«ii and display problenu sra treai^d In Chapter It, . Me an- 
p«cti of s system are subject to tome control in equipment äetl«n and Mill- 
isation. Prspogational effecto here offer some contrast but may well be of 
equal Importance In the successful utilisation of a system—particularly in 
those circumatances involvln« diffraction and scatter effects. These matters 
are covered in Chapter i I ■ 

9,,3.1 Meceiver» M M Syateia Compotii«et 
Seyund the simple system as visualized above (antenna, receiver, and Indi- 

cator), the complexity of certain Intercept problems justtfios the utilisation 
of substantially more complex systems. Correspondingly, mure complex re- 
ceivers appear [& wch system«. Ordinarily, the r-f spectrum to be tnonltared 
will exceed the tuning rangu of a single receiver. Thus, an Intercept receiver 
might have several tuning heads (covering Jiffsrent t4 bands); or if simul- 
taneous monitoring of the sevsral bands were of paramount importance, 
everal receivers might be dsvoted to the total system problem. Each would 

be associated with its own antenna, and there might be substantial difference» 
in individual receiver design as required to develop acceptable characteris- 
tics in the different r-f ranges. It is likely that some interrelation of the out- 
put data would be employed via a composite read-out unit, 

Even if only a single r-f band were to be monitored several receivers might 
be employed In combination in a system. It la nut uncommon to utiliee a 
guard (alerting, warning) receiver featuring special intercept capabilities 
first to detect quickly the presence of a signal, and then to aid the utilliation 
of a second, analysis (precision) receiver for detailed sigiia! inspection and 
read-out. A third, d-f receiver Is sometimes employed with an aasociatcd 
directional antenna. Several receivers might be incorporated into a system 
with the diviaion of utilisatiun to be baaed on automatic, semiautomatic, 
and manual operation. This usually brings about a corresponding segregation 
of data auih that the numerous routine slgnala are handled automatically, 
the fewer, unusual signals receiving a more detailed treatment In accord- 
ance with the ttbilitlea (and limitations) of the «rminuiomatJc and manual 
profMUi. 

Systems problems In the full sense arise In such circumstances. There are 
the usual technical problems associated with integration of equipments, com- 
patibility with the environment, logistics, interfaces with other systems (a 
data transmission system, for example), etc. But the system concept often 
must be employed simply because un intercept receiver, by itself. Is incupablf 
of providing the desired answers to questioits of strategic or tactical Import- 
ance. 

. 
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At an Inditatbn os the potenti«! (but nsccm.-y) complexity of Intercept 
systems, one system prcpoaed for long-renge, ground-to-ground detection 
Involved, per ■»Jf-suSktent site. 34 Intercept recglvera^ K total eqüipmmt 
weight of rmny tons, 13 mer> In the actual operaUng crew alone, and an 
initial cost (installed) of $i5,000,00C. Ar. airborne reconnaissance equip- 
ment (covering several bar.df and possessing some remarkable abilities) 
weighs 4500 pounds and costs in the order of $7,000,000 per unit. Fortun- 
ately, the simple system shown in Figure 9-!(c) id sleo of substantial opsr- 
etional valm 

9.3.2 Systen EvaSustlon In Ternse of Sigaml Intereept 
It is often necessary that receiver operational characteristics be evaluated 

with respect 10 the total system objeetivsc. System intercept probabiiKy Is 
influenced by several receiver and antenna characteristics—noise-flgure, gain, 
predetection (acceptance bandwidth), and postdetection bandwidth, tunSng 
range, tuning program (frequency scan characteristic), antenna gain, beam- 
width, and scan characteristics, etc. It is difficult to relate these factors to 
give some quantitative measure of the intercept probability of a system. But 
there is a very general relationship leading to a flgure-of-merit based only 
on the composite abilities of an intercept system to monitor simultaneously 
both frequsney and geographic area (more properly, volume-of-space). This 
concept presumes that the frequency and location of a signal are unknown 
And that there is an equal profit to success in intercepting a signal to be 
brought about by doubling the frequency band monitored per unit of time 
or by doubling the volume of space (or surface area) monitored in that time 
interval. 

The common denominator to improvement In both aspects is receiver 
noise-figure. This is because an improvement in receiver nolse-iigur« is the 
only step of unquestionable value in providing for % basic improvement in 
sensitivity without some penalty to another performance parameter. Sensi- 
tivity, as such, can be bought without a change In nolse-flgure by a con- 
striction of the receiver's effective noise bandwidth. The attendant increase 
in maximum range of reception for a signal of given chaiacteristlcs results 
in a greater space volume monitored per unit of time; but the accompany- 
ing reduction in acceptance bandwidth of the receiver decreases the fre- 
quency range monitored per unit of time so that there is no net improvement 
in the figure-of-merit. In similar vein, system sensitivity car. be purchased 
with higher antenna gains. The accompanying fange increase would appear 
to improve ths space covemge cf the system but the beamwldth reduction 
associated with the increased gain so obtained balances out any improvement 
in actual space coverage per unit of time. In contrast, a noise-figure reduc- 
tion can increase sensitivity—and range—without any necessary reduction 
in bandwidth or beamwldth, 
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Ccr.*ideret!ons of time «re inevlUble in r. disctwlen of eystsm intercept 
probsibüity. The ftgure-of-merit referred to sbow mesuures syatem per- 
fonmnce OR the bssSi of frequency and epace coverage per unit of time. A 
minimum value for this uuit-of-time is set by the interval over which a 
»ignsl must be observed in order to eitablteh its exiatence or in order to 
measure certain characteristics. It varies with the task at hand, a few mi!<i- 
seconde often sufficing for puise sfsnaS intercept in the microwave bands. It 
the time ävaüabie ior intercept is* longer, i.e., if the transmissions exist for 
several "uuite" of time, a system of lower ftgure-of-tnertt migiu be able to 
accumulate more useful data over the total time intervsl. This situation is 
illustrated in Figure 9-11 where the relative intercept abilities of sis hypo- 
thetical receiver-antenna systems are contrasted. The systems are assumed 
to be employed in a ground-to ground monitoring operation, whence an area- 
of-speee (rather than a volume-of-sp«ce) is the configuration of interest; all 
receiving antennas are assumed for the sake of comparison to have a fixed 
vertical beamwldth of 20°. To simplify the intercept probsbiUty problem 
somewhat, it is assumed that side- and back-lobe radiation from the emiiters 
of intcest must be received; the beam power of all emitters is assumed to 
be I megawatt or more, with an average minor-lobe antenna gain of 0.2 
(7 db below Isotropie) giving a minimum effective radiated power of 200 
kw. U is further «>sumed that an aiimuthal sector of l$0d and a frequency 
rang« of 2 kmc at 6'-band must bs monitored by each of the receivers com- 
pared. The unit-time interval (required to recognise a signal) has been 
chosen as 1/50 second, and it is assumed that thi* length of time is devoted 
to each Incremental asimuthal beamwldth and to each incremental accept- 
ance bandwidth in tiu scanning process. The so-called system flgure-of- 
merit, as provided by an arbitrary muttlplicailon of frequency coverage (in 
megacycles) and ares coverage (in square miles) is plotted along the abscissa. 
Receiver A ia wide-open in frequency and employs an omnidirectional an- 
tenna. The figure of merit (performance number) of this combination is 
given by the intercept of curve A with the abscissa, this marking the per- 
fotmance for the initial unit-time interval. It is unchanging with time (except 
for the practical benefits of the continuing monitoring) since there are no 
scanning processes incorporated in the receiver or antenna operation». In 
effect, the simple receiver can determine only the existence of a signal and, 
perhapn, pulsewidth, prf, and transmitting antenna scan rate. The second 
combination employs a directional antenna, No performance change results 
fur the initial unit of time; despite the grenter range, the initial area coverage 
is unchanged. Kut the over-all perfotmance improves with antenna scanning 
(because of the area increase) as indicated in Figure 9-11 and reaches a 
much higher eventual performance number by the end of a complete antenna 
rotation (in 30 units of time). Some d-f capability is added. Thereafter the 
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operetion is, to a degre«, rertundant. lu e aimibr manner, the «ildition oi a 
broadband TWT preampilf.ar provides an ove«--»!! benefit, as indkeUed by 
curve C and curve D (which shows the effect of the addition of a direcJosisl 
antenna). The 5th and out com^inAticns (cufve» E mi F) involve K«r.nin(| 
superheterodyne receiver« with relatively narrow (30 megscyclea) acceptance 
bandwldthf. It is interestinf to note that the iaiiltl performanc» number for 
these two receivers is leps than that of thn TWT plus wide-open crystal- 
video receiver despite the higher sensitivity of the superheteroäyne. Combina- 
tion C might be the preferred choice as a warning receiver for a very short 
duration signal, But if the sisnai transmission were ol longer duration— 
preferably greater than the soarning times of the scanning system.-*—the total 
abilities of the scanning svperheterodyne system? to develop information 
eventually would exceed that of the simpler receiver (the relative limits are 
tabulated on Figure 9-11); the scanning systems then would provide the 
better results, i.e., there would be s probability of intercepting transmitters 
when located at greater distance«. Further, a frequency measuring ability 
hi« been added. 

The practical value of (he flgure-of-merit concept is limited; but It does 
support the idea that there is a matter of compromise in system design In- 
volving a trade of abilities. Sometimes the profits or penalties are obscure. 
Fur example, high altitude reconnaissance might be conducted with a scan- 
ning receiver located In a moving vehicle. It might be necessary to use a 
downward-directed directional antenna, perhaps to develop sufficient sen- 
sitivity to detect weak, minor-lobe senlth radiation. The system, then, is 
constricted both In instantaneous frequency coverage and in instantaneous 
space coverage; both frequency and space scanning processes are involved 
(the latter Is brought about by the motion of the vehicle). An investigation 
of the figure-of-merit of the system In terms of a general Intercept probabil- 
ity variation with respect to altitude and speed of the vehicle shows no 
change in figure-of-merit over surprisingly large ranges when the system is 
optimally designed for each combination. 

Of course, there are many reasons arguing for the selection of a particular 
receiver acceptance bandwidth, system antenna b^amwidth, etc., other than 
the consideration of an idealised general intercept probability. It might be 
that all expedients in bandwidth and beam narrowing might have to be ex- 
ploited simply to generate enough sensitivity to provide some small pos- 
sibility of intercept (a net uncommon situation at frequencies above X- 
band), Or It might be that a narrow acceptance band Is Justified by stringent 
frequency resolution requirements, etc. This discussion is intended to display 
contrasts in the abilities of some common receiver-antenna combinations, and 
to point up the sometimes unsuspected merits of some of these combina- 
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tions—the broadband crystal-video racdver p!us low-noise rf prmmpHfication. 
for example. The m&jor Influence of the aniersna i» aiso evident, und akhouge 
such mmm are not rithin the purview of this chapter, the relative merits 
of otnnfdirectlöna! &nd dlrecfiona! antennas (or signal-search purposes, end 
the effects of beam width and rotation rate nf directional antnnna» on Inter- 
cept probability become apparent. 

Choices of desii» parameters of receivers must be made in tas knowledge 
that there may be some attendant penalty to system ikure-of-msrk and th«t 
there is an optimum choice—optimum In the sense that whit is sacriäced ir. 
»pace coverage or in frequency coverage or in monitoring time can best be 
afforded. The choices are different for different operational situations and the 
many useful combinations of receiver psrsmetsrs result In the many existing 
forms of receivers found in intercept systems. 

9.4 Sensitivity Standmrds «ad Sifna! Strength! 
Several standards for quoting microwave intercept receiver sensitivities 

have come into common usage. All define sensitivity in terms of a minimum 
acceptable signal power, usually specified in decibels below a milliwatt 
(—dbm) delivered to the receiver Input terminals. Frequently in the practical 
case there is a subjective decision involved as to whether a signal pulse could 
(or would) be detected in the presence of the inevitable noise. There are 
influences imposed by the type of signal, the type of decision (visual display 
plus operator, automatic electrical detection, etc.), the time that can be 
devoted to the decision, etc. It is obviously important in comparing receivers 
to know that identical standards for quoting sensitivities are being employed, 
*nd that these standards recognise the practical needs of the intercept Job. 
Section 9.4,1 will discuss three standards which have th« virtue of reason- 
ably definable relationship between minimum signal power and the receiver 
noise power with which a signal must compete. These are (1) equal signal- 
to-noiae standard, (2) tangential signal sensitivity, and (3) triggering sen- 
sitivity. 

9.4.1 Sentilivity ätandards 
A problem In intercept receivers stems from the lack (which must be 

presumed in most cases) uf a priori information concerning the character of 
the signals to be intercepted. The receiver usually must accommodate slmul- 
taneuu.nly a variety of signal type»-perhaps the design cannot be made 
optimum for any one. As a consequence, a signal-to-noise ratio may weil be 
required that i* liigher than that acceptable in radar receivers where inte- 
gration is possible. It is a rare case when a microwave signal whose peak 
power merely equals average noise power can be detected. However, sen- 
sitivities are sometimes quoted on that "equal signal-to-noise" basis. 
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Fiovu 9-12    A-Kop«   prewntfc.ion 
"tamientia! ilgnal." 

of 

It la more lively that the intfrcept receiver will require pauk signals muny 
decibels above the avetafje Roise power. Thus, !t im% become tcnnion. Alter- 
natively, to rate receivers as to ''tangential sensitivity." This is a term 
referring' to a signaS-to-ncise iituatlon suds that the presence of a signal 
pulse will raise the nolst level by an amount equal to the average undisturbed 
nois« level as viewed on an A-scopc presentation. This also presumes that 
such an event can be noted in practical circumstances. Tht situation is as 

indicated in Figure 9-12. An increase in 
signal power of about sis; decibels above 
the equfi signal-to-nolse condition is re- 
quired to establish the tangential-signal 
condition. In other words, a receiver with 
a tangential signal sensitivity of —84 
dbm is actually 6 decibels more sensitive 
than one with * quoted — M dbm equal 
signal-to-noiM power sensitivity. 

With the increasing interest in automatic detection and operation, a trig- 
gering sensitivity becomes particularly meaningful. This tsrm recognises 
the incorporation of decision circuitry (in place of a humnn operator) in the 
system to make the basic decision as to the presence or absence of a aignal 
in a given observation time interval. Much sub'Jety has gone into the design 
of "electrical detectors" to enhance their abilities in signal recognition. To 
the extent something is Vnnwn of the aignal (its bandwidth, modulation form, 
etc.) certain advantages can be gaired. But in the general case of deciding 
that a particular observed pulse represents a signal and not a random noise 
incident, little is ordinarily done except to base the decision on amplitude. 
If a pulse exceeds a certain amplitude with respect to >he average noise level, 
there is a certain probability that it represents a signal; the higher the am- 
plitude, the greater will be the confidence in the decision. If a low false-alarm 
rate must be established, the triggering threshold must be high and, typically, 
might require signals 15 decibels above the average noise level. Thus, a re- 
ceiver designed for electrical detection might have a triggering sensitivity of 
— 75 dbm. In a sense, this would represent an engineering equivalent of a 
receiver with a —90 dbm sensitivity based on equal slgnal-to-noise ronditlons, 
or of a receiver of —84 dbm sensitivity based on tangential sensitivity stand- 
ards. Note that —75 dbm is the practical numoer for quotation if automatic 
detection is a fundamental part of the intercept process, i.e., a signal 
power of —75 dbm has to be established at the receiver terminals for the 
initiation of any recognition action or control function by the receiver. 
Were it possible, as an alternative, to utilise an observer able to rr.pond on 
a tungrntiul signal-level basis, the receiver could be operated usefully with 
correspondingly lower input signal amplitudes. 
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The ptohhmi of operftting automatic detection circuitry en a» amplitude 
threshold baois revolve around the prdbability of a rsndotn noise peak exceed- 
ing a threshold amplitude (References 7 and «). Figure; 9-13 fdates to this; 
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a norrnalired quantity—bandwidth muitipiied by average time between noi»e 
triggerinp (£'*•)—Is plotted agaioat threshold letting In decibel« above pre- 
detection average noiie power. Although it is convenient tu assume g&UMian 
noise in signal versus noise problems, it should be recognized that this is an 
idealised circumstance not always encountered in practice. 

Observation time and receiver effective noise bandwidth effect the inter- 
pretation of the data in Figure 9-13; the greater the bandwidth, the more 
rapid can be the rate-of-change of amplitude of a voltage or current in a 
system, i.e., a greater number of fluctuations can take place in a given obser- 
vation time interval. Thus, a million noise peaks per second might be ob- 
served in a system having an effective noise bandwidth, J, of I megacycle. 
The probability of a noise peak exceeding an amplitude level 9 decibels above 
the average noise levtl is such that (from Figure 9-13) iH. = 5000. The 
number of false triggerings per second is given by !/<„. Thus, 200 false trig- 
gerlngs (and, possibly, false ularms) from random noise pulses could be 
e*j>ected in each second. With the same triggering level, the average false 
alarms would drop to two per each 10-second interval if the system noise 
bandwidth were reduced to 1000 cycles. Alternatively, if 200 false triggerings 
per second were considered excessive, an increase in triggering umpli'.ndc 
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threehoid of only S decibels (with u correipondii.g decreate in effictive 
receiver triggering «enslt'vity of only S decibels to 14 decibels above av»r«gc 
noise) would reduce the nui^ber on an averap to Hppro%im&te!y one per 
day. In other words, triggering reliability increase» rapidly for very little 
loss in sersaftivlty once a certain triggering level range has been reached; this 
I* of substantial operational importance. 

The »ignal-to-noise power relationship plotted in figure 9-13 can be inter- 
preted in another manner. The threshold c'rcuitry is confronted with a 
combination of signal and noise. If the signal-to-noUe ratio in decibels equals 
the threshold setting in decibels above predetectlon noise power, there Is a 
SO percent probability that the combination would exceed the threshold set- 
ting and that the signal would therefore be detected. 

Detector characteristic and the relative pre-and post-detection bandwidlhs 
affect the relationships shown in Figure 9-13 on a fractional-decibel basis 
over common ranges of the bandwidth parameters. 

From the foregoing, it Is apparent that thsre is a substantial cost in system 
sensitivity if electrical detection Is used. This is true when the signal-to-noise 
decision must be made on a purely amplitude basis. Unfortunately, this may 
be the only basis if the search is for unknown signals of undetlned charac- 
teristics. When more is known of the characteristics of the signal sought-- 
pulsewidth, prf, pulse grouping, spectrum details, etc,—much of this loss In 
sensitivity can be regained by the use of more complex decision circuits 
tailored to those characteristics of the signal which differentiate it from nulse. 
In some instances, signals whose amplitudes a>e less than the average am 
blent noise can be selected reliably, 

9.4.2 Received Signal Stretifth 
It Is a normal objective in receiver design to reduce the noise !n the rr- 

ceiver. When this has been carried out as far as is practical, there still re- 
mains the question as to whether or not a üigna! can be detected. Will the 
signal power exceed that minimum value defining the receiver sensitivity? 
This question focuses attention on the ranges of signal level» likely to be en- 
countered in practical circumstances. 

An intercept will be accomplished successfully only if the signal level at 
the receiver input terminals equals or exceeds the threshold value necessary 
to overcome successfully the total receiver noise power, A'%, referred to the 
input circuit.* The signal power actually delivered to the receiver under 

°Thli ii the power of • nnlt« gonnrttor «t ibe Input tcrmlnkl« of • nolieleu receiver of 
Uke total power gain needed tu «ectiunt fur the actutl noUe power In the output of thn 
actual receiver. 
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typical iineof-sight coziditlons wü! depend on the tmnsmiltted signal pnwer, 
the range, tb» gain characteristic» of the tnmmitüm m6 receiving antenna» 
efftctive over the transmission path, and propagatiwt eonditSoRt. Presuming 
standard Hnf-of-sljiht transmission, the received signal power is given by 

Pa-Pt Gr OH KB (9'i) 

where PH — received nigrml power in w&tts 
I'r m transmitted power in watts 
Cr -■■ transmitting antenna gain4 

On ~ receiving antenna gain4 

A sz wavelength in the same units representing range R 
R m seperatlon between transmitter and receiver 

♦The an'cnn» xtin vtluti sr« «S«et!v« b-ini «pplyir.g at ikt momrr.t ovt* tin tniumli' 
»ion path. An iioUoplc »ntenns g«(n if Uk«n si unity, An 88«ctiv« ndar anteniu pin 
«Isht be 10,000 to i (40 decibeia) In the milt» be«m; bus it alio might b« 1/10 (-10 
decibf U) if »vcrtie b«ek-lob« or imUU ndiAtion condition» war« tpplicsbla. 

A useful alternato expression is given by Eq (9-3) which b developed by 
noting that the capture area A ol the receiving antsnna is relaUd to receiving 
antenna gain and wavelength by 

Gk*/** 

r„ st »rGrA k'/4w R* 

(9-2) 

(9-3) 

where A is the antci nu ross-sectional area in the units representing range 
R, and k' is an "effic. ncy factor," commonly 0.6 for microwave parabolic 
antennas. The remainder of the units are as abovs. 

It is possible to facilitate estimation of received Rignol power by use of the 
line-of'SJght signal strength chart reproduced as Figure 9-14. The chart is 
actually two graphs plotted on one sheet. The right vertical and upper kori- 
tontai scales relate sigtutl power density and distance between transmitter 
and receiver. For this calculation, the diagonal lines represent the effective 
radiated power (ERP) of the transmitter. The lefi vertical and lower kori- 
iontal scales relate receiving antenna capture area and operating frequency. 
For this determination, the diagonal lines represent receiving antenna gain 
over an Isotropie antenna. The two plots have been combined to minimise 
the number of charts required to cany through a calculation. Each calcula- 
tion is ordinarily a two-step process. For example: 
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TO DETERMINE POWER DENSITY 
Given;    Trmasmltted Power =s 100 kilowatts (kw) 

Transmitted Ant«nna Gain ES 13 decibels (db) 
"k «ngfrtitter-Hacsi'.'er Range = 100 MUtical miles (mal) 

First, determine th? ERi' for the tmnsmi!t*r in decibeit «bove a v;tttt (dbw). 
In the example, 100 kw = lO"1 watts, or 50 dbw. For an antenna gain of 
35 db. the ERP = 50 dbw -f ii db n S5 dbw. Enter the upper horlsonUi 
scale at 10G nmi and project downward to the ''85" diagonal. Project to ihe 
right vertical sccie and read —2 dbir./sq meter n* the power density of the 
rsceiver. 

TO DETEPMINE RECEIVED SIGNAL POWER 
Given: Operating Frequency = 10,000 megacycles per second (mc) 

Receiving Antenna Gain =- 10 decibels (db) 
Enter the IOWPT horisonul scale at 10,000 mc and project up to the "10" 
diagonal. Project to the left verUral scale and read capture area as —31 db 
with respect 'o a square meter. The signal power at the receiver input ter- 
minal is then —33 ibm. This result» from combining the values for powsr 
dsnsity ( — 2 dbm) and capture area (—31 db). 

This example represents only one oi several ways in which the churt may 
be used. It is possible to begin with a known receiver sensitivity and re- 
ceiving antenna gain, and to determine the maximum range at which a given 
signal could be received. More generally, there are six variables Involved: 
transmitter power, transmitter antsnna gain, frequency, receiving antenna 
gain, receiver sensitivity, and range, Any one quantity can be solved for when 
the other five are given or can be estimated. 

A very wide range of received signal powers can be anticipated under nor- 
mal intercept conditions when the great variety of operational uses for a 
receiver are considered. This is illustrated in Table 9-1 where some represen- 
tative cases involving a typical range of transmitter powers, frequencies, an- 
tenna gains, etc., are tabulated. 

An examination of Table 9-1 indicates that very strong signal levels can be 
anticipated in many practical circumstances. This is indeed true and su> 
ports the use of relatively insensitive receivers (direct-detectior. receive, 
for example) whete there is A resulting profitable improvement in ease of 
operation, technical simplicity, reliability, etc. It is sometime.« argued, too, 
that additional sensitivity would serve only to add redundant or routine in- 
formation of no great value and with the decided complicating aspect of in- 
creased signal density. However, this general argument must be considered 
with care since a somewhat more sensitive receiver can be operated on a 
less-sensitive basis (by an increase in acceptable threshold levels, for in- 
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TABLE 94   TYPICAL RECEIVED SIGNAL POWER IN RAS^AR 
INTERCEPT 

(Receiving Antenna Presumed To Have Unity Gain) 
(LSne-of-Sight Tr«!umisiSoa) 

Frequency 
(asc) 

Tranur.lttsr 
peak powar 

(WCttl) 

Trtniu.itier 
KSBSO 

(nm!) 
Rfceived power 

(—dhm) 

1,01« 
3,000 

10 x SO« 
2 x iO" 

«0 
JO 

100 

200 

—7 
+2 

—30 

2000 -SO 
3,000 i'iW  -io*  5 

toe 
JOOC 

—38 
—»3 
-«4 

»0,000 i to 
—10* 

3 
300 

—72 
—US 

«0,000 0.2« s 10« iO 10 
200 

—24 
—SO 

10,000 0.1 X l& —10* m 

300 
-«2 
—98 

40,000 0.1 s 10* Si 10 —34 
«Mlndr-loU i »dk'iioa. 

stance). The amount of data obtained would be equal to that received from 
the baaically leM-iemltive equipment, but that portion received near the 
awiffned threshold amplitude level will be cleaner (with reapeci, to signal- 
to-noice ratio) and therefore possibly subject to a more meaningful analysis. 

When maximum system sensitivity must be achieved, it is important to 
note the inclusion of receiving antenna gain in Eq (9-3). !f maximum sen- 
sitivity is not the prim« requirement, antenna gain may still be an important 
system parameter, For example, the improved system sensitivity proviHed by 
a directional antenna might permit a trade, in the receiver, of basic receiver 
sensitivity for receiver bandwidth, thus giving a greater Intercept probabil- 
ity in some circumstances. Further, the directional characteristics (narrower 
beam width) accompanying higher antenna gain may be important In en- 
hancing the reception of signals from a preferred direction, in excluding 
signals from certain directions, or in pinpointing the direction of arrival of 
selected signals. 

The attention in this chapter to microwave receivers accounts for the 
emphasis on received power; it being convenient with microwave calcula- 
tions to work in terms of power. At lower frequencies, precedent for express- 
ing receiver sensitivity in microvolts has been set; the sensitivity is deAned 



9-34 ELECTRONIC COUNTSÄMEASURES 

as a sign«! voitage which eatabüshe« a suittble slgns!-to-noise voitage ratio, 
in that case, it is natural to coiMidei1 the strengtli, in tnicrovolU per meter, 
of the electric field efiiablUhso at ihe receiver antenna. Thi« field intensity 
when multiplied by the effective height of the antenna provide the desired 
signal voltage value at the receiver terminal». These quantities are standard 
for low-frequency usage and need nn further elaboration. Unfortunately, 
complex propagation conditions may well apply at the lower frequencies and 
no simple .omputstion of signal strength [the counterpart of £q (9-3)] 
ordinariiy can be employed. 

It is puesibte, of course, to convert an available signal power from a signal 
source to an equivalent voltage across the receiver input terminals whrn the 
circuit impedance conditions are specified. In this connection, impedance 
matching is a standard practice to be anticipated in most circumstances. 
Some exceptions where an improved performance can be obtained by some 
deliberate impedance mismatch between antenna and receiver are covered 
in Section 4.3 of Reference 1, 

9.5 The ImpurlMni K^t-iver Characlertstica 
There are substami/t! differences In intercept receiver design para- 

meters with respect to those associated with receivers in general. Yet there 
are extcneive basic eimilarities; a knowledge of receiver techniques in gen- 
eral, which this chapter presumes, provides a suiuMe framework so that in 
the following discussion attention can be given primarily to the differences 
in intercept receiver design characteristics. 

As a preliminary, intercept receiver bandwldths and tuning processes are 
worthy of particular attention, Such consideration Is iacllltoted by a general 
definition of certain related parameters. 

D represents the total r-f bandwidth (usually in megacycles) assigned to 
a receiver for monitoring. 

a i.» (he incremental acceptance bandwidth of the receiver, i.e., the range 
of frequencies (a fraction of D) over which the receiver is sensitive at 
any instant. It is sometimes Identified as the predetection bandwidth. 

ß  is the postdetectbn bandwidth. It is the video (or audio) bandwidth. 
B is the rffsctive noise bandwidth and ordinarily wlii have a numerical 

value between a and ß. The value will depend on a, ß, the detector 
characteristic (linear, square law), etc. 

t, is the cycling time of the tuning process, if any. The incremental band- 
width, a, can be tuned across the total range, D, in the time t,. 

}, is the "scan frcqucnty" (presuming a repetitive tuning process), /, ■■ 
\/t, cycles per second while the tuning rate, typically in megacycles 
per second per second, is given by D/t, or D'j,, 
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Three other tinea «re of iniportaiice in a diswsston of receiver tuning pro- 
cesses. 

ir, it the duration of a signal ss defined by the time interval over which 
it Is of detectable amplitude at the receiver. It may be very short—a 
few microseconds—with certain flash signals. It may be moderstsiy 
short—a substantial fraction of a second—if amplitude conditions are 
satisfied when the transmitter antenna main beam is directed at the 
receiver. (The time then is a function of transmitting antenna rotation 
rate and the angular beamwidth through which a suitable signal 
strength exists.) It may be very long If the signai Is of such amplitude 
that it can be detected via minor-lob« radiation from the transmitting 
antenna (the signal then is essentially continuous). 

tf, is the interval between pu!ä«t of a pulsed trammisslon (often taken as 
the iongasl interval, i.e., as established by the lowest prf anticipated 
for any signal in the frequency range, D). 

t* is the pulsewldth of a pulsed transmission (of«en taken as the shorieii 
pulse anticipated for any signal in Ihr frequei<i-y range, D). 

9.5.1 iUe«ivar Noise f Noiee Figur« 
The ikievitthle competition between signals and noise arises in intercept 

receivers. The basic problems in recognising signals In the presence of nols« 
were introduced in suction 9.4.1. There are difficulties, too, in measuring the 
characteristics of signals when their form has been corrupted by the presence 
of noise. 

Johnson noise associated with input circuit resistance, with the resistive 
component of signal source impedance, etc., seta a minimum value to noise 
power evaluated at the receiver input terminals (Reference 9). This is the 
noise power, A%, given by 

N, m MTB (9-4) 

where Np Is in watts 
k is Bolumann's constant, 1.3 X lO9* Joule per degrees Kelvin (*K) 
B is the effective noise bandwidth of the system in cycles 
T is the temperature of the noise source in degrees Kelvin (r K). 

If a temperature of 290°K were assumed (and this is ge.ierally applic- 
able), and if the effective noise bandwidth of the receiver were one mega- 
cycle, the noise power inevitably associated with the signal at the receiver 
input would be 4 X ü0'1B watts or —114 dbm. IS there were no Internal 
noise generated and if the nature of the system were such that n signal 

. 
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having a peak power equ»l to this averep noise power were recognisable as 
A »^nal, it would Lie practical to quote the receiver senaitivity a« ~114 
dbm on sui equal «ignäl-to-noise power basis, 

The temperatur? T in Eq (9-4) refers to the noise temperature In degrees 
Ktivin of the principal lourcca of noise affecting the system. A.s Important 
source may w«ii be the input circuit of the receiver. If a !00-ohm resistor 
bridged across the input terminals determined the input impedance, its tem- 
perature, normally taken at 290 K (17'C), would apply. 

If the iOO-chm physical resistance could be completely replaced by an 
antenna having some equivalent antenna Impedance (with a "radiation re- 
sistance" component), the "antenna temperature" would prevail. (It is as- 
sumed here (! ' i ^mic losses of the antenna and its transmission system 
are iHgUglbit— t^ ^ trily true in iatercept systems.) The temperature value 
would depend on the temperature of the region surveyed by the antenna (to 
which it Is "coupled"). A directional antsnna directed toward outer space 
might have a vary low temperature of a few degrees Kelvin. A redirection of 
the antenna to another region of space might locate a "hoit-r" region, the 
effective temperature would then be greater and the consequent increase in 
c.iternal noise input to the receiver might readily be noted (as in radio as- 
tronomy). If the antenna were again reoriented so that the main beam (and/or 
minor lobes) Ltercepted an increasing sample of the "hot" earth, the an- 
tenna temperature would Increase rapidly and approach, again, the typical 
290 K value. This is of particular import when considering the future role 
in intercept receivers of very low noise r-f amplifiers--mascrs and para- 
metric amplifiers. The potential reductions in system noise levels may be 
very small if, a« is true in many practical cases, external ncise sources set a 
minimum system noise only a few decibels below values established by 
present receiver noise-figures (Reference 10). 

To this point the discussion has been of idea! or near Ideal receivers In 
the sense that the dominating noise nas been ascribed to r. single identifiable 
source effective at the input terminals of the receiver. Usually the receiver 
circuitry itself will provide an addlticnil, perhaps predominating, source of 
noise that must be added to the irreducible minimum (kTB) I» practical 
calculations. The influence of this contribution is measured by the noise- 
figure. ThuB, 

S/kTB 
S.., .\0 

where    F — noise figure of the receiver 
5 = available signal power from a signal source 

S„ ss available signal power at the receiver output 
A'„ = available noise power at the receiver output 

F = (9-S) 
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k, ,T, and B «re M defined before (and 
noSse power assoefateü with th«* signal, 5). 

Equation (9-S) can be rewritten 

"escribe «n irreducible minimum 

F W  HfB 
(9-6) 

where W is tiie power gain oi the receiver for the signal (and presumably 
for input noise). 

Thus Nu/W Is the effective system noise ievel referred to the input of the 
receiver. The ratio ot this value to MTB i» t number greater than unity (It 
includes an equivalent noise ascrlbable to the receiver circuits) «nd !■ the 
noise-figure. Für computational purposes, e.g., as in Eq (9-7), noiw-flgure is 
inserted «i « number—the noise power ratio. However, the power ratio can 
be expressed In decibels, und a receiver Is sometimes said to have an "eight- 
decibel noise-ügure," etc. 

A standard expression of computetionel value is that for the noise figure 
of two iineat networks in cascade when both may contribute slgniftccntly to 
the total noise 

FT = Fi + (Fl~ 1/tV,) (?•?) 

where Fi = nuise-flgure of Network 1 
Fa = noise-figure of Network 2 in the circumstance that there is an 

impedance match between it and its signal source. 
Wt = available power gain of Network 1 

In this respect, intercept receivers are, of course, identical with standard 
receivers. Thus reference tu a basic receiver text will produce valid infor- 
mation on the computation of noise-figures, the effects of cascaded networks, 
etc. (For example, see Section 1.1 of Reference 1). 

However, some nols« problems are emphasised In intercept receivers. One 
relates to the successful development of a low receiver nuise-flgure over wide 
r-f bandwidth». Recent work in luw-nolse amplifiers—TWT, maiers, para- 
metric amplifiers, etc., is having a imjor effect on thi;; receiver design prob- 
lem. R-F preampllflcation Is now possible via amplifiers having fractional- 
decibel noise-figures and with sufficient gain (If) to guarantee that 
the noise-figure of the Input amplifier will set that of the receiver as a 
whole. (Note in Eq (9-7) that a large value for W, will guarantee Fr «•- F,.) 
Unfortunately, problems In bandwidths, tunability, and a lack of convenient 

■" 
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phy?!ca! form currently plague those ampMeva having the more spectacular 
low-noise Agures, 

With the noise-flgure concept In mind, It is possible to rewrite £q (9-4) 
such ;h«t the quantity N'g. (squs! to Ne/W) become» the reference note 
power («•efarred to the Input dtcull) of an actual receiver whca« noise 
figure la F. 

N't m kTBF {9.fe) 

In a practical receiver, it Is ihe nob* power N'w with which an input 
signal must compete. 

As an alternative to the noise-figure concept, the fact that N', is greater 
than N, (= kTB) a? defined in Eq (9 4) can he accounted for by assigning 
an elevated value to T. The results are equivalent; but it is sometimiii con- 
venient, particularly with low-noii« amplifiers, to speak of a 'l20°K" ampli- 
fier. The meaning is that the noise situation can be valued by adding 30 
degrees to T in the nols« power calculation 'and by assuming F to be 
unity). The noise contribution of this amplifier (a "ZO-degrse" value) 
would be negligible in a typical situation (where it was to be added to an ap- 
plicable temperature of 29C'K for an erstemal input noks source; it could be 
very important in a radio astronomy application if the equivalent antenna 
temperature were a few degrees. In other worde, the contribution of the 
very low-noise amplifiei is very important percentage-wise in radio astron- 
omy; it could be very important in space age reconneissance; it may be 
quite unimportant In some current intercept receiver applications. 

A noise-figure of 10—good by standard broadband microwave receiver 
techniques—indicates the Internal receiver noise contribution to have raised 
the total noise powet at the receiver output by a factor of 10 ever that 
which would have been measured with an idea! receiver. Accordingly, the 
sensitivity of the receiver would be reduced directly by the same factor (by 
10 decibels); a — 7S dbm sensitivity would drop to —65 dbm. A signal 10 
decibels stronger than before would be required to compete on an equivalent 
(»sis with the increased noise. A major objective In receiver des'gn, then, 
is to build receivers in which the internal noise contribution Is kept to a 
value consistent with the .lensltivity requirements, 

The noise of concern to this |>olnt is largely ascribable to the receiver it- 
self; it sets s maximum sensitivity (minimum noise) for a given receiver. In 
the lower Itaquency ranges of interest for Intercept receiver use, a second 
type of noise mil usually take precedence even over the total noise of the 
"imperfect" receivei. Included are contributions from natural static (light- 
ning strokes, etc.), ignition aoiw, radio interference, etc., which Increase 
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subsUutisily in rmgahnde as the frequency decreittes. The combination may 
well set • noise level subsutntially above the bask receiver value. This sup- 
gests that there may be littlt prufn ia improvinf receiver dsil^s (as regards 
internal noise generation for the radio frequency range in question, beyond 
the level which allows the exit real noiM to predominate. Depending on the 
abilities of the receiver circuitry, the physical location of the receiver with 
respect to external noise sources, etc., the division point is usually in the 100 
to 500 mfcgacycle range, i.e., above 500 megacycles the internal system nols<" 
will iset the basic syntem sensitivity. 

As implied in £q (9-4), the fvider the effective noise bendwidth. B, the 
greeter will be ;he receiver noise power with which the signal must contend. 
However, 3 is not necessarily the hhtrsnt bandwidth associated with the 
principal noise source (for -»hich a value of T is established). It often Is de- 
termined by a system bandwidth value following, and presumably constrict- 
ing, that of the principal source of noise. Thus, the bandwidth of as antenna 
might N hundreds of megacycles in the sense of its ability to extrac* energy 
over that rsnge from an incident wavefront. If the antenna wer« to feed a 
superheterodyne receiver, the effective system bandwidth, J, ordinarily would 
not be greater than the !-f bandwidth of the receiver. 

9.S.2 Bmdviäih Couridmrmüoat D, <»„ ß, B 
A consideration of intercept receiver characteristics reveals several im- 

portant "bandwidths" as earlier defined. There Is the r-f bandwidth D wliich 
describes the breadth of the total r-f range over which the receiver is capable 
of being operated. It defines the maximum band that can be assigned to a 
receiver for monitoring. Typically, the r-f bandwidth does m.. exceed an 
octave (a 2 to 1 frequency spread) although a receiver may include several 
tuning units (heads) «ach capable of covering separate octaves. They are 
ordinarily used alternately and l> is set by the characteristics of whichever 
one is in use. 

There is the acceptance bandwidth a which may or may not coincide in 
numerical value with the r-f bandwidth. It Is the bandwidth over which the 
receiver is instantaneously sensitive. In a wide-open receiver the acceptance 
bandwidth corresponds to the r-f bandwidth since at any instant the receiver 
is equally responsive to signals anywhere in the r-f bandwidth; then a ~ I). 
In other receivers, the acceptance bandwidth is less than the r-f bandwidth; 
a ordinarily equals the i-f bandwidth In a superheterodyne, end equals the 
effective bandwidth of the r-f amplifier in a TKF system. It is sometimes 
spoken oi as the predetection bandwidth and is of prime importance in 
controlling the interctpt probability properties of a receiver. 

This predetection bandwidth bears a direct relationship to the common 
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qucr.cy (/si)  »igüul ii tranimitted with 
only modarate «tisnuttion. 

receiver chsrfccteristlcs of selectivity and regoiutlen The ablSUy to select one 
signal from a group of sigrmlB on a frequency difference basis, or to nasolv.:; 
two signals adjssent in frequency h sti In a» Intercept 'ectlver by the value 
oi a in a completely normal manner. 

Of particular ImportaRce to Intercept receivers is "skirt'' sslectiv'.Cy or 
"off-frequency"' reje'stion. These terms refer to the tuepoam «o signals far 
from tht frequency to which the receiver is nominally tuned—ths desirable 
goal Is to mlnimiie any mich mponse. The problem if iliustretod by the 

typical response display curve in Figure 
{' /TV 9'1S for a swept single-efement TS«'re- 

'K /   i ceiver. An acceptance bandwith > . Ueci- 
1, „ y    ^\ bels down could be deftred as a. But the 

„    ' | j~ off-frequency response in Figure 9-!$ is 
T, t RSm   down only 3S decibels; an oit-irequtncy 

Tiov%% 9 L< SciBttlvity curve, ilngie- ll:<) signal exceeding by more than 35 
■tag« TWT TRF receiver, An off-fre- decibels  the  minimum  detectable level 

for an on-frequency (/,) signal will pro- 
duce a response in the output circuits 

that may well b« interpreted erroneously as an Indication of a walk signal 
on fi. Fortutiately, much can be done to insure acceptable off-frequency 
rejection by standard engineering techniques (via cascaded TRF singes or 
the superheterodyne i-f amplifier principle, for example). 

The video or postdetectlon bandwidth ß usually represents a design com- 
promise Influenced by requirements peculiar to intercept receivers. The 
•election must be consistent with the most severe requirement Imposed by the 
need to reproduce to some degree the waveshape of any signai or class of 
signals antlcipsted for reception. Of obvious importance Is the fidelity desired 
of signal reproduction. Wide bandwidths and appropriate attention to phase 
characteristics are necessary If there Is to be a faithful reproduction of video 
envelope detail—leading edges of pulses, tilts, etc. If the video bandwidth is 
too small, » narrow pulse will not reach full amplitude, but if the principal 
objective Is only signal detection, a considerable reduction In video band- 
width is allowable for only a small loss in weak-signal dctPCtabllity since 
there is a simultaneous reduction of noise in the output circuitry. Because 
of this, a brund maximum results in the curves representing signal detect- 
ability versus video bandwidth (lor different predetectiun bandwidths) 
under typical conditions (Figure 9-16, and Figure 8.30 of Reference 11). 

If only c-w or audio amplitude mudulated signals were anticipated, ß 
could be narrowed by orders of magnitude (with profit in reduced noise). 
In view of this, it is not uncommon to find more than one pustdetectlon am- 
plifier paralleled in ■ general purpose reviver. A wideband amplifier (many 
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u 

megacydes in width) aiSght be associated 
with a h!gh-lfldeli*y "».miyai»'' output 
channel, a circuit of morf modarate 
bandwidth (leading to a better signai- 
to-nolie ratio) might be available for 
regular pulse-signal detection and dis- 
play; and a third, very warrow channel 
favoring a high signal-to-nuise ratio for 
c-w  signitls  might  be included as an 

M ' o I • 

Fi(,v«s M6   Skml   ehwihoid   pown ftdd!tjoniij 0ptä0n 
of s eryital-videc r«etlv#f at a funciioH      -    .      , ,. 

arily exceed substantially the valu« re- 
quirsd to pass the frequencies present in the spectrum o? the intercepted 
signals. This contributes to a value c' effective noise bandwidth B in excess 
of that which would be optimum from purely maximum sensitivity considera- 
tions; this accounts in part for why an intercept receiver may be less sen- 
sitive than a ccmparabb narrow band, specialised (radar) receiver represent- 
ing an equivalent state-of-the-art. 

Actually, B, as used in Eq (9-4) and (9-6), is a complicated function of 
pre- and postdstection bandwidths, signal level, the typ« of signal (c-w or 
pulsed), and detector characteristic. With respect to the last item, a common 
situation of particular practical importance is that in which the signal and 
noise powers are roughly equal. This often occurs as a true "weak-signal" 
condition in which the detector exhibits square-law chnracteristics. Zf signal 
and noise powers at the detector are of comparable magnitude, a square- 
law characteristic is usually Applicable regardless of absolute power level and 
independent of the basic detector characteristic at that level for a noise-free 
signal (pages 301-308 of Reference 8). 

Presuming a square-law characteristic, B becomes dependent on both pre- 
and postdetection bandwidth (a and ß) as represented in Eq (9-9) which is 
accurate for pulsed signals (Chapter V of Reference 12). 

5= (28/8 + 3^ ± 20 (9-9) 

Equation (9-9) presumes a to be at least as large as /9; that is the usual cir- 
cumstance. Should ß exceed a, it is appropriate to assume in the calculations 
that ß is equal to a. The selection of sign fot the second term i±. 2ß) de- 
pends on whether or not a contribution in the output brought about by a 
product of noise and signal pulse is considered signal (to decrease B) or noise 
(to increase B), It is sometimes ignored; this it not safe when a and ß are 
comparable in magnitude because the effect on B is substantial. This con- 



9-42 ELECTRONIC COUNTERMEASU&ES 

trlb'jtlon hM an impcrtant practics! effect because this «igsjal-depaadent. 
noise superimposed on the pulw form can distort the pulse »hap« mi thtsmby 
affect triggering drcuitry. In the special mm, ^eUaxhtly important to in- 
tercept recdvers; where a is substantially larger than ß, Eq (9-?) sißiplifies 
to 

ß= {taßy (9-10) 

A rectangular passtend is implied with the use of an a value. This IG sub- 
stantially satisfled in practice with multistase filter circuits. If «, however, is 
set by the 3-dedbel bandwidth of a tingle tuned circuit, tbs effective band- 
width for noise is 1.S7«; it is 1.32« for two such stages in cascade. 

9.S.3 Gain and Dyuaml« Rang« 
As is true for receivers in general, maximum gain requirements are set by 

the need for the ablliiy to raise ihn level of the input signal af minimum 
usable amplitude (as determined by signal-to-noiee considerations) tc « 
speciAed minimum output amplitude value. A maximum gain of one hundred 
decibels would not be an unusual requirement. A complication is injected in 
many intercept receiver applications by the need to handle signals of widely 
varying amplitude in rapid sequence—in a time framework permitting no 
manual adjustment of a pin control. Yet it is generally desirable to retain 
some substantial representation of original amplitude variation in the re- 
ceiver output signals so as to permit modulation determination, measure- 
ment of antenna scan characteristics, relative signal amplituüe dett-nination, 
etc. The result is the imposition of severe requirements on Jy :-range 
characteristics. While some compression of signal-level variatkn the out- 
put must be anticipated (in view of a possible 100-declbel ratige in input 
signal levels), it Is important that the compression (clipping, limiting, etc.) 
be of an acceptable character, This has led to much attention to automatic 
gain control (age) circuitry, amplifier» with logarithmic characteristics, etc. 
It is a factor affecting the gain distribution throughout a receiver—r-f gain (if 
possible) versus i-f gain versus video amplifier gain, etc., there being advan- 
tages (in recovery time, for example) in allocating certain gain-control func- 
tions to certain amplifier types. The subject is of such importance as to 
Justify special treatment In Chapter 24. A particularly difficult problem may 
exist in the simple direct-detection receiver where a square-law detector 
characteristic can Increase the dynamic-range problem In the following vk'co 
amplifier. (A iO-db amplitude change before detection may translate intu a 
20-db change in the video amplifier.) In that receiver, the video ampliPer 
provides the only opportunity (or control of gain characteristics. The skua- 
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Ua« in ■ «impls cryttal-video receiver ia relieved somswhAt by Its lower 
Kruiiivi^, with a correspondingly smitlln dyatmlc range required in normal 
op«ration. 

9.8.4 TanSug Uaag« tm4 TnntkUltf 
The tutting range of an Intercept rec<*<ver is defined aa th»t total frequency 

excursion (the r-f bandwidth D) over which the receiver accepts^t» band- 
width «IE be adjusted, i.e., ''tuned''. When the aäceptanee bandwidth, et, 
matches the r-f bandwidth (as in the direct-deiection, e<wide-open" receiver) 
there is no tuning to be done and "tuning range" has no meaning. Hut when 
the acceptance bandwidth is less than the total r-f bandwidth, a tuning 
process must be instituted if the total r-f bandwidth is to be monitored. 
The ease with which the tuning can be accomplished and the flexibility in 
the tuning program relates to "tunabiiity". 

Tunabllity is of prime Importance in intercept receivers. In combination 
with acceptance bandwidth characteristics, It largely sets the intercept prob- 
ability of the system as regards search for sigtuis in frequency. This im- 
portance has generated a wide variation In tuning techniques and associated 
features. In terms of sophistication (and this Is not necessarily a mrasure 
of value) tuning processes range from mechanically operated (by hand or 
motor drive) "slow" sweeps measured in seconds per scan, through elec- 
tronic tuning of many scans per second (rapid sweep), to situations where 
tuning rates are measured in thousands of megacycles per second per micro- 
second (Mlcroswenp). The term "scan frequency" ordinarily refers to the 
number of periodic sweeps across the r-f b*nd (or subband) per second. 
The "scan rate" Is the rate of change of frequency (often in megacycles 
per second per second). 

The mechanisms for accomplishing this variety of tuning schemes are 
many and reflect the latest innovations in components and circuits—elec- 
tronically tuned oscillators and amplifiers, dielectric tuning, permeability 
tuning, etc. The Important component» and techniques are described in- 
dividually In Chapters 26, 27, and 28. 

While the necessary developments of flesibllity In tuning continually tax 
the state-of-the-art; Intercept receiver requirements In tuning stability and 
In automatic frequency control (afc) are often not severe. This reflects the 
fact that there is usually only a ahort-term interest in individual signals, 
Frequency measurement is apt to be important on a relative (rather than 
on an absolute) basis. There are excrntions in uses that arise in the lower 
frequency ranges, or if a precise analysis of a stable microwave signal is to be 
conducted, or in correlating measurements; made with different receivers. 
The requirement« in stability and frequency control can usually b* met by 
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isiandsid mceiver techniauei, but there is often an sssodated problem sris- 
Utg from the need to stabiliie unusuai tuning fficehanisms that iR«y ordinär* 
ily be operating at high tuning rstss. 

Some of th« propes-ties of tunable receivers «re uniquely linked to the 
tuning rnte. These can best be described using th« time and bandwidth 
definition included in the introduction to Section 9.S. 

Thus, in « slow-scars receiver the reiationnhip a << D usually hold«. 
Some important characteristics are set by the time required to tune through 
D (the time t,) with respect tc the efiectivs signal duration i-i << *, 
(as with flash signals), intercept prcbubiüty will be very poor. I! tg < 1. 
(where /,,, perhaps, is conditioned hy the main-beam illumination time of 
the receiver by the transmitter antenna), the intercept probability will be 
poor. If U > t, (where t* becomes hag because of a possible ability of the 
receiver to receive a "continuous" signal via minor-lobe radiation), the 
intercept probability can be excellent. 

It is often important in searching for pulsed signals thiu a BWSöS- 
band scanning receiver not tune through the signal frequency in the 
interval between puls*«, <,. The following considerations then apply. The 
acceptance bandwidth, a, often is fixed (perhaps by renclulion require^ 
ments); the reception time on-frequency is theft -M by a and ihe scan 
time, '„ and must as a minimum value be at least equal to l„. The reception 
time night better be set to a value (n — l)tp where n defines a number of 
consecutive pulses as required to distinguish a signal (in contrast to a 
single noise pulse) or to identify a signal by some combination of charac- 
teristics. This on-frequency time is guaranteed by a minimum scan time, 
t„ such that* 

/,= (»- 1)1,0/» (9-11) 

The reciprocal relationships between scan frequency, /„ and scan period, (., 
and between prf and the interval between pulses, tp, gives the expression 

/, (in cycles per second) (prf) 
(» - I) 

a 
D (9-12) 

In a rapid-scan receiver, the scan time, *„ is ordinarily made equal to or 
liw. than the signal duration, f* When hi is fixed by the main beam trans- 

*Thcr« uiuslly will be in unccrlslnty at to valuei to he Klacted (or the IIRIMI chsrtc- 
leriitlcK I«, Ui I, (— l/pr(), etc, The wont condition« sntlclpsted from the intercept 
polnt-of-vlcw (or IIKMIK In the rtns« D are often taken, Uv, ihorteit pulic, loweti prl, 
«tc. 
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mlsaion time of a scanning r«d«? antenna, the scan frrquency, /<, ordinarily 
will be set to a few ten« of cycle« per second. This rate is consistent, too, 
with the development of a flkkerletM panoramic visual pris^entaticn of signal 
activity in the monitored band. The total number ot pulses transmitted by 
a radar in the interval tc is given by the prcduc* of tu and the prf, The 
number of pulses Intercepted In the interval £< on an average will be «iven 
by M — a pr! U/D when typical numbers are inserted far a short (»ammis- 
sion iaterval, ?<, it becomes obvious that « must be large (perhapfc !0 percent 
of £)} if a recognisable output signal is to be developed. 

A mkromeep nceiver is one in which ordinarily I, jg iw, [.e,, the receiver 
scans i.he total range, D, in the time duration, t,„ of the shortest anticipated 
pulse. Intercept probability is again high though there are attendant prob- 
iems in circuitry. The bandwidth, a, is carefully »elected to achieve useful 
resolution characteristics and to minimise rise-ume problems (considering 
the very short fractional pulses which must be denk with In the receiver 
circuits). 

Frequency scaiinlitg implies a time-shari.ig of the cttention of the recover. 
The design philosophy in scanning receivers is to arrange matters so ttut 
each signal receives »ufflcle.it immediate attention to wUtilish quickly the 
information desired from it, The hope is that the lack of continuing atten- 
tion will, in effect, exclude only largely redundant information. It is to be 
noted that over a long averaginK period (over a long t* or ovar many peri- 
odic, »hort tt intervals), the intercepted fraction of the total signal avalltbie 
to the receiver is fixed only by the ratio 9/D and is Independent of scan 
rate. There are, however, uptimuni choices of a and scan rate which insure 
that some portion of the transmission will be received early in the trans- 
mission interval (for high intercept prubability) and that the a/D fraction 
represents a form of the signal, perhaps groups of consecutive pulses, such 
that the intercept has meaning. 

Generally speaking, the non-scan receiver has high intercept probability 
but essentially nu resolution in frequency; sensitivity is usually low. The 
slnw-aca". receiver features high intercept probability for some signals, very 
poor Intercept probability for others, good resolution In frequency and, 
ordinarily, high sensitivity, The rap'd-scan and mlcrosweep receivers feature 
generally good intercept probability but necessarily compromise their abilities 
in resolution and sensitivity depending on actual scan-rates and bandwidths, 
Thus, each receiver type has attractions and deftciences In basic Intercept 
and signui-selectian characteristics linked to tuning processes and tunability. 
These compromises appear, as well, in othei aspects—stability, data-han- 
dling abilities, versatility with respect to the detection and analysis of unusual 
signals, etc. Each type has virtues that recommend it for certain important 
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uses, and much receiver assign work has been concerned with imirtmliülng 
the operational utiHty assodäted with a give» type. 

9.5.5 Spurious Stspnsl RaapanM 
5cme substantial attention must be accorded in receiver design to the 

possible internal generation of spurious signals and responses. Several sources 
will be mentioned later: images, harmonic mixing, etc., in superheterodynes; 
the generation of harmonics and cross-modulation products Jr. r-f preampH- 
flt"«, direct-detection in mixers, direct-detector response to strong signals in 
another fl band, etc. In another are«, local-oscillator radiation can be 
troublesome (when received by i second receiver); and transisnt disturb- 
ances from intermittent switching operations, electrical interference from 
blower motors, etc., can be interpreted falsely as signals by the receiver 
circuitry. 

There is another aspect to the spurious sigüal problem that is largely 
beyond the control of the receiver designer. There may be avrliable to the 
receiver actual radiated signals that are false in the sens« that they were 
not intentionally g«n«rated. Thus, physical objects local to «he • .u wnlUer 
or receiver can generate "site" reflections that can add "pabn" to the 
general signal environment, or can distort the apparent chanicte-ristics of 
actual received pulses. Doppler shifts can Iv important. Transmitter moding 
can produce large-amplitude signals on frequencies not harmonically related 
to the basic transmitter frequency. Transmitter harnonlcs are common, and 
when transmitted beam powers are rated in billions of watts, a spurious 
signal down 40 or SO decibels is still appreciable. Multipath propagation, 
tropospherlc scatter transmission, etc., can distort signal shapes., modula- 
tions, apparent directions-of-arriv&l, etc. This false information cannot be 
charged to the receiver; it is truly contained in the radiations actually 
present. The important thing is to recognise the distortions fur what they 
aie, and to realise that an exaggerated refinement imposed on receiver 
measuring abilities may be fruitless and costly if the receiver must operate 
in an environment where the quality of the data available to It prohibits 
intelligent use of these abilities. 

There is a distinction to be drawn between these distortions of inten- 
tionally radiated signals and the radiation cf electromagnetic energy inci- 
dental to certain Industrial or research processes. The detection of the latter 
class of signals may well be legitimate objectives of a reconnaissance opera- 
tion because of the information Imparted by such signals. 

9.5.6 Data RWIIM.MI 

An important factor in the design or selection of a countermeasures re- 
ceiver is Its ability to work with associated equipment In accomplishing a 
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pnnicuiar task—to werk wli.'« 4-! equipment, wSUi s. particular signs! analy- 
zer, or with a certain sigral read-out unit A receiver tany have an extra 
utility because the form of the output data Is readily adapted to the needs 
of a computer or telemetry equipment. A receiver may be an optimum 
choice for a partkukr task because of unique abilities to handle certain 
signal parameters, or combinations thereof; this, in turn, leading to de- 
skible Abilities ir. signal segregation and identification, or in new signal 
recognition (new in characteristics, or ntm in "time" in the sense of the 
recent appearance of the signal). 

Thus, an important varicble in intercept receiver design is the form, or 
forma, of data read-out. The variety stems from the variable natures of the 
intercepted signals, and particularly from the many uses to which the output 
data may be put. Consideration must be given to the form of data presenta- 
tion for analysis, whether this process is to be accomplished at the time of 
intercept or later. Although these processes are discussed in detail in Chap- 
ter li, their influence on intercept receiver design and operation is quite 
significant and should be recognised. Two basic approaches can be outlined: 
quantised and continuous. In ths former, storage channels or electronic 
codes (of predetermined range) are used for characterising each signal 
parameter, and it la necessary only to mecsure the parameter with sufficient 
accuracy to quantise it into the appropriate storage channel. This approach 
is more easily adapted to digitising and subsrquent machine sorting and 
processing of data, which may be the only feasible means of reducing the 
tremendous amounts of data intercepted in a high signal density environ- 
ment. However, the "fine structure" of each signal is destroyed, end sig- 
nificant technical information may be lost. The continuous (or analog) 
approach alternatively involves presentation and/or storage of signal en- 
velope InformAtion in a near-orlKliml form, cathode-ray tube (CRT) 
displays, motbn p.jtures, strip Alms, direct tape recording, etc.). Analysis 
in this case usually requires substantial human involvemer.*, even with 
sophisticated auxiliary read-out equipment. Further, the postdetectlon band- 
widths required are usually greater. While the optimum output data forms 
suggested by the analysis needs often can be provided through suitable 
engineering design, certain types of receivers are basically more compatible 
with these needs. This is discussed further in Section 9.6. 

9.6 Kocelver Identifleatlon 
It is convenient for discussion to group types of intercept receivers in 

accordance with some common electrical or operational characteristics. 
There are several bases for classification, the substantial number stemming 
from the several major factors that influence intercept receiver design. 



9-48 ELECTRONIC COUNTERMEASURSS 

For sxsrnple, receivers ere sometimes ciassifled on the bssis of frequency 
rgnge—LF, HF, VHF, microwave, etc. Sometimes Che types of signals 
sought provide the differentiation—communicfetions, radar, missile guid- 
ance; cr pulse» e-w, FM, etc. 

A means for grouping is provided by the intended tlme«uti!isatbn of ths 
intercepted data. The data may be utilised immediately to warn of • missile 
attack, of the presence of an ASW aircraft, etc, The data may be used in the 
near future—to aid planning of a new strike route, the sclecdon of counter- 
measures equipment to be carried on the next mission, etc. Or the data may 
he utilized months from the time of intercept, following prolonged snslysis 
to extract technical information of long-range imponance. This time segre- 
gation carries with it implications in data quality and total processing sines 
the demands on accuracy of measurement are substantially different in re- 
ceivers for warning, strategic seurch, special search, etc.; so also are de- 
mands on intercept probability—the assurance that the important signals 
are being detected in the minimum possible time. 

It is possible to cstaiog receivers by basic circuitry (direct-detection, 
superheterodyne, etc.). Another mechanism is furnished by circuit features 
of particular meaning to intercept receivers such as tuning (scanning) char- 
acteristics, acceptance bandwidth characteristics, etc. Cataloging in this 
chapter will follow the basic circuit differentiation because of the concern 
with techniques; there will be discussions of two basic types (1) dirtct- 
detection receivers, with and without r-f preampiification, and with contrast- 
ing acceptance bundwidths and tuning processes, and (2) superheterodyne 
receivers similarly differentiated. In addition, mention will be made of some 
miscellaneous types not conveniently catalogued as above—superre^enera- 
tive, direct-display (spectrum analyser), etc. Thert- will be no attempt to 
cover all intercept receivers currently in use, in production, or in develop- 
ment. (For such information see Reference 3). 

9.7 Dir«cl*Delection Receivers 
These receivers are characterised electrically by a direct conversion from 

the radio-frequency form of the signal to a video or audio frequency counter- 
part—the video- or audio-frequency modulation is recovered by direct detec- 
tion of the radio frequency signal. The simple crystnl-video receiver is the 
outstanding example (Figure 9-!7o), As a class, these receivers exhibit rela- 
tively poor sensitivity and selectivity, but also simplicity, light weight, and 
low-power consumption. It is almost axiomatic that as the sensitivity or 
selectivity characteristics are improved by circuit innovation (with pre- 
ampliftcatlon, (or example) there is a corresponding loss tn the attractive 
size und weight characteristics that are identified with the basic crystal- 
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Pioi'wt 9-17   Diract-dtUctlon r«e«!v«n. 

video unit. However, the retutts 
provided by the more complex «u- 
«emblage may still be very attrac- 
tive and quite competitive with 
other receiver design approaches. 

If no r-f preamplification ii em- 
ployed, the maximum acceptance 
bandwidth of the direct-detection 
receiver (ard, hence, the total r-f 
band monitored) is limited by the 
frequency charactorigtics of the 
antenna, by any pasaive r-f fiker 
that might be used, or by the r-f 
bandwidth of the detector unit. Op- 
eration i« obviously restricted to 

the overlap frequency nngi of any band-limiting devices that may be inter- 
posed ahsad of the detector element. In this circumstance, over-all receiver 
sensitivity is set by the characteristics of the detector unit and is substanti- 
ally independent of acceptance bandwidth. (This presumes borne care to 
li.jtu!« low-noise properties in the video ampliAer.) In other wivd», the 
receiver noise output is set by the noise properties of the detector, these 
being such that detector noise overrides the contribution from other circuit 
elements (Chapter 19 of Reference 1). 

If r-f preampliAcation is employed, it is usual that the r-f bandwidth 
properties of the preamplifier will set the bandwidth characteristics for the 
receiver. Also, the sensitivity will be stt by the acceptance bandwidth and 
noise figure of tbe preamplifier, (This presumes a curtain minimum gain in 
the preamplifier, relative to its !,oiu-figure and to the noise-flgure of the 
following stage. The preamplifier noise contribution then predominates in 
the total receiver output noise; see Reference 13) 

9.7.1 Broad AocepUuice Band Dirert-Detootion Receivers 
This category includes the untuned, wide-open, crystal-video receivers. 

The total r-f band monitored corresponds identically to the acceptance band- 
width; there is no tuning. The particular attractions are the simplicity, 
light weight, small sis«, low po-ver consumption, etc.; and, for many uses, 
the high intercept probability. Intercept probability is unity for those sigtiati 
having sufflrknt amplitude to be detected and recogniieü. Unfortunately, 
the sensitivity is apt to be low, tangential sensitivities of —45 to —55 dbm 
bdng typical in the microwave rar^e below K-band and with reasonable 
(megacycle) video bandwidth». When "electrical" detection (automatic trig- 
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gering) is employed, a practical sensitivity range is —35 to —43 dbm with a 
reasonable fctlse-alarm rate. 

The heart of the receiver is the detector unit; both bandwidth and sensi- 
tivity are directly related to its properties, The substantial research and 
development efforts on detectors are producing continuing improvements. 
As of this time (circa 1959) r-f bandwidths from 2:1 to 10:1 tre stwnd-rd 
and tangential sensitivities of --5S dbm or better are anticipated (with a 
one-megacycle video bandwidth). 

Detector units are under development for use to frequencies substantially 
above 100 kllomegacycies per second, and in many of the higher frequency 
bands this receiver type represents, at the moment, the only available 
technique. 

The drawbacks are the low sensitivity, and the absance of frequency 
selectivity. Precise measurement of frequency is not possible. Because of 
the lack of resolution in frequency, data rates are high in high-signal density 
areas, and trouble msy be encountered in establishing any practical in- 
dividual signal recognition ot selection.* Because of the wide variations in 
the amplitudes of Incident signals simultaneously present there is apt to be 
a dynamic range problem. Ordinarily, manual gain adjustment is not feas- 
ible; the circuitry must be able to handle the many signals without gain 
adjustment. The gain control problem is complicated in the video circuitry 
because of the dynamic range expansion resulting from the square-law de- 
tector characteristic applicable over much of the r-f input signal amplitude 
range. Considerable attention to the design and use of logarithmic video 
ampliflers with this type of receiver has resulted. Transistor circuitry has a 
natural aMoclation with the small sise, weight, and power consumption 
properties desired In these receivers and some truly remarkable units have 
been developed. 

The physical nature ot the r-f circuitry Is dependent on the frequency 
band involved and is ordinarily, though not necessarily, of coaxial, strip- 
line, or waveguide conAguratlon. Because of the low sensitivity it is not un- 
common to locate the detector unit immediately following a directional 
microwave antenna. There results a sensitivity benefit from the antenna gain 
and from the reduced transmission-line losses. Thus, this configuration pro- 
vides a space discrimination (fixed or scanning) with a sensitivity Improve- 
ment analogous to the frequency discrimination and sensitivity improve- 
ment obtained in a tunable receiver. 

* However, the reaulUnt wide-open nature of the receiver may well permit the effective 
mt'Murcment of other i'unal pmrneteri, to M to completely offiet the Inability to 
mi'imure frequency. Indeed, If u iln^le vmiltcr tmnimltt proKrimmed or random pulae-to- 
pulie frequency variation), a frequency-«elective Intercept receiver would be In «ime 
difficulty. 
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9.7:2 The Untuned Receiver With R-F PreampHAestion 
A basic «tUck on the sensitivity problem is often mtde via broadband r-f 

preampllfication with a TWT u&uaily providing the basic mechanism. Band- 
width and gain characteristics then are controlled by the r-f amplifier tube 
as shown <n Figure 9-17(fc). A 3:1 r-f bandwidth is common up thnugh 
X-band with narrower bandwidthi possible in the lower K-band. Noise 
figures of 5 to 25 decibels %n not uncommon, as seen in Chapters 26 and 
27, depending on the nature of the TWT, The lower noise-figures are ordin- 
arily associated with physically heavier tubes, narrower-band tubes, and, to 
some extent, with lower frequency tubes. Despite a higher noise-figure, the 
characteristics of the light-weight tubes (permanent magnet focussed, electro- 
statically focussed; etc.) are more consistent with the weight and power 
consumption objectives of the crystal-video receiver and are frequently 
chosen for these advantages (Figure 9-18). 

The tangential sensitivity of broadband receivers with TWT preampllfica- 
tion typically range from -60 to -80 dbm in accordance with TWT noise 
characteristics. Any such sensitivity improvement accentuates tremendously 
the potential confusion arising in high-signal density environments. For- 
tunately, the twture of the TWT r-f preampllfication affords a partial rem- 
edy through the automatic r-f gain confrol (age) processes made possible. 
One such technique assists a sequential attention to signals on an amplitude 
basis in those instances when the scanning actions (in direction) of trans- 
mitting and, possibly, receiving antennas (plus the possible physical motion 
of transmiiier and/or receiver) tend to cause each of the signals, in turn, 
to be the strongest present. The age action can be made to favor the strong 
signal by causing a momentary suppression of the others present; the ten- 
dency, then, is to produce a clean "look" at each signal in turn. There re- 
sults a "time segregation" of signals, which can be an important aid to 
signal selection. 

9.7.8 Dirert-Detectlon Recelvere With Tunable Preseleellon 
The problems in data handling occasioned by the "wide-open" operation 

of the broadband receiver can be largely relieved by deliberately restricting 
the acceptance bandwidth of the receiver. This can be don« by adding a 
narrow-band, passiv r-f filter adjustable in frequency (Figure 9-17c). The 
principal gain is In selectivity (and, hence, in reduction of interference) and 
in accuracy of frequency measurement. There is at best no gain in sensi- 
tivity; presuming no preampllfication, the acceptance bandwidth variutlun 
has no practical effect on receiver noise output power. There is a loss in 
intercept probability since, basically, the attention of the receiver to an r-f 
signal frequency must be time-shared with the other frequency increments 
that together compose the total band to be monitored. 

> 
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Important purstroterg in connscUon with a tunable, p«asive (liter are Ita 
acceptance bandwidth (usually the 3-dedbel bandwidth), the mid-band 
Insertion ioas, the "skirt" se'ectivity (a measure of the ability to reject 
large amplitude, off-frequency signals) and the tuning mechanism—manual 
or motor drive, tuning speed, etc. Ordinary filter theory applies, i.e., inser- 
tion loaa inrreases but skirt selectivity improves as the number of cascaded 
circuits In the Alter ii increased. Bandwidths range typically from a 'frac- 
tion of a percent to several percent of the total tuning range. The design of 
••«nable passive filters for preselector use is discussed to Chapter 28 of 
Kei«7«<(Cf> 3. 

There are but few practtc*. rivers of this type Vhe addition of a tun- 
able uilcr penalises the basic simplldiy of the crystal-video receiver while 
the remaining hck of setisitivity is a definite drawback. In the absence of 
substantial sensitivity (suificient to permit reception of nilnor-lobe radiation 
front the transmitting antenna) there is a serious los: of intercept probnL.ility 
brought about by the reduction in acceptance Knowidth. (This is discussed 
In Section 9.S where t* will be at least modtfately short and t» < *,.) 

9.7.4 The Addition of Preae'wtlor Pine R-F Pureanipllflratlmt 
The electrical psrformanc« -üi^eiions to the direct-detection receiver plus 

g passive, tunable filter gssi largely removed when r»f preamplification is 
added to the aysien. jphysically, this can be done in two ways: by adding 
a broadband tinlursd preamplifier such that the receiver bandwidth is still 
determined by Uie passive filter, or by adding a tunable preamplifier having, 
in StseK   .nc (acceptance bandwidth characteristics desired for the rcceivsjy'"" 

If the broadband prcampUfict is used, there are two possible conß.'$ira- 
Uoni: it can be connected directly to the antenna with the nar^er.band 
tunable filter interposed between it and the detector unit, ojAi can follow 
the filter and directly precede the detector. There are i^umenta for each 
scheme with the majority favoring the use of the prf£jnp|ifler as the input 
element (Figure 9-17rf). In particular, if the filtgTfollows the amplifier it 
then restricts the noise bandwidth as well of the signal acceptance band- 
width and the seniitivity is conditioned/by the preamplifier noise figure 
(presuming reasonable preamplifier g^Jft) taken with the following narrow 
r f filter bandwidth. Otherwise »eiigUivlty would be penalised since the noise 
bandwidth with the filter preefding the amplifier would remain as the total 
bandwidth of the preamplMer even though the incremental bandwidth for 
signal reception « wo^M he reduced. In addition, the preamplifier (as the 
input element) otl^can be operated physically ut a location remote from 
the receiver its^f perhaps at the antenna, so that subsequent transmission 
cable or vmv^uide losses du not impair the basic sensitivity of the receiver 
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(dince Uith noise and signal srt Ettenuateti equally). It it usually more 
difficult to operate a »unable filter by remote control at would be necewery 
w«i-e it to be associated with the remote antenna u the input element 

There is one important advantage in having the filter precede the ampli- 
fier. Limiting may well occur in the amplifier because the dynamic ranr,.i of 
input signali may far exceed the amplifier capabilities. If two signals are 
present in the amplifier simultaneously, mixing U possible such that output 
signals on spurious frequencies can be produced; they ir^y be interpreted 
as genuine when a filter (following the amplifier) tur.cs to a spurious fre- 
quency. If the filter precede» the amplifier, any »'.gnals passing through the 
filter must have been present at the receiver Input and to that extent they 
can be classified as legitimate. 

A preamplifted video receiver with two ?-14-kmc channels Is shown in 
Figure 9-IS. 

FiauMt 9-18   A pre»mpllJled crysUl video receiver. This unit contains two s«parst« 7-14 
kllomogscysl« channel«, «sch having • TWT prMmpUQer, ■ detsctur, and a video smpli- 

flsr, u well si »n Integral power supply, 

The second important class of receivers of this basic type employs elec- 
truniculiy tuned preamplifiers having in themselves the acceptance band- 
width characteristics desired for the system. Dispersive TWT amplifiers 
and bnckwurtl-wave amplifiers, both voltuge-tuned devices, represent the 
principal components for use in the microwave ranges. The dispersive TWT 
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in*^JJ J""1*1**!»toMIMHl M i^n J8 mtlabh^H^'u^imt^yi m too li its 
acceptance bandwädth. The latter quÄmity is quit* «arge (usually 10 to 10 
percent of the center radio frequ-.-ncy). Note rtgures ordinarily ar« not good 
and the skirt selectivity it moderately poor. Even though some improveinsirit 
in bandwidth characteristic« «*n Le obtained by cascading tubs» (to form 
a multistage ftmplifi«?) the over-alt characteristk J &m usattractive for many 
important uses. A sensitivity oi — 3S to —65 4bin at S-basd k typical 

Th« backward-wav«- amplifier promises better periormani:! in terms of 
raise figure, gain, end resob'tlan—acceptance bandwidths of 0.1 to 1.0 
percent being quite r-^onable. Since the resulting receivers are electrically 
tuned, a great versatility In tuning is possible; thift Imdu naturally to pan- 
oram'c visual presentation of Intercepted signals ar a primary direct display 
mechanism; it provides for the automatic signal control of the frequency 
scan process (to put the receiver on-frequency); and it provides an cutput 
voltage related to frequency (the control for the electronically tunable 
element) that is convenient for recording and automatic processing purposes. 

Basically, the tuned, narrow-band, direct-detiiction receiver with r-f pre- 
amplification—« true TRF conflguration—constitutes a very useful receiver 
class. It is excellent competition for the superheterodyne as regards noise 
figure and bandwidth (and hence sensitivity), and tunability. In some 
Instances it is less troubled with spurious responses (a very Important as- 
pect), s-bund sefMitivlties in the —100 dbm range for a 5-megacycle acrep- 
tance bandwidth have been developed. However, the uniformity of charac- 
teristics as a function of frequency, the skirt selectivity, and the versatility 
(in bandwidth adjustment) are factors apt to be poorer than those found 
in a comparable superheterodyne. The superheterodyne now is ordinarily 
favored in those frequency ranges In which components for both exist, but 
advances In techniques are causing Increased attention to the TRF receiver, 

9.7.5 Multiple-Channel, Oireot-Detection Receiver 
The limited acceptance bandwiHth of the TRF receiver necessitates a 

tuning program. But In no event will the proportion of time spent on any 
one frequency, on the average, exceed the ratio of acceptance Undwidth to 
total r-f bandwidth. Thus, the time devoted to any frequency may be very 
small and Intercept probability will certainly suffer in some important 
circumstances. The "multiple-channel" direct-detection receiver is an in- 
genious approach to high intercept probability with the retention of fre- 
quency resolution. (The instantaneous frequency Indicators of Section 9.10.1 
have similar attractions. A multiple-channel receiver Is described in detail 
in Reference 14). 

Such a receiver !; illustrated in Figure 9-19. A multiplicity of passive, 

sfönuantamsaKi 
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Kiovu 9-19 tf Mt, ^-ehcniwl 
turn nttWtt, 

dlrwl-dttM- 

flxed-tuned flittr» provides am- 
tiguoui frequency coverage over 
a band given by the product ma 
wh»re M is the number of filters 
and a Is their individual accept- 
ance bandwidth. The filters are 
coupled In parallel to the antenna 
and each feeds an individual 

detector-video amplifier combination. As a consequence, the receiver is al- 
ways sensitive on all frequencies. Thus, it has high intercept probability 
for signals of sufficient strength regardless of frequency—but it has, as well, 
the resolving power and frequency measuring ability associated with the 
Individual filttr b&ndwidths. This is an attractive combination; a receiver 
sensitive to all frequencies «t all times but with substantial resolution in 
frequency."1 

In effect the receiver quantises the Intercepted Information by discrete 
frequency subbands. A logical, simple visual display can be provided by a 
bank of lamps; an activated light signifies occupancy of the incremental 
bandwidth with which the lamp Is associated. Digitising of the Information 
Is readily possible; it Is necessary only to associate an appropriate identi- 
fying code word with each frequency channel. This Is a particularly useful 
altermuivt read-out If the data are to be recorded and machine processed. 

The ut.lque clrct'try associated with this receiver type reside», In the 
indivlUual passive filters defining each frequency subband. Multielement 
niters are ordinarily employed. Physically, the elements may involve coaxial, 
waveguide, or strip-line techniques. The complexity of the Alter IR controlled 
largely by the filter characteristics desired—the shape of the passbaud, the 
off-frequency rejection, the allowable insertion lots, etc. 

There are two principal problems. First, a suitable low-loss coupling to 
the many filter inputs must be made from a single antenna. Second, the 
design must recognise an ambiguity problem that can arise when signals 
are received at frequencies near crossover points of adjacent filters. This 
latter problem Is revealed In Figure 9-20. Presuming something less than 
infinite skirt selectivity (and a nonrectangular passband shape) it is appar- 
ent that a strong signal in the filter crossover region can register In more 

'The "tpsnotron" U ■ microwav« tube providing Inhenntly th« propcrtlci of fre- 
quency Mlcctlon and detection equivalent to the paislve AHer-cryit»! detector combina- 
tion. The latter combination appears to have practical tdvanUgei aritulng agalnit the 
UM of the »pimotron except in tpeclal c«Hi. A tunable, ilngle-channal equivalent of the 
•panotron U (urnUhed by the cyclotron reion«nce n detector tub«, A compariion o( th« 
two (and a complete reference lltl) U given in Reference 15, 
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than one channel—hence, the ambiplty. 
Fortunately, it can be expectad that the 
ftignol levels In the Mveral affected chan- 
neli Mil be different and this furnishes 
the bash for the operation of video logic 
circuitry which "assigns" a signal to an 
Individual channel indicator by noting 
relative responses and contbinations of 
responses. Such circuits are scmetiinos 
called "ambels" ior "amblgu'ty eHmim- 
tors". 

Since the logic circuit operation is based on relative amplitude, very 
deAnite requirements are automatically imposed oa etandardiied gain and 
response characteristics in video amplifiers, on uniform characteristics in 
direct-detector elements, etc. This need has fostered the development of 
video amplifiers of remarkable uniformity over wide ranges of operation-- 
logarithmic video amplifiers being no exception. 

This receiver type is the basis for a very useful class of intercep. "sys- 
tems". A receiver of the form described provides a quantised measure of 
intercepted signal frequency. Associated with it is a secorj receiver (Figure 

FiOvaB 9-20 Poiulb!« «r^Sguäty in 
muU!ple-ch«itn«l nctivar. A signs! it 
/. can rsgbtcr in atort than om dun- 
ml (but at different ampUtudt level«: 

•lt«Si»s). 

0W»4M«J 

Fiouas 9-!I   A rectlvtr (or frequency and direction. Tlme-coln- 
cident output* «i and yi define irequency and direction oi arrival 

nt a pulte. 
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9-21) wide-open in frequency but quantised in direction; i.e., the ieveral 
"chtnneli" are each fed by MI individual antenna element having directional 
properties. The several antenna elements provide contiguous coverage over 
the dftrired sector (as much as 360 degrees). Thus, an individual signal will 
register in two channels, one identifying signal frequency, the other direction 
of arrival. The two responses can be related on a time-ccincidence basis to 
give essentially iestantaneoys indication of frequency and direction. Further 
extensions to include some analysis of signal details—prf, puisewidth, polar!» 
sation, etc.—have been developed in still more complex devices. 

These receivers are particularly adapted to "automatic" operation. An 
oparatur is not basically necessary, and the signs! indications are directly 
adaptable to recording (through taping or printing). But these features are 
obtained only with reasonably high signal-to-noise ratios if an excessive 
number of false indications is to be avoided; basic receiver sensitivity then 
is apt to be low—to fall in the —35 to —4S dbm range for S- and X-band 
units. Individual -hannel widths range from a few megacycles to several tens 
of megvcycles. While very substantial sensitivity improvements can be (and 
are) brought about by the inclusion of a broadband r-f preamplifier ahead 
of the frequency filters, a comparable sensitivity improvement in the "Jirec- 
tion" channels would require a multiplicity of such amplifier» (and they 
would necessarily have to be balanced in gain-frequency characteristics). 
With the present state-of-the-art this is considered an excessive price; how- 
ever, some sensitivity improvement is brought about in the direction chan- 
nels by the higher gain of the directional antennas. 

9.8 Superheterodyne Receiver* 
The history of broadcast und communications receivers shows several 

receiver form*—crystal-detector, regenerative, TRF—to have preceded the 
superheterodynes. But the superheterodynes, by virtue of better sentitivity 
and selectivity, later almost completely di" . -;1 the earlier types, There 
has been some repetition of this trend in kh> microwave intercept receiver 
Aeld. Each new band extending the total frequency range generally has been 
terved first by the less-srpkisUca^d receiver types. With the development 
of the necessary compovniii Ute superheterodynes have then followed, again 
often bringing improved performance in terms of greater sensitivity and 
selectivity. Although li iit of great importance, the superheterodyne, how- 
ever, has not compktsly displaced the other intercept receiver types in the 
microwave rang*»» nor does it appear that It will do so; high sensitivity and 
selectivity alone »re not the principal requirements for many intercept re- 
ceiver tasks. In tact, many of the superheterodyne design variations to be 
described herein are prompted by the necessity for modifying the basic 
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characteristics associated with ttat receiver typ« so u to produce a greater 
versMtllity for microwave istercept receäver m*. 

9.8.1 Low-Frei^    ney r.jperhet«nidynae 
At lower frequencies—the VHF nnge and balow—the superheterodyne 

it tubet«ntl»lly without competition; its excellent sensitivity «nd selec- 
tivity dbaracterietics are usually of maximum importance, Fortunately, there 
is an extensive technical background to support the design of these lower 
frequency receivers. It results from the long period of research and develop- 
ment undertaken to satisfy the requirements imposed on receivers used in 
the communications and entertainment fields. Most of this technical infor- 
mation is directly adaptab!« to use in low-frequency intercept receivers. 

This opportunity for the utiliutioB of "conventional" techniques comes 
about largely because of the particular nature of lb« low-frequency intercept 
operation. At high frequencies, mere knowledge of the exiatencf of a signal 
at tome particular time or of its location can be tremendously important. 
Identification of signal type, a potentially rapid accomplishment, usually 
rounds out the intercept operation. But at low frequencies it is necessary to 
anticipate the continual existence of many signals, and there may well be 
little about th» individual signal typ«—AM, FM, code, etc.—that immedl- 
stely identifies It. Determinations of direction of arrival, propagation mechan- 
ism, polarisation, etc., or of message content (a time consum^ag process) 
may be primary system functions as required for signal identification or for 
intelligence purposes. Thus, it i» often mcessary to accomplish a fa*!, cursory 
examination of many signals in a screening procsas (and fast-tuning tech- 
niques, panoramic presentations, etc., und application). But the follow-up 
may well be a detailed, longtime examination of a particular signal. This 
leads to stringent receiver requirements in stability, selectivity, sigoal-to- 
nolse ratio, etc., that are most easily tatisfled by the superheterodyne. 

The low-frequency superheterodyne ..tercept receiver, then, evolves as 
the natural development of the communications superheterodyne receiver 
augmented frequently with circuitry providing fast-sweep and panoramic 
presentation characteristics. It is interesting to note that even th«» special- 
ised features are not unknown in receivers designed for more conventional 
uses in the same general frequency ranges. 

9.8.2 High-Frequency Superheterodynee 
The superheterodyne receivers for higher frequencies—particularly in the 

UHP and microwave ranges—do not have the broad technical support of 
techniques developed for other receivers. Admittedly, the receivers designed 
fur incorporation in certain radar systems and in point-to-point communi- 
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cations links »re similar in certain Important respecti. But the Intercept 
receiver rsqulraments in term» u. broadband coverage, ftexlble tunability, 
wide or variable acceptance bandwidth, etc., have been substantially unique 
arid the related circuitry bears description here. It should be noted that 
trend« In modern electronic weapons systems are producing comparable re- 
quirement« for flexibility In the receivers associated with the newer target 
location and weapons guidance systems. 

The discuision will be divided on the basis of tuning characteristics and 
acceptance bandwidth as was done with the direct-detection receivers. The 
order of presentation will be different; the mechanically tuned, sensitive, 
narrow acceptance bandwidth receiver will be first described, the associated 
features being easily generated by superheterodyne technlquss (in contrast 
to the related problem« encountered in the direct-detection teceiver). 

BMB H 

9.8.S Meehanlcally   Tuned  Superheterodyns   Rec-clvar»   (Slow« 
Sean)* 

This receiver type results from the natural extension of basic super- 
heterodyne techniques to the higher frequency rtrnges. The block diagram 

is conventional (Figure 9-23). 
It is a tremendously important 
intercept receiver type. Though 
the necessary receiver tech- 
niques are basically familiar, 

riovu 9-22   BMIC .uptrhsurodyn. eonftguratlon. the „ttMion !a fluency „d 
operating flexibility is not always easily accomplished. In particular there 
are often new design demands on pre-seloctors, local oscillators, mixer«, and 
l-f amplifiers. 

This receiver type admits to a wide selection of local oscillators; triodes, 
carcinotrons, backward-wave oscillators, klystrons, etc., all <*vi we. Though 
It Is not fumiamentally necessary, the manually tuned receivers often feature 
narrow acceptance bandwidths (of a few megacycles) and this characteristic 
usually brings an accompanying requirement for local oscillator stability if 
the receiver is to be operated at all on a fixed-tuned basis. Fortunately, this 
stability requirement ia not incoriistent with the features of mechanically 
tuned local oscillators. It also is generally true that the allowable tuning 
rates, in megacycles per second per second, are then apt to be low. These 
receivers are frequently fitted with a motor-drive ."rrangement permitting a 
repetitive scan of the total frequency range, or of a limited sector. Again, 
scan rates are usually low—a few cycles per second at the maximum if the 

♦The clatiie example U ths AN/APR-9, The modern derivation it deacttbed In Refer- 
ence 16, 
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primary local oadilator is involved in the tuning process, A» excellent ex- 
Rtnpls ot thia technique is covered in Reference 17. 

Double- and triple-detection techniques f.nd application in these "conven- 
tional" superheterodyne receivers. Of particular interest is the development 
of the panoramic display via a second, electronically tuned Iocs,] oscillator 
which furnishes a rapid "scan" of the signals in a wide, first i-f amplifier 
(Section 34-7, pages 984-987 of Reference 2). 

lite tuning characteristics of the seceiver are largely set by the tuning 
venatiilty of the local oKÜlator. At some risk it can be generalised that the 
oscillators Inherently more difficult to tune (in the technical sense) provide 
advantages In stable operation. The more versatile the receiver tuning, as 
via tha electronically tuned oscillators, the lower the stability (a dlc^dvan- 
tage offset in many instances by the greater tmhig Ibxibllity). Local osdl« 
lator r-f output power r6quire>mr.t& are conventional- s few müliwKttS; 
typicaliy; fscept in special Instances. More total output power is required 
in certain receivers utilizing miMlp'e local oscillator signals. These signals 
are sometimes devebped by modulating a higher-power local oscillator so 
as to produce an appropriate spectral distribution of sidebands, each serving 
as a "locel oscillator" signal. 

No unusual mixer techniques are introduced nacesaarily by the intercept 
receiver implication. The i-f amplifier center frequencies and bandwidths 
are often typical of microwave receivers in general. Mixer conversion losses 
In the order of 6 to 10 decibels at the S-band, and 8 to 12 decibels «♦ the 
X-band are usual with i-f amplifier center frequencies in the "0 to 200 
megacycles per second rang«. However, image rejection problems tend to be 
accentuated and this has a reaction on mixer design in that unusual selec- 
tions of i-f amplifier center frequencies are suggested. The spurious response 
problem is discussed with particular reference to Intercept receivers in Sec- 
tion 34-8, pages 987-992 of Reference 2. Thus, center frequencies of several 
hundred or several thousand megacycles are sometimes employed. (This 
aids the frequency separation of responses and assists the selection of the 
desired response by a preselector of practical selectivity characteristics.) 
The reaction on mixer design is serious usually only If the ratio of input 
signal frequency value to the translated intermediate frequency counter- 
part is low. 

As an alternative to the high i-f amplifier frequency, the center frequency 
is sometimes lowered to bring the two responses together in frequency (the 
»ero-frequency superheterodyne). No preselection is employed on the pre 
sumption that, since the impaired resolution can be tolerated, the closeness 
in frequency of the responses will aid their identification. This simplifies 
mixer design in one sense (the i-f amplifier frequency Is low). However, 
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the system now must contend with possible Increased (hm^'tqumcy) 
mks contributions from the nuser and local oscillator. 11 cornpSlcaies it in 
another sense, for if the J-f ampiilter response extends to low frequencies, 
the amplifier will pass nigtmh developed through the direct-detection acilon 
of the mixer crystal (in 'he manner of the crystal-video receiver). Though 
the efficiency o! the direct-detection process is low, a substantial response 
can be developed by a strong signal. Since the direct-detection action is not 
conditioned by any frequency selection process, a very substantial confusion 
can result—a direct-detected response may be erroneously related to the 
current frequency setting of the receiver which is correctly applicable only 
to signals produced by the normal superheterodyne conversion and detection 
process. One common remedy affects mixer design: by the use of a balanced 
mixer the output signal resulting from direct-detection action can be very 
substantially reduced. Alternatively, a direct-detection comparison channel 
can be utiliaed. A third approach involves r4 compression of dynamic range 
'"«fore mixing so as to bold direct-detection spurious re: ses below the 
noise levssl. 

Much 'ii the attraction of the superheterodyne intercept receiver resides 
in the characteristics set by the l-f amplifier design. In particular, the pass- 
band characteristics and off-frequency signal rejection abilities are of para- 
mount importance. This has led to a great desu of attention to i-f amplifier 
de^gn Intended to accentuate features useful in intercept receivers—low- 
noise characteristics, very high or very Inw center frequencies, logarithmic 
response characteristics in some cases, wide dynamic range, etc. When the 
requirements are inco"«istent for a single amplifier, the usual double- or 
triple-detection principle often affords the answer. The l-f amplifier require- 
ments for the manually tuned narrow acceptance bandwidth receiver ate 
largely conventional. The more important l-f amplifier design variations ere 
described in Section 9.8.4 in connection with electronically tuned super- 
heterodynes. 

One of the problems accentuated in microwave Intercept receivers is that 
of preselector design. The receiver that Is manually tuned (by hand or by 
motor-drive) is favored in this regard in that there is then admitted for 
consideration the multiple-circuit, mechanically tuned preselector, In com- 
bination with high-centrr-frequency (VHF) i-f amplifiers (to separate re- 
sponses), ntultiple-circuit preselectors can bring about image and spurious 
response rejections In the 60 to 80-decibe1. range. It Is desirable that the 
insertion lass of such a passive presdector be low; values of 0.S to i decibel« 
are usual (Chapter 28, pages 741-795 of Reference 2 and see also Reference 
18). 

There nr* no special considerations attendant to the development of the 
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second detector and video amplifier portiot» of the superheterodyne inter- 
cept receiver, A lignaS once cstabMshed in the 1-f «•noliSer can be treated 
by coavention&l techniques. It is nscewiary thfct the response chtracteristlt» 
(dynamic fange, transient reapcns«, etc.) match the requirement of the 
receiver. But many of the problems in this regard (in developing high gain, 
taiior-.-d i-esponse characteristics, etc.) can be handled more ccnveniently In 
the i-f amplifier of the superheterodymi than in the postdetection circuitry 
ol the direct-detection receiver. The unusual problems that do exist are 
largely generated by the possible multiple-purpose uses for the receiver— 
perhaps the need to handle in quick succession »muw pul« signals, c-w 
signals, FM signals, etc. As a consequence, « single receiver njay Involve M 
conventional second-detector for AM signals, an FM discriminator, SSB 
circuitry, a wideband video amplifier to drive a puise analyser or video 
recorder, an audio channel for headphone or tape use, digital read-out cir- 
cuitry, etc. These abilities may all be in use simultaneously or individually 
by option. There is a resultant circuit complication but no unusually diffi- 
cult design problem uniquely ascrlbable to the Intercept function. 

9.8.4 The Electronically Tuned Superhoterodyii« 
Versatility in tuning is the keynote of the electronically tuned super- 

heterodyne. Basic to this receiver type is an electronically tuned local oscil- 
lator—a carcinotron, backward-wave oscillator, helltron, ophltron, voltage- 
tuned magnetron, etc.. In the microwave range; usually a voltage-sensitive 
capacitor or current-sensitive inductor in the frequency-determining circuit 
of a more conventional local oscillator In the lower frequency receivers. It 
is this electronically tuned element which distinguishes the receiver type; 
with this substitution, the block diagram of Figure 9-22 Is applicable. 

With this tuning versatility come certain sdv&ntagss for sofne intercept 
receiver uses. The practical limitation on scan rate largely vgiiuhes; the 
frequency scanning process rnn be programmed easily over either full or 
selected incremental r-f bandwidths; the frequency scan can be stopped 
quickly and perhaps automatically on a signal-triggered basis; there Is a 
convenient voltage or current versus frequency relationship aiding automatic 
frequency read-out, etc. (Reference 19). 

There are problems Introduced or accentuated by the electronic tuning 
process. A high Kan rate argues for receiver acceptance bandwidths that 
push the bandwidth capabilities of conventional i-f amplifiers; there are nut 
now readily available the electronically tuned preselectors having all of the 
characterixtics in bandwidth, skirt selectivity, noise figure, etc., ordinarily 
desired, (The backward-wave amplifier offers great promise in this direction.) 
These factors push I-f amplifier design to very low or very high center fre- 
quencies (for control of spurious responses), and to substantial acceptance 
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baiuNMths (for higher Intercept probability in tome typical March con- 
diUcBs). 

Microwave i-f trnplifters «re aometiines used. There is then no problem 
an developing wide band widths (and bandwidth adjustment Is readily ac- 
complished through the Insertion o! paoslve, bandwidth limiting filtert).11 

By an apprupriste design of the Intermediate frequency amplläer—for ex- 
ample, by selecting a microwave center frequency value greater than th« 
width, per band, of the radio ifreqi'mcy ranges to be monitored—problem« 
from Images and spurious responses can be Isrgsly eliminated desp'ts the 
absence of a preselector. It should be noted that some very ingenious scheme* 
have been employed successfully In receivers to eliminate an image response 
without preselection by, In effect, characteriaing the multiple responses such 
that the one desired can be selected by subsequent circuitry. One device 
accomplishes this by a combination of balanced mixing and broadband phase 
shifting which establishes a particular signal polarity (assisting selection) for 
the desired response (Reference 22). Further, it la convenient to cover two 
r-f bands per local-oscillator tuning range via the simultaneous or alternate 
use of both higher-signal-frequency and lowor-sigaal-frequency responses, 
both of which appear within the given i-f amplifier range, A block diagram 

of such a receiver appears In 
Figure 9-23. It Is possible, also, 
to multiplex several narrower 
heterodyned r-f channels through 
a single, very wide band I-f 
ampliAer in certain casej. This 

9amm 9-» A «ingb kwal etdltator-two-band technique was investigated ex- 
MpvriMUrodyiM. Esuapk: Bsad l coven 9-iS tensively In connection with the 
kc, Bud 2 coven IS-2I kc; locil oictlUtor cover, development of the ALR-7 re- 
12 to II kc; l-J •mpUAar center frequency Ml  ctivtr  (Reference 21). 

" ' The use of a microwave I-f 
ampliAer usually Introduces a penalty in terms of noise ftgure.f This is not 
necessarily true if a parametric amplifier (with its narrow acceptance band- 
width) Is involved. More typically, the amplifier performance is based on 
the poorer noise characteristics of a much wider band, low-noise TWT, In 
fact, several tubes may be employed in cascade if high-gain, wide dynamic- 
range characteristics are required. Fortunately, too, the TWT amplifier is 
subject to versatile gain control measures which aid In the handling of sig- 
nals of widely different amplitudes. 

The principal reaction on mixer design of the electronic tuning proceu 

♦Some of the over-»U («eturev sre outlined in Reference 20 «ncl i very verictile form 
of thli receiver U dcacrtbed In Reference 31. 

tUnfott r-f pretmpllAcstlon U svaUablc (KS Section 9,S,5), 
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results when a microwave l-f anspHftcr It to be incorporated in the receiver. 
This csUs for a wideband heterodyned signal bandwidth at a center fre- 
quency that may be close to the r-f signal frequency band; both factors, 
bandwidth and the closeness in frequency, complicate mixer design. An 
interesting problem can arise if the frequency scan rate, in megacycles per 
second, is increased to very high values (as in the "mJcroeweep" rsee!v@r 
described in Section 9.9). The variable (with frequency) noise contribution 
from the mixer then can demodulate in thg postdetectlon circuitry as an 
interfering audio or video "noise" signal, and Its presence complicates true- 
signs! recognition and Idsntifkaiton processes. 

The electronic tuning process, as such, does not introduce additional fac- 
tors conditioning the design of the second-detector and postdetection cir- 
cuitry, except inbefsr as wide bandwidths may be required (Reference 23). 

9.8.8 The Vm of H-F Preanspillleailon 
As in the case of the direct-detection receivers, it is possible to precede 

the superheterodyne mixer or passive preselector with r-f preampllficstion. 
A tunable preamplifier can substitute for both a passive preselector and a 
broadband preamplifier. The benefits and problems are entirely comparable, 
and the over-all receiver performances (TRF versus superheterodyne), lor 
a given acceptance bandwidth, are apt to be very similar. 

In some cases, there are important side benefits to the superhetercdyn« 
brought about by the use of a preamplifier. Mixer and Ui amplifier design 
problems which limited receiver sensitivities are removed since the noise 
figure can be set by the preamplifier. There is burnout protection for the 
miser crystal (because of preamplifier strong-signal limiting), and there is 
some additional reduction In local oscillator radiation (because of the uni- 
directional preamplifier transmission). The advantages of the superhetero- 
dyne configuration in terms of selectivity an) retained. In turn, there are 
introduced the usual potent!«! preamplifier protwuia diaCüäied ir- Section 9.7.4 
in connection with the direct-detection receivers—the generation of spuriou« 
signals in an overdriven preamplifier, the additional system complication, a 
current lack of entirely suitable electronically tuned preamplifiers, etc. 

9.9 The Mieroswacp Siaparhaterodyna 
An extreme extension of the electronic tuning technique exists In the so- 

called "mlcrosweep" superheterodyne. These receivers take advantage of the 
fast sweep rates—thousands oi imxacycles per second per microtecond— 
that are possible with some types oi microwave oscillators. (Such tubes are 
described in Chapter 26). Otherwise, the basic form of the receiver is reason- 
ably conventional. 
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9.9.1 Tba Bask leceivw* 
With submicroaecond sweep tliaes, it becomes possible to scan trie receiver 

in frequency at a rate such that the full radio-frequency range assignod to 
the receiver is covered in the time duration of typical radar pulses. The 
intercept philossphy It discusied in Section 9.5 as the case where t, < t„. 
In short, it would be expected that some energy from each radar pulse within 
the range covered—regardless of pulse frequency—w.^uid be intercepted, and 
that a high pulse-by-puls« intercept probability would resuii. The high 
sweep rate may require even wider tandwidths than would be required on 
the basis of the desired resoluticn capability or pulse fidelity of the receiver, 
to th-» «oni» sacrifice in sensitivity and frequency resolving capability is to 
be expe   ed. 

By etttk '"hing a standard r-f input signal level (as through the UM of ». 
broadband, hi.. '«" ^amplifier), a remarksble resolution can be developed 
—O.S percettt over s ?: 1 range at S-band, for example. The limiting process 
sometimes produces spurious responses when ths limiter is confronted with 
simultaneous, strong pulses on several radio frequencies (a situation pro- 
duced by several types of multiple-frequency radars). 

9.9.2 The Corapatllble FUter Supotatsrodyn« 
The problems associated with the bask microsweep receiver as described 

have led to the development of somewhat related forms of receivers still in- 
volving very rapid sweeping techniques and high intercept probability for 
many signal types but with important divergences in concept. This basic 
technique (for a German-made early suggestion of this idea see Reference 
25; tee also Reference 36) involves first mixing the r-f signal with a linearly 
sweeping local oscllLiUrr; the resultant i-f signal varies linearly in frequency 
with time. This signal is then fed to a dispersive filter whose transit time is a 
function of frequency—the frequency applied first (as the sweeping frequency 
entert the filter passband) mutt experience the greatest delay. By matching 
the filter delay characteristics to the sweep rate, the i-f component energies at 
the output tend to combine at a particular time (hence the term "time- 
compressing," which Is often used to describe the filter properties). The 
time at which this build-up occurs at the output is a function of the input 
frequency, thus allowing a measurement of r-f frequency via a time measure- 
ment (often with respect to the start of the local oscillator sweep). 

The i-f signal in this type of receiver Is sweeping in frequency. Unlike 
most received signal properties, this frequency change is under the control 
of the receiver designer (through control of the locaJ-oscillntor frequency 
sweep). By designing an i-f filter having characteristics appropriate to this 

♦Karly work In tht» field la üeiictibcd In Rek.vnrs 24. 
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frequency change ("computibls"), the unique properties of the receiver ere 
realised. 

The diiperalve filter can be reitllzed in either a cor'inuoue (Reference 
27) m a dtacratcly «gwepted form.* In one discretely legmented type, a 
number of conventional filters is used in conjunction with appropriate delay 
lines u shown in Flpre 9-24. The several pasubands are leleeted so that in 

Piovaa 9-24   Competibl« flltsr iup«fbtl«rodyiM, 

patallcl combination, a contiguous frequency coverage is provided across a 
total i-f bandwidth much wider than the incremental bandwidth of any one 
filter channel alone. The »weeping action of the tingle iocal-osdllator 
signal Zu, is such that the changing difference frequency ^4 produced by the 
local-oscillator energy in conkbination with a given Axed frequency signal /r.t 
Is transmitted successively by the several filters. 

The filters, in turn, feed time-delay drcuiis having tailored characteristics 
(determined by sweep rate) such ihn All delayed outputs arrive simultane- 
ously at a combining point. The output signal of the channel first excited is 
delayed the longest, etc. The time of the peak of a response with respect to 
the initiation of the frequency sweep is a measure of the radio frequency of 
ih» sign«! producing the response. Depending sn the combining method 
(addition, multiplication, etc.) certain performance advantages can be 
emphasised, A total resolution substantially better than the bandwidth of a 
single i-f amplifier channel can be produced. In the case of envelope multi- 
plication, the combined output signal (in terms of resolution) of n channels 
is comparable to that genarated by an nmplifter of n synchronously tuned 
stages each having the bandwidth of & ringle channel. More generallyr the 
limit of resolution is thtit determined by the impulse response (time buildup) 
appropriate ui the total input signal energy iiandwidth accepted by the 
several filters collectively, which in turn is related to a frequency resolution 
in terms of the sweep rate of the local oscillator. 

•A dUcuulon of vnrl.iu« raslUatloni of both formi of filter may be found in W. D. 
White, patent #2,882,395 J»ttd April 14, 1958. 
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li the signal time-durafian it sufficient to allow the successive excitation of 
raipontss in ail channel», the aubieqwit addition of Ignsl output» if made 
on aa integrating basis more favorable than that controlling the combining 
of the random noise powers of the several chmnm; the result is a signa!-to- 
noise ratio enhancement. (The resulting sensith.i/ can be as good as that 
developed in a fixed-tuned receiver of comparable resoluM». >nd noise figure 
developed through normal design practices.) Finally, tome discrimination 
»gainst linage and spurious responses results from this circuit form since only 
the c v' tin» from a real signal add correctly (in time) at the combining 
point .... „ oduee a recognisable r«ipo>ise; rtlttlve channel delay times sr« 
incorrect for the additions of most spurious signals. 

9.9.S The RRtio<SwMp Receiver 
An interesting member of the fast-sweepiag receiver group is deicribed 

as the ratio-sweep receiver (Reference ?S), In contract to the one local 
oscillator, multiple-amplifier-chsnnel configuration of the "compatible filter" 
receiver, this device employs multiple local osdliaturs but with only one 1-f 
amplifier chssmel per local oscillator. All such amplmers are identical as to 
bandpass characteristics. 

In simplified form, two local oscillators,' triggered from a commoü start- 
ing point, are »wept at different rates across the hand to be monitored (Fig- 
ure 9-25). The responses developed by a given fixed frequency signal are 
then generated at different times in the separate l-t amplifier channels with 
the tlmt difference (h — d in Figure 9-25* behif a measure of signal fre- 
quency. 

A particularly useful elaboration makes use of making matrixes of mixed- 
base congruent numbers to solve some important practical problems that 
arise in assuring a useful frequency resolving power. Each local oscillator 

r n t j ii i ii 

i   i   t  >   I 1   t  |>   I    <  t   < 

Ftouiu; v-23 Simp'M "nUo iweep" rt- 
cslvtr. A slfiui (/.) producti a rc- 
tpoitN In the two 1-f ihnnncli Hiociated 
with the two local otcilltton. The timn 

dlfitrence ts ~ «i. U related to },. 

FIOURB 9-26 Ratio sweep receiver en- 
ploylns two eets of local oseiflator slg- 
mls with the total band, D, covered 
by 10 and II components, respectively. 
The tune difference of the retponee 
uniquely meaiuree /.. The oiclllators 
sweep a range £/S0 and D/W, re> 

spectlvely. 
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»ignal is replaced by & «et of uniformly spaced loca! oscillstor signals «wept 
in coincidence, A group is produced by modulating a given high-level oKiU 
htot signal »o as to generate, via sidebands, the set of equally spaced com- 
ponents in a "comb" arrsngemew'. The number of components used dsflnes 
the number of elemental "states" in the system. A single i-f amplifier is 
associated with each group. 

In practice, several groups of local oscillator signals are swept simultane- 
ously (and rapidly) through the frequency limits necessary to monitor a 
given r-f range. For example, two groups might be used (Figure 9-36); 
there would then be a total of two associated "i-f" amplifiers. The number 
(base) of local oscillator signals per group would differ. Their frequency 
»pacings and sweep limits, too, ".vould differ such that the i^tal assigned r-f 
band, I), would be covered by each group. Thus, if the number of local oscil- 
lator signals per group were m and n, their äpacinge would be D/m And 
D/n respectively (which would also define sweep limits) and sweep rates 
would be adjusted fur equal time coverage by the groups of the total band 
I). Beyond this, there is an optimum selection of m and N to optimise the fre- 
quency resolution. The total number of elemental states is the sum of the 
bases (m + n) while the resolution is related to the product of the bases 
(mXn). 

Not; that because the several spaced local oscillator signals are swept 
in a group, the total r-f range covered Is m (or n) times the local oscillator 
frequency spacing (if there are m or n such signals), i.e., the necessary 
extent of the frequency sweep per local oscillator is greatly reduced for a 
given r-f rangs. For example, two groups might b; used (Figure 9-36); 
givsn total frequency coverage if the number of local oscillator signals per 
group is moderately large. This has Important benefits in allowing favorable 
reductions in primary local oscillator sweep time and in sweep voltage ampli- 
tudes without adversely affecting the inspection time (dwell time) and 
resolution for a given signal. 

9.10 MlMvilancoue Receivers 

9.10.1 Inslantaneoua Frequency Indlcslora 
The non-scanning, multiple-channel receivers described in Section 9.7.S 

are a form of instantaneous frequency indicator. They are always sensitive 
to signals anywhere in the band to be monitored; they have selectivity and 
resolution to a degree set by the 'ndividual channel characteristics. The 
resolutton is on a quantized basis and there Is no additional :iirect resolution 
within a channel width (as in the case of the fast-sweeping receivers of 
Sections 9.9.2 and 9.9,3). There are u number of receiver  ypes which seek 
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the virtues in intercept ?tob»bllity of continuous (non-scan) monitoring 
but with • continuous t rather than quantised) resolution in frequency 
devciupe« with the aid of a dispersive circuit element. The term "non-acnn 
spectrum «n&lyser" is sometimes applied to these devices. 

Ail employ some frequency-wnsitive elemesst (other than the classic fixed- 
frequency tuned ciii'uit) which generates a frequency-related variation in 
output amplitude or phase or transit time. For example, the frequency sensi- 
tive standing wave pattern established In a deliberately mismatched r-f 
transmission line (or waveguide) can be sampled so as tc determine fre- 
quency via the calibrated ratio of pattern amplitudes at the Axed sampling 
points (Reference 29). 

In another form, thtv incoming r-f signal is divided between two transmis- 
sion channels, one containing a frequency-sensitive attenuator, the second 
providing a constant loss across the band (Reference 30). Again, the ratio 
of the detected amplitudes of the signals in the two channels can be used as 
a measure of frequency (Figure 9-27). 

There are important problems common to these devices. The frequency 
determination involves an amplitude measurement so accuracy tends to be 
sensitive to amplitude variations in incoming signal level; however, broad- 
band, amplitude-limiting r-f preamplifiers (available through TWT tech- 
niques) offer an Important assistance. Hie data are conveniently read out 
on visual displays but the direct output data ordinarily are not in an opti- 
mum form for automatic machine handling, seme additional proceuing Is 
required, The systems usually are in difficulty if more than one signal fre- 
quency is present simultaneously. Measurement accuracy is usually depend- 
ent on maintenance of "balance" in characteristics of two or more channels, 
r-f, or video. This imposes severe problems on circuits and components in 
the face ol variations in signal levels, temperature, component aging, etc. 

A novel answer to the dynamic range and channel amplitude balance 
problems lies In the use of a transmission element having a time delay which 
is frequency sensitive (a waveguide operated in the near cutoff region, for 
example). If a transmission time comparison is made of samples of a signal 
sent through channels having transmls \ time characteristics respectively 
constant with frequency and frequency ^nsitive, a measure of frequency 
can be obtained. The time comparison can be based on an r-f phase measure- 
ment. However, one particularly Interesting form of receiver measures the 
envelope delay of a high frequency (perhaps SO megacycles) modulation 
superimposed on the r-f signal (Reference 31). 

As a general rule, all of these receivers trade a significant loss in sensitivity 
for the unique frequency resolving and continuous monitoring properties. 
Broadband r-f preamplifiers offer an important remedy (except for the pen- 

, 
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alty to system simplicity), and their UM result! in practical MnaltiviÜM con- 
■tstont with the pre«nipafier »oiie figures and sffective bandwidths of the 
total system. 

9!lOs9 Sup«ir?sgs&c •-stive SsC-eiVers 
The superregeneratlvo principle has been applied with moderate lucceM 

In specialiied microwave receiver application! (pag«i S4S-S79 of Reference 
1). The possibility of developing very large r-f gain in a regenerative stage 
Is always attractive—particularly at microwave frequencies. Unfortunately, 
the generally poor stability and the critical adjustment identified with super- 
regenentive circuits work against any general usage; problems are emphas- 
ised if the receiver must be easily tuned. The advent of new components 
offers promise of better performance (References 33 and S3). 

There appears to be an interesting involvement o( the superregenerative 
principle with the parametric preamplifier for receiver use, There can be an 
apparent enhancement of acceptance bandwidth brought about by a com- 
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bined AM-FM («weeping) «etion resulting from & high "quench" frequency. 
Ther« has bees reported (Reference 34) « superregenerative psrametric L- 
band amplifler with a "quench" frequency of 0.25 megacycle, an r-f accept» 
ance bandwidth of i megacycles, and a noise figure of 1 decibel. This unit had 
a stable gain of S6 decibels end an equivalent video (or information) band- 
width on the order of 0.2S megacycie. By taking full advantage of integre- 
tion, the pulsed signal sensitivity was better than —114 dbm. Stable gains 
as high as 80 decibels have been attained, with a corresponding reduction in 
bandwidths. 

9.11 Speelai Conponaats anil Circuit« 
Countermeasures receiver designs furnish interesting examples of thi 

dependency for advances in intercept receiver technology on new components 
and new circuits. In the recent past, the advents of TWTs and distributed 
r-f amplifiers have been reflected In new receiver abilities. So, too, have the 
developments In local oscillators—the voltage-tuned magnetron, carclnotrons, 
backward-wave oscillators, etc., have found Immediate applications In the 
microwave ranges. There have been comparable influences at lower fre- 
quencies resulting from the introduction of voltage-and-current-sensitive 
capacitors and inductors. Ferrites have brought new abilities in isolatore, 
modulators, shoppers, etc. There are new forms oi aatemnas, transmission 
systems, waveguides, solid-state component«, et:. 

A major profit can be anticipated from the utilisation of such new devices, 
but there are usually both advantages and disadvantages which and to limit 
broad usage. Thus, the maser has a valuable application in certain fields; 
but the limited r-f bandwidths and the current practical complications in 
usage argue aa«ln«t a gesers! Intercept recsivür utility—particularly when 
the extreme low-noise properties may be lost in the presence of other im- 
portant system noise sources (Reference 35). The parametric amplifier offers 
great promise; it still has strong competition from the low-noise TWT when 
the latter's wide bandwidth, nonreciproca! transmission characteristic«, and 
ease of utilisation are considered. Nor does the parametric amplifier cur- 
rently enjoy an important noise-figure advantage in the high microrave 
range. Its basic simplicity is partially offset by the need for a "pump"—cur- 
rently a vacuum tube. So each new device must be carefully evaluated. Each 
can be anticipated to affect countermeasures receiver design to a degree, and 
it is important in reviewing counts: measure receivers to csnsider, as well, the 
current information on new component developments. 

While the receiver design dependency on new components is obvious. 

Wj 
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there it im important reaction in the reverse direction. Cerl«in Important 
deveiopmenti in circuits and components, In turn, are tnueable in part to 
work initiated by the needs of countermeasures receivers. Thes« needs, for 
example, account for a particular attention to certain broadHnd, low'-Kolse 
characteristics in i-f amplifiers, and to unusual l-f amplifier response and 
gain characteristics, The same is true In video amplifiers; direct-detection 
receivers in particular Impose stringent requirements on low-noise features, 
logarithmic characteristics, "square-root" response, etc. Both slow and 
Instantaneous age circuitry is often important. Thg success of severe! re- 
ceiver techniques is dependent on the availability of effective, broadband 
r-f liiniters. Choppers and pulse stretchers have required particular atten- 
tion; and the pecuüar needs in direct detectors and In mixers have generated 
related research and development utllliing a wide variety of nonlinear de- 
vice's. This interrelationship Is emphasized by the frequent references in this 
chapter to the material on special circuits and components, Chapters 24 
through 28. 

C 12 Some Mia«cI!b<ii«ous Factors Affecting Intercept Reo«lver De* 
alii» 

This chapter has been largely concerned with receiver design problems 
generated by the unique natures of some of the tasks of an intercept receiver. 
The resultant requirements imposed on sensitivity, selectivity, dynamic 
range, etc., have been emphasised. There are additional operctiontl factors, 
no less Important on some osxasions, that require the introduction of unusual 
receiver features or of unusual methods of operational employment. While 
there are many eiwmples, only a few representative types will be mentioned 
here. Thes« problems are not unique to any one receiver type. However, tome 
receiver types are better equipped, fundamentally, to deal with the 
problems. 

A factor which plagues the optimum utiliutlcn of an intercept receiver 
Is the lack of knowledge of the precise nature of the signal to be intercepted. 
Optimisation of bandwidths and sweep rates, the utilisation of Integration 
techniques, etc, are largely ruled out unless a particular signal of known 
characteristics is to be sought, It is more likely that the receiver must be 
prepared to handle a variety of signal types. The "variety" may be repre- 
sented by much more than small variations in the "standard" parameters 
(pulsewidth, prf, etc.) of a given emitter; it rray well include large changes 
In r-f, prf, polarization, etc., as well as contrasting modulation types—c-w 
signals, FM signals, coded pulse groups, SSB, etc. This has led to the de- 
velopment of subclrcuits for alternate functions—choices in detectors, ampli- 
fiers, etc—to be utilized üimultiineously in parallel or to be inserted into a 
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receiver on a module exchange basis in accordance with tome current opera- 
tional intent. It h sometimes possible to equip a receiver with "n!y a 
moderate additional circuit complicaiion which purchaaei a subttantlally 
improved ability to handle ilmultaneously some sharply contrastiiüg signal 
tornu. 

9.12.1 C-WRecepUosi 
Simultaneous reception of pulse and c-w signals provides an example of 

the above concept: A conventional pulse receiver can be provided with an 
enhanced sensitivity to c-w eignals through the addition of a conventional 
"chopper" (to modulate the c-w signals with the chopper frequency) plus a 
narrow-band postdetectioa amplifier centered at the chopper frequency. Note 
that it Is highly desirable that the chopper be introduced into the receiver 
circuitry at a point such that the c-w signals are modulated (chopped) but 
the predominant noise is not. Otherwise, both signals and noise will be 
characterised by the chopping action and the ability of the narrow, pastdetec- 
tion amplifier to discriminate against the noise will be seriously penalised. 
This circumstance is not unique to intercept receivers. The enhancement of 
c-w reception comes through the reduction in noise bought by the band- 
width constriction in the narrow-band postdeteetion "c-w channel"; the c-w 
sigmtl-to-noiae ratio is consequently improved. The c-w channel width can 
be very narrow—a few cycles, perhaps. The slgnal-to-noite ratio improve» 
with narrower values; the response time is lengthened thereby (the data rate 
is reduced). An important limit to the channel narrowing is set in scanning 
receivers since the tuning action causes short "samples" of ihr chopped c-w 
signal to be delivered to the postdeteetion circuitry. This is discussed below. 
There is a small penalty to pulse signal reception resulting from the periodic 
loss of signal from the chopping action; for that reason, the c-w reception 
feature is usually made optional. 

It is interesting to note that if the receiver is operated on a constant repe- 
titive frequency-scan basis, a single postdeteetion "narrow channel" band- 
width value (ß') can be selected to optimise c-w reception in accordance 
with the "on-frequoncy" time increment as set by scan-rate and the prede- 
tecthn bandwidth «. That time interval fixes the duration in the postdetee- 
tion circuitry of the c-w signal response per receiver scan. In a receiver 
Intended for both pulse and c-w signal detection, the predetection bandwidth 
selection a (for example, the i-f amplifier acceptance bandwidth) can be 
based purely on the needs for pulse reception and a second, gtnndard post- 
detection amplifier (of bandwidth ß) for pulse signals can be paralleled with 
the narrow (ß') amplifier. The available receiver bandwidth cümbinatlun.<t 
(using the single predetection bandwidth) can then be made optimum for 

mss.^ms^^s&.vsm 
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both c-w uid puls« tignais. Tltse predet@ctlon baadwidtä could b« narrowed 
in the axpectttion of inenuuinf signal-to-nois« ratio for c-w tifnals; but this 
"advsntogs'' would be offset in a canning receiver by a necessary widening 
of the c-w channel postdetection bandwidth {,#') as required to accommo- 
date the now shorter (in time) c-w signals delivered to the postdetecisoa 
circuitry. This is in accordance with the eipression for effecUv* noise band- 
width, Eq (9-10). 

9.1262 Inievsepi of "ysr!iaLle.Fr»ö»j«sisy" Radare 
The manner in which the radio frequency of an intercepted signal is 

handled 1» a matter of major importance In the design and svsbatlon of an 
Intercept receiver. This importance is based not only on historical precedent, 
but the evident fact that whatever r-f processes are to be accomplished in the 
receiver must be carried out before envelope detection—in the front end of 
the equipment. Selection of appropriate video prucessee, in turn, must be 
compatible with the r-f design of the receiver. This eriterion has been used 
as the primary basis for classifying » wide variety of receiver typet in this 
chapter. 

Thus, a fundamental receiver cor.csrn arises with the present trend toward 
radars capabk of operating on more than one frequency. In some such 
radars, changes in transmitted frequency can be made only over narrow 
limits at rates ranging from seconds to hours. These systems would pose 
only moderate problems for any of the frequency-scanning receivers de- 
scribed in this chapter, However, radars do exist which can vary their 
transmitted frequency (on a programmed or random basis) over wide 
ranges—in some cases during an interpulse interval. Other radars emit 
several pulses on different frequencies simultaneously or in a short burst of 
pulses on different frequencies. Such signals cannot usually be handled ade- 
quaiely—in terms of collecting sufficient information for analysis—by any 
of the scanning receiver types that have been discussed. The main difficulty 
is the inability to attain a r esonable probability of intercepting a sufficient 
number of consecutive (or simultaneous) pulses, which occur at different 
frequencies. A wide-open receiver, on the other hand, could be expected to 
intercept all of the pulses, although the collected data would provide no clue 
as to the unusual nature of fhe transmitter frequency characteristics. 

Some question could well be raised an to the signiAcance of measuring the 
frequency of a variable-frequency emitter, especially In the case of random 
ihunKes. However, even though accurate frequency measurements were not 
deemed necessary, there remain certnin questions to be answered: Is the fre- 
quency lii-iüg varied? At what rate? Over what limits? Is the variation pro- 
grammed or random? 



THE INTERCEPT RECEIVER 9-75 

Fortunately, «ppropriate combination» of conventioiwl tschniques and 
special circuit» have been devised whkfe do a remarkable Job of intercepting 
and tagging data from many of the existing variable-frequency mgmh. As 
other radar types are developed, it will inevitably be necessary to devise new 
speml circuits to handle them. 

..»«spite the trend toward frequency variations in many of the newer radars, 
the bulk of the signals of interest to intercept receivers are of the single- 
frequency type—and thus amenable to the techniques described in this chap- 
ter. 

9.12.8 Other Signal atwogwilion Problenss 
Besides the variable-frequency capability, there are many ether "unusual" 

radars whose characteristics require special receiver techniques or circuit 
combinations for adequate intercept, identiflcation, and detailed analysis. A 
few examples are cited belcw. Pulses may be transmitted in codsd groups. 
Pulse repetition frequency may be programmed or randomised ovsr wide 
limits. Complex scan modulations can be employed. Coding filters can be 
used to modulate the radar carrier frequency so that the transmitted signal 
has a "noise-like" appearance during the pulse unless It is fed through a 
suitable decoding filter. No list of such characteristics would remain Mm» 
plete for very long sine« new radar techniques 'its continually under develop- 
ment; combinations tf such characteristics are also possible in a given emit- 
ter. These increases in radar complexity require corresponding sophistications 
in intercept receivers that must operate in an environment containing these 
signals. Their« is evidence that development of successful receiver techniques 
can keep pace with the develcpinent of exotic characteristics In new radars. 
The point her" is that such tasks exert important influences in intercept re- 
ceiver design. 

9.12.4 Receiver "Look Through" 
In some circumstances, an intercept receiver is called upon to operate in 

the presence of emissions—usually from a friendly radar or jamming signal 
—that are not of interest in the ELINT collection task but which can de- 
grade the performance of the equipment. The final ability to recognise a 
desired signal—to look-through—-is set by a signal-to-noise ratio, where the 
noise in this case is not ascribable to the receiver itself, ur even to natural 
causes. 

If no control over the frcnamittcr can be exercised, some improvement 
can often be derived by optimising the signal-to-nolse ratio through utilisa- 
tion of the most favorable (discriminatory) antenna patterns. For noise 
Jamming signals, there is often little else than can be done, since the noisa 
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dincriminstion lechnique« decrlbed in connection with c-w siansi reception 
(Section 9.12 I) »re not applicable here, The noise is developed external to 
the receiver; it Arrives as a separate signal, and the modulatioti (chupplng) 
process characterises Signals and noise alike so that a subsequent selection 
of ths signal is not aided. 

in the radar (low duty-cycle) Interference rase, a special receiver trained 
particularly on the offending signal can sometimes be used to pte off the 
collection receiver during the moments of interference. The gating can be 
on a signal amplitude basis or on a signal ciinddence basis. 

Occasionally, frequency elimination filters are useful in Interference 
reduction. 

There are other techniques that can be employed when there is some op- 
pottunity to operate in cooperation with the undeiired transmission. For a 
Jamming noise source, a synchronised time-gating process is sometimes used 
such that the receiver Is pted on for short (fractional-second) intervals, 
perhaps randomly spaced in time and duration, during which the noise source 
Is gated off. The duty-cycle of the receiver (the on time) is low but it usually 
is sufflclent for the short inspections of the signal environment necensary 
during a januning operation.* 

A somewhat related process can be utilised when the receiver suffers inter- 
ference from a cooperating radar. The receiver is gated ofi' mcmentsrily at 
the instant of the radar transmission by a synchronised blanking pre-pulse 
delivered from the radar to the receiver, perhaps by video cable, f in this 
case, there is little penalty to receiver duty-cycle. 

More sophisticated techniques have been proposed and sometimes em- 
ployed with iHoderate success. Fortunately, the antenna discrimination tech- 
nique Is often of major benefit when patterns can be arranged appropriately 
(as may be possible in a joint Jammer-receiver installation in an aircraft, 
for example). If a nnlse Jamming source is some distance away, there may 
be relatively little difficulty. In fact, the desired detection of noise Jamming 
signals can present major intercept problems when standard receivers with 
law receiving antenna pins are employed. 

*Tht duiy-cydd mutt IM low line* tpprcclabig lime g«pt In the Jamming would re- 
duce Jtmtalng eSettlvsntw. 

tThli ii tht "lnt»r(tr«n«e blanking" technique common to radar operaUoo 
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ThU Chapter is SECRET 

10 
Bkeciion Fisdi"^ 

L. A. deROSA 

10.1 liidtoriieai Data «ad Gmxex-al PrindplM 

lu,i.i iatrodnetloe 
The locftiion of s radio-frequency lource, whether it be a radar, a com- 

munication transmitter, or a navigational aid, !■ of importance to the deter- 
mination of the enemy's strategy. 

The activity in certain gtugrap' i! areas may indicate an elaborate 
preparation under way; the actlvif a single source at sea may indicate 
the location of a submarine; and he «solution of a number of signal sources, 
synchronised to a common signal, may indicate a new air-defense function 
of extreme importance to our strategic bombing plans. 

The determination of the geographic location of a signal source is in most 
case» accomplished by determining the Intersection of the lines of direction 
from two or more spatially separating receiving points. Special cases not 
included in this general category will be discussed later. 

Figure 10-1 indicates the elementary dlrectlon-flnding procedure. The 
operator at a direction-finding Installeilcn A determines the position of a 
transmitter to be on a line A A'fa degrees with respect io North; this angle 
is known as the bearing of the signal source with respect to the receiver. 

If, now, a second direction-finding station located at position B determines 
a line of direction B3' at a bearing £* io the signal source, the intersection 
D of the lines AA' and BB' locates the position of the signal source. 

'0»' 
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FIOURK 10-1,   LoMtlon of a »!gml lourcc D by direction flhdcr« A and If. 

The accuracy with which t bearing can be obtained is influenced by three 
main facton: 

(1) The accuracy of the direction-finding instrumentation including local 
lite error«. 

(2) The inaccuracies introduced by extraneous signals and noise sources 
whose direction of arrival is different from the desired signal and 
which are not separable by the direction-finding apparatus. 

(3) The introduction of errors due to propagation anomalies, and the 
superposition of either discrete or diffuse images of the signal source 
thus produced at the obierv*ticn point, which have other apparent 
directions of arrival than the original signal. 

Methods reducing the errors from these various sources will be described 
later. 

10.1.2 Ulnlotieml Review 
Prior to 1893, Herts utilised. In his early experiments, cylindrical para- 

bolic mirrors to focus and concentrate energy from a transmitter. His early 
tests used a frequency of about 200 Mc. Directivity was also used by Mar- 
coni before the turn of the century to increase the range of his transmis- 
sions. In his tests, copper parabolic mirrors were used to increase the range 
to 2 miles. 

Since radio communication, because of the greater ranges possible, pro- 
gressed rapidly to the hf range by 1900, the mirror techniques were no 
longer practical and J. Zenneck ni about that time introduced simple direc- 
tors und reflector wires, not simultaneously, but singly, at a little more 
than A/4 to Increase the range and to separate Interfering sigji'iks. 

The simple lima^on patterns of Zenneck progressed to large spacings of 

/ 
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A/2 apart in ths cortfigurntions of S. G. Brown, A. Blondel, and J. Stone. 
Stone, in 1902, proposed to physkally rotate the array of Figure 10-2 to 
determine the direction of arrival of the wave. This will be recognized as one 
pair of an Adcock array. 

Beilitii and Tosi then followed by tilting the top of the vertical members 
of Figure 10-2 no m to facilitate the support by a common mast, and by 
introducing a phase shift in each element, as in Figure 10-3, were able to 

y5P 

»/t. 

c 

1 

1      ^■■" 

1/ 
^'   _.,  'K **": 

Fio. 10-2,   The ilmple direction»! trny 
(Brown, niondel, «nd Stone), 

Fio, 10°J,   Th«   lncllMd-p»lr,   ilnilt- 
mait trrty o» B»ilt>il «nd Toil, 

reduce the spacing and yet obtain a null for & direction of arrival in the 
plane of the vertical elements. Then, in order to avoid the necessity for 
rctetlng the array, they provided a second array at right angle» to the first 
and, by means of quadrature colls placed outside of a single rotating coil, 
also suggested by Artom, were able to sequentially sample the signal being 
picked up by each antenna pair. The device for sampling the antennas 
sequentially is called a goniometer. Such a device ia shown schematically in 
Figure 10-4, the moving coil being connected to the receiver. 

The Bellini and Tosi system proved quite 
successful in both transmitting and receiving 
systems in an installation at Boulogne where 
ranges of 1500 km were obtained with S00 
watts of power at 10 Mc. 

The next obvious Improvement was the use 
by Zenneck of an omnidirectional element 
placed in the center of the arrpy and so ar- 
ranged as to add phasewise to the output of 
the moving coil in a Bellini-Tosl goniometer. 
This arrangement produced an antenna pattern 
which was a rotating cardioid rather than a 
ftgure^eight, thus eliminating the 180'' ambi- 

guity which existed with the iatter configuration. 
Just prior to this, in 1905 and 1906, Marconi was working with directive 

i 
i 

-'tt pir-^-'»i 
rrip 

I 
I 

♦ ». 

FKI. 10-4, Th« UclUni-Timl gon- 
iometer for Mquentielly Mmpllng 
R pair o{ the HelUnl-Toiil iirniy, 
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finteenu haväag s short vertical demant eon&ected to s loag borieostal por- 
tion nich as that shown in Figure 10-5, the directivity ol which was shswn 
to be as indicated la Figure 10-6. 

1 

(S) 

■ - *    e 

\   \ \   \  \  \"^- \ \ \ \ \ 

Fio  »0-5,   Th» U«reom Mttenm, («) A typletl luiUiiitlon. (6) prtadpk of opemtlon, 
dcptndlng on iotiy «arth to tut ihi altctrlc fteld B. 

Why such an array displayed direc- 
tivity was a mystery for some time 
until H. von Moerschelmann showed 
that the ground conductivity produced 
a tilt in the electric fteld, and that the 
horixontat component of this combined 
with the pick-up of the vertical section 
to increase the gain in the direction 
away from th* feed point. 

These so-called ground antennas 
were arranged by Marconi in radial 
conßguration such as shown in Figure 
10-7, each of which could be switched 
sequentially to the input of a receiver 
to determine the signal-arrival direc- 
tion. Marconi obtained bearings from 
shipborne transmit'ers up to 90 km, 

Fio. 10-6. Dlrtctivity pattern of tha 
Marconi anttnna. Solid curve it diirec- 
tkmal characttrlitSc of tha horiscnta! 
member. Dotted curve It the combinad 

hortiontil and vertical memben. 

£ = ff (I + coi 9) = 
2K, # = 0 

0,0 s=  v 
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Fio. 1C-7.   Radial £«nAgunl!on at Marconi antnisa <<» 360' covurtge. 

One of the first uies of « loop antenaa for directivity teita wu that of 
Herta, who showed that, when • lortp of wire feeding a ipark gap waa held 
in certain poeitiona with respect to a radiating source, a spark would occur 
»cross the gap; whereat, for different orientations of the loop, thin did not 
occur. 

In 1905 and 1906, H. J. Round in New York deecHbed the use of frame 
antennas for directivity effect!. 

The First World War (1914-1918) produced many advances la direction- 
finding techniques, the vacuum-tube amplifier producing more sensitive re- 
ceivers and test equipment, which accelerated the development of new types 
such as the Adcock, variotu loop direction finders, and numerous indicators, 
both mechanical and cathode-ray types. 

The Second World War produced another period of rapid development in 
the direction-finding art. Crossed loops, eight-element Adcocka, Watson-Watt 
instantaneous, H cclieciors, sector-scanning, phase comparison or Interfero- 
meter, lens, and many other improved types were developed and placed in 
military and civilian operation. 

10.1.8 Basic Information Aeeodated with Field Vectors 
The numerous configurations of direction-finding antennas und systems 

derived, as many have been, by experimental methods, are apt to be confus- 
ing to one who follows the developments In chronological order. Accordingly, 
It might be well to consider the basic direction-finding problem from an in- 
formational-theory viewpoint, catalog old systems, and provide places in the 
catalog for the development of new systems. 
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In order to do this, the fields uuocisted with an electromagnetic disturb- 
ance should be conaidered and the information conveyed by the field vector« 
relative to the signal couree analyxed, All direction-flnding arrays then can 
be ahown to be means for encoding this information in such a w«y aa to 
either simplify instrumentfitbn or to mitigate the effects of error-producing 
factors such as poor siting; propagation anomalies, and the deleterious effects 
of extraneous signal and noise backgrounds 

The field at a direction-finding location can be regarded as having been 
initiated by an rf source exciting an antenna. For a general discuMion, the 
elementary dipole can be considered as the bask building block for both the 
transmitting and receiving antennas. The elementary dipole consists of a 
perfectly conducting wire with a radius vanishingly small and of short length 
so that the current In it can be of constant magnitude and phase throughout 
its length. This theory can be applied also to a loop less than 1/10 wave- 
length in circumference. To approximate larger antennas, they can be con- 
sidered as a large number of infinitesimal or elementary dipoles with various 
space distributions, polarisation, current magnitude, and phase relations to 
each other. The patterns of large antennas er n then be obtained by summing 
the field vectors of the many elementary dipoles. 

If only a single electric dipole is considered, the geometry may be shown 
as in Figure 10-8, where the electric and magnetic field components are 

t'la. 10-8.   Spheric»! courdlnnts» far the dipole. 

shown in spherical coordinates with positive values shown by the arrows. If 
s magnetic dipole is to be used, the loop should be arranged perpendicular to 
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the ■ axis &t the origin, in which use, the vector H become! S, the electric 
field, Ki become* th« magnetic tangential field, and E, becume» the radial 
magnetic field. 

With the foliowing repreientatioui: 
r ss distance OM 
t =: angle POM measured from P toward M 
! =s current in dipole 
A as wavelength 
/ = frequency 
w ss 2wf 

• s« if 
c = velocity of light 
V =: mt — Of 
I = length of dipole 

the equations for the electric and magnetic components are obtained in mks 
units. 

£r = 30/A/ cos $ 
(co« t» — «r sin v) (10-1) 

_        . JO/A/ sin $ . fltr sin v — «V cos t») (10-2) 

« ~ -f- ti 
4w 

^mv «r cos v) (10-3) 

For distance« beyond about 10 wavelengths the radial electric field becomes 
negligible md only the tangential electric: (K,) and magnetic fields (H) need 
be considered. Then, 

£,= ~ ^aintfeos (mi~ ar) 

// = + K, 
120tr 

Assume, at leant for the present, that the polarization of the source, Its 
geographical position, excitation level, and directivity (phasing the excitation 
of the composite elementary dipoles) remain fixed. Assume also proper in- 
strumentation to indicate a minimum perceptible field variation {t\Es/K or 
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LH/H) of 1 percent. Under these conditions for the usual distances Involved, 
and under free-space conditions at a distance of 100 miles, the dipoi« must 
be moved on the circumference of a circle 1 mile in diameter. At greater dis- 
tances, assuming that Eq. (10-2) and (10-3) hold, the movement of the 
dipole must be correspondingly greater. 

During this exploratory movement, the power of the transmitter must be 
highly stable^ the sspleratory equipment must rmkiimm caiibration, and no 
perturbations of the Held may exist. Thus It Is difficult to determine the 
direction of incoming radio waves by noting the changes in intensity produced 
by the movements of the receiver. However, in the case of fast-moving air- 
craft, "sniffing" operations may be feasible. They arc discussed later In con- 
nsction with the A3Q-23 equipment. 

The attribute of the electric and magnetic field victors other than their 
magnitude is their instantaneous direction as a function of the space coor- 
dinates X, Y, and Z. 

In free space, or over a homogeneous ground plane, all points equidistant 
from sn Isotropie signal source will have the same instantaneous phase with 
respect to each other. 

Although antenna arrays used in transmitters produce a signal whose 
phase varies around the array, at a distance and with the usual direction- 
finding array, the equiphase front is usually normal to the direction of prop- 
agation. At hf, even an antenna aperture of 100 wavelengths will produce an 
equiphase front at equidistant points for more than a half mils ssctor at iOC 
miles distance. Thus It is evident that, even for the largest aperture trans- 
mitting antenna, phase measurements to determine the phase front will be 
most effective. 

Reflections from large objects close to the transmitter or the receiver, 
however, will distort the phase fronts, and special consideration must be 
given to those casei» to obtain accurate bearings. 

The field at a point remote from a transmitter has been found from Eq. 
(10-2) und (lu-3) above to consist of electric field and magnetic field i.Uors 
represented by K, and H. 

These vectors not only determine the amplitude but the instantaneous 
phase of the field with respect to either the field at any other point, or to a 
stored signal having the exact same frequency at all times as that represenled 
by the field vectors. 

Under these conditions, it is possible to consider the direction-finding 
problem as one of exploring either simultaneously, or sequentially, the field 
vectors at various closely grouped points to determine the equiphase front 
and thus determine the direction of arrival of the signal. 

The information contained in the signal Is limited to, and does not exceed, 
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that »upplied by the field equation*. As was shown above, the coefficients of 
the field equation« vary so slowly aa a function of distance that only the 
phase of the field vectors is useful. 

10.1.4 Array Cbwifleatlon 
The determlnaticn of the direction of arrival of « rsdio wave may be ac- 

complished by a number of simultaneous or sequential measurements of the 
phases of the field vectors at different points. The selection of the sampling 
points, and the manner in which outputs of the tsplorlng elements of the 
direction finder arra^ are combined, may be considered as an encoding pro- 
cess designed to either simplify the instrumentation and/or to reduce the 
error due to iscsl ike disturbance». 

For simplicity, the various exploring techniques can be classified by the 
following grouping: 

Absolute or instantaneous methods of measurement of 

(a) Amplitude 
(b) Phase 
(c) Delay 

and sequential methods of measurements of 

(A) H }($) 

(8) = /(«) 

(a) Amplitude 
(b) Phase 
(c) Delay 

ZA/& = 1(6) 

where 8 Is the «slmuth angle of the array with roipect to a reference, gen- 
erally North. 

As an example of the encodings represented by the methods above, a few 
configurations are considered. 

To determine the direction of arrival insUntan^ouily by amplitude meth- 
ods, a pair of antenna elements may be connected together to form a figure- 
eight pattern, as shown in Figure 10-9(a). A similar array may be arranged 
at right angles, as shown in Figure 10-9 (ö). 

Each of the two arrays may be considered as converting the phase field 
into an amplitude function of azimuth, the amplitude being a sinusoidal 
function of the angle between the plane of the antennas and the cquiphase 
front; that is. 

A, s= K»la$ 

and 

Aa = K sin (6 -\- 90') = ÜT cos * 
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,«i 

Km. lO-o    («) Antenn« array havlriR • Agure>il|ht pstiern. Al = lain [(K/l) tin 
for K << 2v; A, = /C tin $. (6) Two flgurc-vlght trrayi at right anKlct. 
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where iC is the spadng between (tntenua elements in electrical degrees at the 
frequency of the signal. 

The direction of arrival is obtained by a comparison of the outputs cf each 
antenna pair. Thus, 

.^i = AT sJa ^ 

At = K cos 9 

or the ratio 

or 

At  _  uln9 . 
At ' '  coi9 ' 

S = un^ 

As an example of a phase method of measurement for instantaneous indi- 
cation, assume two probes which do not disturb the field: from UM outputs 
of these, a Lissajous figure can be formed by connecting each probe to a set 
of deflecting plates of a cathode-ray oscilloscope. If the frequency of the 
signal and the spacing between the probes is known, then 

*i - ♦« = -~«ln 9 

s = 8in 

where v = 
d - 

+\ ~ fa — 

velocity of light 
distance between probes 
frequency of signal 
difference in rf phase between point 1 and polm 2 

The ambiguity due to symmetry about the horlsonUii axis can be resolved 
by the use of a third probe. 

At this point it may be well to reiterate the note that all methods utiliie 
the phase of the field vectors. Some encode by transforming the phase rela- 
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tiont to an amplitude function, while others compare the phase of the Seid 
vectors at two or more points, either simultaneously or sequentkliy. 

An example of the use of a delay method of determining direction is shown 
in Figure 10-10. Here the signal is rectified and the latency in tha time of 
arrival st two points is measured. 

t m (d sin 6)/v or S = sin"' vt/d 

where  d m distance between probing points 
v =s velocity of light 
t = time difference between the arrival of a reference point and the 

modulated wave at pHni I and point 2 

Ambiguities may be avoided by the use of a third probe. This method St 
often referred to as the "inverse loran1' system. If the radio wave is un- 

■ ■ul.i*» 

Fin   10-10.   Tinic ili'kiy method or Invcriw Inmn »yitem of direction flndlnii. 
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modulated, that is, has no appreciable aidsband«, this degenerates to a phase- 
measurement case. The latency in time of arrival may be measured by a 
number of methods and will be discussed later. 

10.1.5 Scanning Type» 
Antenna arrays for direction finding may be simplified by probing the 

vector field in a sequential manner using the same antenna, but moving it 
from point to point and noting the manner in which the phase of the field 
changes. 

In some cases more than one Axed antenna array may be used and each 
antenna connected in sequence to a receiver. The sequential-probing, or m 
they are often called, scanning methods may often öfter advantages when the 
signal is stable and of long duration relative to the scanning cycle. 

An example of a sequential-probing method encoded so as to produce *n 
amplitude change as the vector is explored is the rotating cardioid type 
shown in Figure iO-lL 

-MJ-- 

P'd. l() li,   Syitcm for prubitiK the field, utlnR B roUtinR cardloici. 

In this type, an antenna A is fixed on a mast and a parasitic element /' is 
rotated around the antenna element A at a distance slightly less than A/4 at 
msan frequency. The antenna A probes the field at a fixed point while the 
pamsitic element probes the vector field on the circumference of a circle A/4 
radius from A. The field probed by element /' is coupled to A by the mutual 



10-14 ELECTRONIC COUNTERMEASURES 

coupling so that the output of antenna A in a. function of the vector field» 
existing at the center and on »he circumference of Use circle, and thus a 
change In amplitude la produced by the antenna rotation. The amplitude 
change is substantially sinusoidal with a period of one revolution, so that the 
phase of the envelope of the radio wave thus deiectsd with respect io a 
fixed reference indicates the direction of arrival of the radio wave. 

The analysis of such a direction-finding system may also be considered 
simply as a directive array which is rotated, and the direction of the trans* 
mitter is determined by noting the orientation of the array when the signal 
is maximal. 

The minimum of the directive pattern may be used in a similar fashion, 
but the information contained in the probing of the complete circle !i par- 
tially lost by such a restricted search, particularly when the signal level is 
low, 

10.1.6 Se^uenli*! Phase Method (Doppl«r Direction Finding) 
If an antenna is moved at a uniform speed across a vector field, if the 

movement it not tangential to the equiphase contours, and if the frequency 
of the signal is known, then the movement necessary to produce 2w radians 
of phase change may be experimentally determined. This 2* radians or 360' 
Is equivalent to producing a 1-cycle frequency change during the time re- 
quired for the movement. The aaimuih of the transmitter may then be deter- 
mined as shown in Figure 10-13 and is simply: 

where  A = 
d - 

$ = cos"1 (\/d) 

wavelength of the signal 
distance moved In a straight line tu change the phase of 360 
electrical drKfees with reference tu an oscltlatur having the 
Identical frequfncy as the received signal 

If the antenna is moved on the circumference of a circle, then the phase 
change, which Is equivalent to introducing a duppler frequency shift, can be 
measured; ond if the velocity of movement is constant, the direction of the 
transmitter may be determined by noting the position at which the doppler 
shift is maximal; the line of direction is tangent to the circle at this point 
and in the direction of muvemcnt of the antenna. 

Many variations of sequential phase measurement are possible. The an- 
tenna need not move; the phase at different fixed antennas positioned in a 
circle can be sequenüaily compared and the result will be essentially equi- 
valent. 
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Kio, lO-U.   Sequential phtM method of direction flndliiK. 

10.1.T Sequential TlnwDeltiy Method» 
The latency in time of arrival of a characteristic feature of modulation In 

a wave can be determined at two locations and by moving ore position 
arouiid the other. The relativ«; positions for simultaneous arrival can be 
noted, and from this information the direction of arrival of the signal is 
found to be normal to the line connected to these positions. The 160° ambi- 
guity can be resolved by a movement of one antenna along the line of direc- 
tion. 

10.1.8 General Considerations Determining the Choice of 
Techniques 

In many cases, as will be evident In the following discussion, no one type 
or method will be satisfactory, in which case the techniques may be com- 
bined as a system. Take as an example an ocraslon when both short-burst 
transmlsainns (fraction of a second) »nd longer cw-type signals must be re- 
ceived. Although the sequential or scanning direction-finding techniques may 
be more accurate and more easily instrumented, a short transmlasiun will 
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not permit sequential probing; therefore the instüntaneoiü typ« technique 
must be used. However, a sequential phase or doppler type may be used «t 
one position and a separate antenna provided many miles away using invent 
loran techniques. 

The factors that determine the choice of a system include, ^nsrally, per- 
missible siss of the array, operating frequencies, terrain characteristics, 
frequency band to be covured, polarisation of the incoming signal, signal 
duration, bandwidth of the signal, accuracy of bearing required, and data- 
processing equipment available. 

These factors will be discussed later, but In general we may regard the 
electromagnetic field and the associated vectors a« an ideal field perturbed 
by a variety of irregularities. These irregularities are due to propagation 
through a nonhomogeneous medium that Is bounded by a ground plane 
neither smooth nor electrically uniform. In the case of waves reflected from 
the ionosphere, the upper boundary is not only nonuniform electrically but 
changing with sunspot activity, time of day, season, and latitude. In addi- 
tion, the boundaries and at some points even the medium between the bounds 
ma< be dispersive; that is, its propagation characteristics may vary with the 
frequency of the signal. 

Any factor which tend» to distort the phase front of a signal will produce 
an error in the direction-finding procedure; the accuracy with which a line 
of direction is obtained is dependent on a knowledge of the distortions which 
war t'Jti and in the proper »«lection of the direetton-ßnding techniques to 
.iisidmLii the errors which these distortions produce. 

The field vectors represent a «pace- and time-variant signal with certain 
imposed constraints and with enoi-producing "noise" disturbances. 

If simultaneous probing is us«d in exploring the field, the data obtained 
at each exploring point are not independent for ihe case where power Is 
extracted from the field. The data thus obtained are subject to an error due 
to the mutual ccupling to the other elements of the array. The reduction of 
these errors will be considered later. 

If a si igle probe is moved sequentially from one exploring point to another, 
the mutual coupling problem it replaced by the requirement that the trans- 
mitter and receiver be stationary, and the frequency stability of the transmit- 
ter be of a high order. Attempts to probe at rapid speeds to avoid errors 
from frequency changes introduce sideband frequencies, necessitating wider 
bandwidths with the associated deteriorations In signal to noise ratios. 

The reference to the role of channel capacity required to offset an uncer- 
tainty in the frequency of the transmitter, and the analogous minimum 
sampling intervals due to mutual effects lead to many interesting fundamental 
relaiions. 
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The «jlection of an exploring path, or the Inies connections of a Mriet of 
f itmna elements in an array, may be regarded at an encoding procedure to 
reduce the errors due to disturbances. As in information theory, it Is gen- 
cialiy found that the use of a priori data relative to the transmitter or the 
propagation medium results in a lower error rate, smaller integration times, 
and simpler instrumentstion. 

10.2 Propcgatlon of Eleatromcgnatle WBVM 

The accuracy of a DF (direction-ftading) equipment is influenced by the 
signal characteristics, design of the DF apparatus and antenna, its local 
siting conditions, the data-processing methods used, and the characteristics 
of the propagation medium. 

The apparent direction of arrival of a signal is determined finally by the 
Irregularities of the Intervening medium. The errors introduced by various 
factors associated with the propugatlm of the electromagnetic wave impose 
practical limits on the range and accuracy of the DF operation. 

A brief discussion of the uncertainties of propagstlon is helpful .n indi- 
cating the relationship between residual errors from that ctut«, and (he 
methods, by the use of more complex equipment and procedures, for reducing 
such errors. 

The errors caused by propagation effects will be discussed here, while the 
reduction of such errors will be treated later (Section 10.9). The rf frequen- 
cies of Interest to the reconnaissance operator range from the ELF (extremely 
low-frequency) waves (10-500 cycles) tu the microwave region beyond 
135,000 Mc. 

Through this wide frequency scale, over 10 decades, the (actors which 
introduce disturbances in the path of propagation are manv and are related 
to the frequency of the signal. 

Within the bounds of the earth and the ionosphere, inhomogenelties are 
found due to changes in the electromagnetic properties of the earth, geometric 
irregularities of the surface, nonuniform refractive and absorptive properties 
from various causes in the troposphere (042 km height), in the stratophere 
(13-80 km hfight), and in the Ionosphere (80-400 km height). 

If the rropagation path extends beyond the ionosphere, as in satellite com- 
munication and radio astronomy, except for the unusual case of diffraction in 
the Immediate neighborhood of celestial bodies, substantial deviations from 
linear propagntlon will probably occur only as a result of transmissions in 
or through the Ionosphere, 

To the normal ionosphere Inhomogenelties must be added those produced 
by unusual solar activity and nuclear blsuits. 
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10.3.1 Bketromapiatte Prop«rtiM of ihm Upper AsuMplicmi 
Tiie transfiiinion of radio W«VM beyond the horison Is due primarily to 

the phenomenon of diffraction caused by giometrlc irrogularitiei of the 
earth's surface; transmission by inurface waves which follow ducts created 
by striations of media having different dielectric properties; refraction and 
scattering from tropospheric areas, and the reflection and refraction from 
ionusphsric layers. 

Of these, the ionitation in the upper atmosphere (from 60 to 400 km 
height), of the gases present there, is an important consideration in the 
propagation of radio waves over long distances beyond line-of-sight limita- 
tions. 

The ionisatioe in this region is not uniform but is arranged in "layers" of 
greatest Ionisation. Figure 10-13 shows the location of theaa ionised layers. 

At rimes gnolhsr region £g is formed 
above E. The layer shown au 27 is es- 
sentially an absorbing layer and disap- 
pears at night. The Fi and F» layers 
merge at night to form a single layer 
F. The four main regions of Ionisation 
and D, B, Pi and Fa. The maxima for 
the Fi and F% layers are located at 
200 and 275 km, respectively. The day- 
light layer D lies between 60 and 100 
km. While It Is eseentlally an absorb- 
ing belt, nevertheless at the lowest 
frequencies it also aids In the propaga- 
tion of radio waves. 

The ionisatlons produced by ultra- 
violet radiation, and corpuscles from 
the sun hence vary daily, seasonally, 

lonlttd nslon« oi tht upper and wlth „^„^5 9torrn ,nd guror,j 
atrr^ph^. activity. 

Ionisation Is also produced by the passage of meteors, satellites, and 
missiles. 

*t\\mll 

W/WW/W/, 

fi«. 10-13, 

10.2.2 Eloctromagneu« Waves in an lonlaed Medtuns 
If the ionised medium contains free electrons, then the movement of these 

electrons is affected by the passage of an electromagnetic wave. The electrons 
will vibrate and produce a current which Is added to the displacement cur- 
rent due to the electromagnetic Held itself. 

The net result, nefgiecting collision« of electrons with neighboring neutral 

■■ 
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atoms and molecules and aiao the effect of the existing magnetic field, it to 
reduce the dielectric constant of the medium by the quantity 

where N, is the number of electrons per cubic centimeter, each having a 
charge e and a mass m, and m is the angular frequency of the wave 2*/. 

In empty »pace, K, the dielectric constant of the medium, is equal to unity, 
so that the presence of the t. -ctron» reduces it from unity to 

1 - (iwNjß/m**) 

The phase velocity cf the electromsgnetic wave is the medium is there- 
fore changed from a value c to «, where 

M =- 

This reduction of the dielectric constant to a value of less than unity, and 
the associated increase in phase velocity, produce a bending downward of 
electromagnetic waves transmitted upward, as shown in Figure 10-14. 

If the electron density at any given height changes 
with geographical location, then reflf tions from 
ionised layers will also be laterally diverted; that is, 
the signal will not arrive at the receiving point from 
a direction of the transmitter. 

Besides this lateral deviation. Irregular densities 
of Ionisation will produce, at any given receiving 
point, a signal intensity due to the contributions (in 
or out of phase) of a plurality uf paths. 

/ \ Since the electron densities in the various ionized 
nfmrtmrrmmmmimitfyH layers are variable with time, being influenced by 

drifts, winds, and turbulence, the reception may be 
Fui. lO-u. Bending of an highly variable; and under certain conditions the 
•iKtromasnetlc wsve by apparent direction of arrival will ihn tuaic violently, 
■n ionued Uyer. The Fluctuations will occur in particulftf during periods 
upper portion of the wsve f nwM<nftl(, (Hturms aurorät! act!v,, „„,, whcn the 
(A   of  /1Ä)   move» {«iter ... ,        , 
tlnce It U In s reslon of 8Un!,e' ttnd sunrise lines are in somewhat the same 

higher electro« demlty,     direction as the direction of propagation. 

ß 
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10.2.3 AlMorptioi? In the leafawd La^rers 
If we comider the effect of collision» of the excited electrons with «satral 

pfiftlclei und heavy ions and other electrons, it la found that energy is ex- 
tracted from the elsctrcmagnetic wave. 

The ionosphere may be considered as having a conductivity of 

9 ~ "«(w8 + «'*) 

where v is the frequency of collisions per second, approximately 10s fur the 
fi-layer and 5 X 101 for the F-layer. The dielectric constant therefore is 

it' 

and the complex refractive index M Is 

where p is the refractive index for the medium and A is the absorption per 
unit length of path (Reference 1). 

The absorption is of interest in DF techniques in determining the relative 
transparency of an ionised layer, particularly as it affects waves incident at 
planes not normal to the layer. 

10.2.4 Propegation in a Mafnetle Field 
The ionosphere is within the earth's magnetic field, nrd the reflection of 

waves under these conditions produces splitting of the wave and polarisation 
changes, both of which may nffect the observed direction of arrival of the 
signal. 

When i« magnetic field is present, a single incident wave will be split into 
two wave?, the ordinary and the extraordinary. This process is similar to 
double-refractbn phenomena in optics. The wave which is less affected by 
the magnetic ßeld is called the ordinary one. 

There an? two conditions depending on whether the gyro frequency 

/, = eB/m 

of the electron in the earth's magnetic field is less or greater than «, the 
ar.guiur frequency of the incident radio wave. In the above formula B is the 
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earth's magnetic induction field In weben per «quare meter, e b the electron 
charge, and m ii the electron tmm. 

When the gyro frequency eB/m I» less than w, there are three electron 
densities (which normally occur at three different heights) for which reflec- 
tion can occur. These are obtained by letting 

eB 
(10-4) 

= 1 + eB 
mm 

(10-S) 

(10-6) 

When the propagation of the wave is in the direction of the magnetic field, 
only Eq. (10-4) and (10-6) hold. 

When the gyro frequency eB/m is greater than a«, there an two dennltiee 
for reflection. These are obtained by letting 

4ir^(e«  j.— — i 
mtr 

= I + eB 
TTtvi 

(10-7) 

(10-8) 

When the propagation of the wave is in the direction of the magnetic field, 
then ur.ly F.f.. (10-8) holds. 

The computations above hold for the condition when absorption is ne- 
glected, 

.10.2.8 Polarisation Changes 
The mag letlcBily split waves an elllptically polarised in apposite angles 

of rotation u they enter the ionosphere. The polarisation ellipses are of the 
same eccentricity but st right angles to each other (page 667 of Reference 
2). For the northern hemisphere, the component having the counterclock- 
wise rotation will be reflected where 

mu* = 1 ± eB 
Htm 

In general, however, reflection occurs at the lower level defined by the equa- 
tion 



10-22 ELECTRONIC COUNTERMEASURES 

mu 

and therefors the wive does not re&ch the height necessary to produce a 
plane polarisation condition. 

The Senne of polarisation is reversed on reflection, an upward-going wave 
with a counterdöckwise rstatbn being converted to « downward-goiiif clock- 
wise polarisation. The polarisation diagram is rotated by the effect» of ab- 
sorption due to collisions of excited electrons. 

10.2.6 Meteor Tralli 
Transient discontinuities in the ionosphere produced by meteors may pro- 

duce deviations in the direction of arrival of a signal. 
The increases in £-!ayer Ionisation at night during meteor showers have 

been fairly well correlated; !n fact, observations of the critical frequency at 
night during the maximum period of the Leonid meteor thowe? of 1933 indi- 
cated electron densities greater than the noon value for a summer day (Ref- 
erence 3). 

Radio signals have been reported over long distances at frequencies where 
both the B- and F-layers are ordinarily penetrated (Reference 4). Signals 
at frequencies as high as 40 Mc have been observed at long distances. Sig- 
nals received from such ionised patches will obviously have an apparent 
direction of arrival determined by asimuth of the disturbance. 

10.2.7 NudurBI«!« 
An atomic blast at high altitudes will ionis« the atmosphere, thereby either 

gret tly enhancing the effect of the ionosphere, or creating clouds of electrons. 
At an altitude of 60 miles, a kllcton gtomk bomb would produce a sphere 

of ii-km radius within which there would be an average electron density of 
lO1" electrons per cubic centimeter or about 10" times the average daytime 
density of the fi-lnyer. 

Because of the high densities, N, =s lO"1, reflection would occur up to the 
regie, of X-band (10,000 Mc). 

In addition to this, beta particles would be carried by the magnetic field 
to the opposite hemisphere where, at heights of 50 to 100 km, electron den- 
sities of 2 X lOVcm" would be produced. The fission fragments, also guided 
by the curth's magnetic field, would arrive a few »ecunds later and produce, 
at higher altitudes (100-200 km), electron densities of 3 X 107cm". 

The low-level disturbances would mainly be absorbing, preventing long 
communication except at the very lowest frequencies, where, however, DF 
operations would be difficult because uf the variation of the phase velocity 
am! of the consequent severe phase-front dittortlons. 
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The reflecting patches of ionoephere at high level would therefore seem 
to be a virtual source for many signals of higher frequency, that in, above a 
few hundred megacycles. 

iö.i.8 Lower*Atra<Mipnere Phenomena 
Useful electromagnetic fields can be propagated several hundred miles at 

frequencies of about 40 to 4000 Mc. The received signal Is relatively Inde- 
pendent of frequency, but the signal strength may vary coaiilderably, de- 
pending on the Intervening weather and atmospheric conditions. When 
observing such signals, two types of fading are encountered. The first type 
has an amplitude following a Rayleigh distribution over short periods during 
which the troposphere can be considered constant. This fading, of a rapid 
type, is due to many paths of ilightty different length and can be reduced by 
space diversity. 

The second type of fading Is much slower and is caused by variations In 
the gradient o.' the refractive index of the atmosphere; this type is not aided 
by diversity. 

In lower-atmosphere propagation, any artificially introduced reflector such 
as an aircraft, particularly if flying close to the transmitter or receiver, will 
increase the field Intensity by large amounts depending on the geometry. A 
bearing taken on the transmitter will, here, be that of the aircraft. 

Similarly, if the transmitter has a sharp beam which is being rotated, the 
bearings will scintillate due to diffraction und reradiaiSou from various high 
spots on the horison for distances somewhat beyond line of sight, but will 
show less error at large distances. The resolution of the bearing will \rt 
general be poor and bearings will move randomly through large deviations, 
a phenomenon known as "galloping." Ranges to be expected from troposphere 
scatter are available (page 7S9 of Reference 2). 

In addition to the relatively steady tropospherlc scattering of signals, 
unusual gradients of defractive index have allowed the reception of radar 
returns at large distances, a range of i 700 miles having been reported during 
World War II. When the index of refraction decreases rapidly with height, 
high-frequency signals can be propagated as in a waveguide. 

Favorable conditions for such duct propagation may be found when the 
air temperature is higher than that of the water or when two air masses of 
different temperatures are contiguous for a long distance. For an extenMive 
treatment of phenomena of this sort, see Reference 5. 

10.2.9 Lanunae 
Propagation conditions such as ducting, scattering, and ionospheric prop- 

agation have been studied extensively because of their importance in in- 
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creasing the range et communication and radar-detection syatemt. In addition 
to phenomena from these cause», th« existence of lacunae, or Islands of at- 
moephere having discontinuities of refractive index due to moisture, may be 
encountered during the stages of cloud formation, and vertical ducting due 
to nonuniform heating of terrain may occur on summer days when wind 
velocities are low. These lacunae produce, in the vhf and higher Irequisties, 
"galloping," or rapid fluctuations of the bearing, p«rticuliu<y when the trans- 
mitt 7 source is close to the horlaon ud a land-based direction finder is 
behig used. 

10.2.10 Earth ESTecU 
The irregularities of terrain produce disturbances in the propagation of 

radio waves and therefore difficulties in the DF procedures. The presence of 
reflecting objects such as mountains disturbs the phase front and produces 
interference effects. Mountains and cliffs also cause diffraction phenomsaa, 
which are especially noticeable at vhf and above, depending on the topog- 
raphy. 

Differences in the earth's conductivity, particularly In the transition be- 
tween sea water and ground, also give rise to interference phenomena and 
disturbances in the phase front. The latter effect is particularly noticeable 
at the hf and lower frequencies and is known as coast refraction (References 
6, 7, and 8). It produces errors in the direction of arrival of 4' to S*. The 
level of the tide has been found to affect the direction of arrival in one case 
at least by 1.35* for direction almost parallel to a coastline. 

When a reflected wave undergoes a change in polarisation, or when the 
original signal contains a wave other than a pure plane-polarised wave, errors 
will occur in th* apparent direction of arrival since the DF antenna patterns 
will often have a different asimuthal pattern for each polarisation. More 
will be said about this source of error «s it is encountered in the discussion 
of DF antenna arrangements. 

10.2.11 Locel Site Effects 
The effects of local reflections on the accuracy of a DP equipment are 

difficult to analyse mathematically because of tb" irregular shapes, orienta- 
tions, and dielectric discontinuities which one encounters in local sites. Typical 
examples are the problems associated with DF apparatus installed in aircraft 
and operating at frequencies of about 3 to 300 Mc. 

The treatment is further complicated by conversions of polarisation and 
the effect of such modifted polarisation on the DF array. Further local site 
reflections, being in proximity to the array, will affect different elements of 
the DP antenna nonuniformly. In general, except for certain exceptional cases, 
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Uli reradiatioa phenomena cannot S» treated aa Fraunhofer diffraction, but 
must comider the effect of phase differences in the wavefront which excites 
the antenna; therefore, the Fresnel diffraction case must be treated. 

To indicate the character of the difficulty, an extremely simple reflector 
may be considered. Assume a metal sphere of radius r on which Is Imptnseiu 
a plane wave of length K. If the center of coordinates is chosen at the center 
of the sphere, it is found that the scattered field has radial components 
which fall off as l/r» and has transverse components which fall off as l/r. 
Hence for large values of r, the electric and magnetic fields vary aa «"V', 
where h = 3«r/A is the phase-propsgetion constant. The Poynting vector at 
huge distances varies as l/r8. If the time averap of the Poynting vector is 
integrated over a sphere of large radius end is concentric with the scattering 
sphere, this yir'ds as the total power rermdUtcd from the scatterer: 

'IF " T" *• / iE'X H,*)f* i***4* 

where E, and H, are the components of the scattered field. 
The power is the Incident wave per unit area. If £0 Is the magnitude of 

the incident electric field, this power is 

«0_ 

The ratio 

dWJdt 

is by definition called "scattering cress section." 
In general, the scattering cross section is 

kr = tir/K. However, if *r << 1 
a complicated function of 

» = (10ir/3)AV 

that is, the scattering cross section varies as the inveiM fourth power of the 
wavelt ngth, and is smaller than !.he geometrical cross section nr*. 

Let such a small metallic »phen. be moved about In space at a distance 
(fi from a remote transmitter and at a distance d% from a DF array, then the 
effect of the scattering sphere will be, at the receiver. 
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W-ft*-.,^)' 

where u la the ugulir frequency of the rf signs! and /> I? » constant depend- 
ent on the transmitter characteristics and on the scatterer patttrn. 

For a given scatterer, and assuming that dt -f rfi Is a constant; as either 
dim»1 approaches sero, the amplitude of the scattered signal at the receiver 
inci, ,sv*. The maximum phase disturbance is produced when the scattered 
signal appears at the receiving antenna In phase quadrature with the existing 
field, A scatterer with the above description, then, will have the most effect 
when it is close to the receiver and so placed as to Introduce a signal in 
phase quadrature with the direct signal. 

If a number of antennas are used as part of an array, then, unSeas an 
unusual coincidence prevails, the maximally disturbing phase will not occur 
at all antenna elements at the same time and the error will in general tend 
to average out. 

Indeed the design of an antenna with a null In the direction of the reflect- 
ing object can be considered as equivalent to a selsction of antenna «lament 
geometry, of the adjustment of their feed lines, and of the proper weighting 
of the c "efficients for each element so as to cancel ull phase and amplitude 
disturbances due to the single reflecting element. 

If the diameter of the reflecting sphere Increases, that Is, if hr approaches 
or excec.is unity, the effect of the reflecting object is more difficult to analyse. 

T.v-1«fleeting sphere under these conditions is excited In higher itueÄu and 
•h.efore has a nonsymmetrical reradiating pattern which may at some fre- 
quencies produce no disturbance at the HF site, but at other frequencies may 
have a maximum effect. This will also vary with the polarisation of the ex- 
citin« wave and, of course, with the positions of the reflecting object, of the 
transmitter, and of the receiver. 

From the mathematical analysis for the large sphere, a similar attack can 
lie extended to the very prolate sphere which is the solution for a wire 
antenna of finite length. 

The case of Irregultr sheets of metal, hangers, and ship structures can 
only be estimated although attempts have been made to formulate mathe- 
matical models (Reference 9). 

A reflecting object such as a flat metal sheet many wavelengths across 
produces a reflection which as indicated above is dependent on the orienta- 
tion of the sheet. As the size Is increased, the "edge effect" (the radiation due 
to excitation of the sheet near the edges and to conductive currents from 
other portions which have not yet been reduced to negligible values by the 
reradiatioit) becomes of less and less importance. Finally, for s. large sheet 
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and for a wave at norms! Incidence, the rsflsctio» is such as «culd occur if an 
antenna of the same area were uniformly excited acroes ite aperture. At the 
sheet it turned, ths major lube moves so that it is directed along a line such 
that the incident and reflected angles are the same as in optics. There will be 
sssrsy rsrsdistsd by a Rthior-lobe structure. This minor'Isbe structure de- 
pends on the linear edge dimension«, while the main-lobe structure Is more 
nearly dependent on the area of the sheet. The main lobe will not change 
orientation as a function of frequency, although the minor lobes will change. 

10.3.12 uround CondastivSly 
In direction-finding equipment, variations In the dielectric constant and 

conductivity of the terrain in the vicinity of the antenna can cause appreci- 
able errors unless corrected by swamping such variations by high-conduc- 
tivity screening, counterpoises, or chemical treatment of the ground. The 
terrain should preferably be uniform for an area at least 3A in diameter. It 
can be made so by a counterpoise consisting of wire mesh less than 0.1 A. 
square. 

A simple example to show the effects of irregular ground planes can be 
presented by considering that, for every direction of arrival, «ach element 
of the antenna must see a similar image of the trsnsmitting antenna in the 
ground plane. As the antennas are lowered toward he ground plane, the 
necessity for uniformity becomes more important, ar bough the area over 
which uniformity must be maintained may be smaller. Uniformity is most 
important for signals which are descending since the ground plane close to 
the antenna elements contributes most to the formation of the image under 
the«! conditions. 

10.3 Sequential AmpUtuda-Meaeuremmt Types 
In the sequential amplitude-measurement type of DF technique, a directive 

antemia pattern is moved in asimuti' and the changes in amplitude are ob- 
served, the direction of arrival being determined by the atimuth at which 
some amplitude criterion i« met. 

The moat common type of antenna used is the loop shown In Figure 
I0-15(o), Such a circular loop carrying a uniform current distribution and 
with a diameter d, small with respect to the wavelength \ of the signal, can 
be shown (Figure 10-156) to have a figure-eight pattern in the plane of the 
electric vector—that is, in a plane normal to any two parallel sides. As the 
«ize of the loop is increased, higher-order odd harmonics with respect to 
azimuth angtle 8 are introduced until, for a diameter of A, the pattern changes 
to that of FEfture 10-lS(e) and for the 5A-diameter case to that of Figure 
I0-I5((f). 
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FlO. 10-15.   Far fiiid (iattonu of loops 0.1, i, «nd SA in dtomettr with «nliörra in- 
phaw curnnt. (6) d m A/JO (i)«/ =s A- (') ^ == I V. 

If the loop were arnngad BO that its plane were normal to the ground, 
then for a lignal arriving parallel to the ground—that Is, with an angle of 
elevaUon equal to sero—the antenna pattern would appear as a figure-eight 
with nwdnu i the plane of the loop. Thli would hold only for a vertically 
polarised signal, since thure would be no responie to a horizontally polarised 
signal, nor, of course, to any horisontal component of a ccnplex polarisation. 

If, on the other hand, the signal being received were downcoming and con- 
tained a horisontally polarised component, then the loop would show a 
maximum response to the horisontally polarised component in space quad- 
rature with the maximum for the vertically polarised component. The result 
would be to produce an error which would tend toward 90* of asimuth as 
the polarisation became entirely horisontal. The error Is also dependent on 
the relative time phase of the horisontal to the vertical component of the 
incoming signal. For standard test conditions for polarisation errors, the IRE 
standards may be consulted (Reference 10). Polarisation errors are further 
discussed in Section 10.9. 

In practice, and in its most elementary case, a loup is rotated until the 
audio output (if applicable) is either a maximum or a minimum. When the 
signal is at a maximum, the loop is pointing in the direction of the signal 
(that is, its vertical sides are aligned In the direction of the signal). If a 
minimum is sought, then the direction of arrival is broadside to the loop. It 
is generally advisable to seek a null, particularly when the signa! ts no!« 
ratio is good, since the antenna pattern is changing most rapidly at thai 
point. Polar diagrams, however, give an improper Indication of the true 
sharpness of antenna patterns, and it is sometimes better to consider a plot 
in rectangular coordinates. 

The greatest rate of amplitude change with asimuth occurs at the null 
position, although in listening to a demodulated signal, the factors which 
affect the discrimination of the null are fur more complicated and must In 
elude a consideration of the percentage of modulation, the detector character- 
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iatic, noiie fnte»modulation eflecti, and the logarithmic responte of ths ear. 
Further, many varieties of nonlinear amplitude circuit characteristics may be 
used to produce an apparent therpening of the antenna pattern. 

10.3.1 Slit«!d«d Loops 
The loop car« be operated as an tkzitk dipole (the so-called monopoie) by 

connecting a receiver to either or both ends and to ground, either directly 
or through a capacitor or an inductor. In this case, the pattern will, In 
genera!, be omnidirectional for vertkal polarisation except far possible ir> 
regular images in the ground plane. This modn of operation of the loop dis- 
torts the loop pattern, which may shift and fill in tbr null. 

This electric dipole effect can be canceled by shielding the loop and ar- 
ranging the shield so that the currents induced in each vertical member of 
the shield do not appear across the input impedance of the receiver, This 
arrangement, shown in Figure 10-16, can be compared to the simple balm (or 
balance-to-balance conversion), the balanced loop output becoming un- 
balanced, and Ute unbalanced electric dipole effect induced on the shield, 
canceling in the loop. 

10.8.2 Balanced Loops 
The electric dipole effect, which is also known as "antenna effect," "elec- 

trostatic error," "vertical component," and "stray vertical," can also be 

s 
Via. 10-16.   Shielded   loop   (or 

reduction o( dipole «ffuct. 

Fio, 10-17. B»!- 
•need r( amuli- 
fl*r for reduction 
of dipuie effect, 

3 

Fio, 10-18,  Shielded tnuiitormer 
(or ■'eduction o( dipole effect. 
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reduced by various bdeneing scbemee, aoma of wbicb «re shown In Figur« 
10-17 and 10-18. 

10,8.8 Panceke Loop» 
For a multilurn locp; each mk consists of a number of conductors, each 

turn of which occupies a successively more remote position from a signal 
SOtSCIi '-.üadskie to the loop. The difference in position produces ■ differen- 
tial phase between turns so that a null is no longer present for this position. 

This effect can be reduced by the use of the pancshe loop shown in Figure 
10-19. The puncake loop, however, has more pickup of the electric dipole 
mentioned above; hence, greater care must be directed toward the reduction 
of this associated difAculty, 

10.8.4 Loop Systema 
To avoid the mechanical rotation of a loop, the systems proposed by 

Bellini and Tosi utilising an inductive goniometer to sequentially sample a 
pair of inclined antennas (as shown in Figures 10-3 and 10-4) haw bven 
ariplled to crossed loops. Figure 10 20 shows such a croesed-loop arr«v as 
u ied in the Navy DAK equipment. The DAK operates In ths frequency 

Kits, lO-iO. Cn>« 
ltd • loop  dine- 
lion  flmirr (DA 
K) for 2.10-1500- 

kc «n«f, 

FKI,   10-IQ,   PancRke-loup «ntennn 
to reduce quadrature pickup. 
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ring* 250 to 1300 kc in two band« split it 610 kc. The collector tyatem Is 
nwchsnlcilly »rrauged to mount on e ship's superstructure. The bearing in- 
dication is fi cathcde-ny indicator which shows a propeller pattern of the 
type discussed in Section 10.8. 

In addition to the visual indication, it is possible to mechanically rotate 
the goniometer to produce mn aural null. 

Th@ goniometrically rotated patterns have a number of advantages over 
the mechanically rotatabl* loop. The rotatable loqp, experience has shown, 
requires about 10 seconds to obtain a bearing on a signal having about a 
10-db signal-t.o-noUe ratio. For a manualty rotated goniometer this time wa« 
reduced to about 3 seconds, while with a cathode-ray indicator, only about 
yi second was required. These are approximnte times since much depend] 
on the observer's skill, on propagation conditions, and on the signal charac- 
teristics. 

A crossed-loop direction ftnder using a goniometer and operating in the 
hf ran*! (1.5-22 Mr.) is shown in Figure 10-21. This U a Navy DAU type 
and is arranged for mounting atop stub mast or aftermast of a vessel. The 
bearing presentation is a propeller pattern displayed on a cathode-ray scope. 
The goniometer design and indicator details are presented in Sections 10.7 
asd 10.8. 

Loop antannas have also been used at the higher frequencies. Figure 10-22 
shows a loop antenna used ou CXGJ, a shipboard direction under operating 
iti the frequency range of 20-100 Mc. 

This equipment uses a shielded rotating loop (Reference 11) Inside a 
streamlined plastic housing. The display Is a cathode-ray tube presentation 
with sense being obtained by adding the output of a dipole to the loop signal. 

10.8.5 Loop Arrays 
Loops may be used as elements in an array which can then be rotst«? 

to determine the direction of arrival. Loops can be grrjped as linear multi- 
element broadside, binomial, Dolph-Chebyshev arrays, and can be stacked 
vertically for more directivity In a vertical plane. 

The binomial array may be used to reduce the minor lobe difficulty. In 
this type, all the radiators are also connected In phase, but the center ele- 
ments of the array contribute more heavily to the input of the receiver, 

The design data for these and also the Dolph-Chebyshev arrays may be 
found in a number of references (e.g., page 692 et seq. of Reference 2). 

1Q.3.6 Spssed and Opposed Loops 
To reduce the error due to horisontal polarisation, many arrangements of 

two or more loops have been sugtiested. One of these systems used by three 
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Kiti, 10-3»,   CrosMid-loop direction flndtr, DAU typt, 2,S-32,0-Me rtn«, 
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F». 10-22.   RoUtlng-loop dlnctlon fiadrr for »Irborni use  (CXGJ). 20-lC0-Mc  fr«- 
qtaency rtnit. 

independent SavMtigftto» (Franklin, 
Eckenley, and Weagast) U shown In 
Figure 10-23. Hi« two loopi are ar- 
rnnged in coplsnar fashion and con- 
nected out of phase. A lignal with 
vertical polariaation arriving in the 
plasie of the loopi produce! an output 
dependent on this spacing of the loops; 
in fact, such spacing introduces : dif- 
ferential phase so that the combined 

fie. 10-22. Spaed and oppoMd loop, for output, of both loops are no longer 
r.du«ion of potoriMtion «rror. ^ of phMe   The hQtltaat%l „„„p,,,,. 

ent, which, arriving from a direction broadside to the array, ordinarily causes 
difficulty, ii canceled in the combined out-of-phase outputs, In this manner, 
for the broadside arrival of a signal, minima exist for both polarisations. 
V.uriouB minima can still exist at angles of the broadside positions since 

there will be positions where the vertical and horisontal polarisations may 
cancel, producing an extraneous minimum. 

10.8.7 Dipole Types 
An electric dipole, arranged horitontally, will have a figure-eight pattern 

and may be used as a DF antenna Since there is i» pliase change of 180' as 
the dipole is rotated, the output ran be combined with a horisontal loop to 
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obtain A sense voltage and produce a cardioid to avoid an amblgvity In 
direction of arrival, The pattern for euch a dipde ie shown in Figure 10-24. 

' 

r^l 

Fso. SO 24. Directions! pattern of an tkrtrk dtpois smttged boriaontaüy. (o) Dipsis. 
(ft) Crou Mction o! dlrectloMl patttra. (c) Pinpective vkw of dlrtrlioml ptttc», 

The ufual precautions snuet be taken to aaaure a balanced output, since an 
insufficient or asymmetrical counterpoise, or irregular nearby reflecting ob- 
jects, «411 not only distort the pattern but also can cause pickup of vertical 
polarisation generally by causing unbalance and pickup by the transmission 
lines. Poor connectors, faulty cable», or improper baluns, can all produce 
pattern distortions by what may be considered as analogous to the "electric 
dipole effect," "antenna effect," and "electrostatic error" for the previously 
discussed case of the loop. 

10.3.8 Xotntlng Cardioid 
If two antenna elements are arranged at a distance between A/8 and 

A/4 at the operating frequency »nd are adjusted in phase, an approximate 
cardioid c&tt be obtained. 

This pattern can then be rotated to produce at the output of a receiver 
what is essentially a sine wave with a frequency equal to the antenna rota- 
tion rate. The phase of the sine wave thus obtained is compared with the 
position of the loop by one of many methods to determine the direction of 
arrival. 

Instead of deriving a voltage from each element directly, a parasitic ele- 
ment may be used in place of one antenna. The parasitic element may then 
be rotated about the active element as a center, therefore requiring nc ro- 
tating feed and thus simplifying the mechanical and electrical structure. 

A rotating cardioid antenna for direction finding in the frequency range 
225-400 Mc is shown in Figure 10-25. This is one of two similar antennas 
used in a space-diversity arrangement In the AN/CRD-6 equipment. 

Each antenna consists of a stationary vertical dipolo around which is 
rotated, at 1800 rpm, a parasitic reflector. The dipole is 19 inches long; the 
reflector is 33 inches Ion» and located 3^ inches from the dipole. An the 
reflector rotates, it amplitude-modulates the received signal at the rotational 
rate, Coupled to the drive motor Af is a two-phase generator G with output 
frequency equal to the amplltude-.nodulatlng frequency. 
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Fio, 1C-2S.   Cardloid inttniu u usad on CRÜ-6 uhf direction Ander, 

After detection, the phtoe of the «nteon« pattern moduUUon la cempared 
with the phase of the reference frequency produced by the generator. The 
phase difference between the two producee an indication on the asimuth 
indicator. 

Figure 10-71 ahowt a simplified block diagram of the lyitem arranged aa 
a two-antenna ipace-dlvenity lyttem. The comparator CM-23/Kr wmples 
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Fio. !0-26.   Functloiwl block dlngrum of dlrsclton find» AN/CRU.6. DF* it the re- 
ceiver output during the operating period only. 
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•ach antenn«, determin« which signal is tha stroagsr, and coniwcU this 
stronger signal to the asimuth indicator. 

After the antenna with the strctnger signal is selected, the comparator 
cont(nu«s to sample each antenna and operates to keep or exchang» the eon- 
nected antenna depending on which of the sampled outputs is *ht larger. 

Figure 10-27 is a sirr.plifted block diagram of the asimuth indicator which 
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Wm. 10-27.   Aiimuth Indlctor (or AN/CED-6 block dtaimm 

feeds three visual indicating devices and one aural unit (speaker LS101). 
The phase meter M101 is a mechanical device which indicates the bearing 

visually. The signal can also be examined visually by the cathode-ray oscil- 
loscope VI11. A third visual aid, 1101, is a bearing Indicator light which 
warns the observer when the comparator Is sampling and a reading may not 
be taken. 

10.3.9 Irreguiar Pattora Type 
To illustrate that the pattern need not be regular, symmetrical, and 

simple, a DF apparatus with a wide aperture and having as complex and Ir- 
regular a pattern as possible Is shown in Figure 10-28. 

A receive/ Kl is connected to antenna |1 and so arranged that as its oscil- 
lator Is tuned to A, the desired signal, a remote oscillator generates a signal 
at la on an adjacent band to fi. This calibrating frequency ft is transmitted 
toward the DF antenna |1. 

The receiver R% is arranged to have two l-f strips at /„« — h and 
.'....• ~" />• The output of euch strip is detected in a separate detector. The 
output of one detector, in this case, that containing the demodulated /», is 
applied to a tape recorder with a movnble pickup head and so arranged to 
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Fw. 1C-38,   A Cörrcktion dirsaJon flndrr ui4n; »n irngulur patttrR. 

introduce a deity t = l/R from lo to /g 4- (1/Jt) miputet, where it b the 
rotational rate of the antosm per minute, and h is dictated by the mechani- 
cal design of the recorder. 

The delayed output of the recorder is fed to one input of a correlator, and 
the demodulated ft signal is fed to the other input. 

The correlator multipliee both inputs together and amooths, performing 
the operation 

tnta = jjrj  KlA(0lt + nytCAW + r,) dt 

The variable delay r«, Introduced by the recorder is adjusted to maximise 
4>nn- This maximum occurs at r« BE r», and this delay is transformed to a 
bearing ot ths desired signal relative to the bearing of the calibrating oscil- 
lator /« by the simple relation 

$• m (tv/Rr360' 

where, as above, R is the rotational rate of antenna |1 per minute. 
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10.3.10 Adeoek Syttonu 
In 1919 F. Adcock patented a DF antenna array in which two orthogonal 

figure-sight patterns were obtained by two pain of spaced vertical antenna 
element« utlliiing a goniometer ilmllar to the Bellini-Toei system and de- 
scribed in Section 10.7. 

The goniometer was arranged so that varying portions of the output of 
each pair were sequentially sampled. In this manner. « rotating figure-eight 
pattern was obtained. The 180* ambiguity was u. K d by adding a sense 
voltage from a center antenna. 

r 'h an Adcock system, the error due to eitraiüout borlsont«! pokri!,;- 
ding present can be minimised to a tew degrees; however, a number 

of precautions are necessary. The symmetry of the electric field of each 
antenna must be preserved, the ground plane must be smooth with uniform 
conductivity, and the shielding or balancing of all horisontal cables and 
feeds is of great importance. The most important of these is the last, namely, 
the shielding or balancing of the horisontal cables. 

Several variations of the Adcock system are in use. At frequenciet above 
100 Mc, it is practical to use dipoles with a balanced feed from each element 
as in the URD-4. Figure 10-29(a). This array is sometimes called an ele- 
vated "H." 

The URD-4 operates in the fre- 
quency range 235.0-399.9 Mc. It Is a 
mechanically rotated pair of dipoles 
motor driven at H;> rpm. A two-phase 
generator slmilm to the arrangement 
previous! Jescribed with respect to 
the CRD-6 (Figure !0-25) is used to 
generate two voltages in quadrature, 
that is, sine and cosine functions, for 
application to the plates of a cathode- 
ray tube to form a circular sweep pat- 
tern. 

The 180" ambiguity of the symmet- 
rical pattern is resolved by outphaslng 
one of the elements of the antenna 
with respect to the other and shifting 
the   resulting   bent-back   figure-eight 
pattern through 90° on the CRT so as 

Be«rln« to point toward the correct asimuth. In 
no modutetlonMO Sen« pattsm, F|Kure i0.29(6) i» shown a CRT pat- 

tern "ii a strong unmodulated SIKHM! 
and Figure 10-29(0 illustrates the sense-resolving feature. 

Fra, 10-3« 
ptttern 

AN/URl)-4, 
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Two "H" psira can be «rranged in « croNcd configuration to form in 
eiflvatad "H" Adcock array. The pain can be sampled by a goniometer, 
either motor driven or manually operated. The lequeBtial campling method 
can alio be replaced by a simultaneous sa»*p!(ng of both pairs, but syaurn» 
of this tort are discussed under instantaneous types (Section 10.6). 

When Adcock antenna array" are used, with either a sequential or slmul- 
taneous sampling of the output of each of two crossed pairs, the precision 
with which the ideal figure eight patterns are maintained will determine the 
ultimate accuracy of the DF equipment. 

If the elements of a pair are arranged close to each other, that is, leas than 
0.1 A apart, then the antenna pattern is substantially sinusoidal A goniom- 
eter d@s!gned to operate from two crossed pairs having sine and cosine 
patterns with respect to a reference aximuth will, under these conditions, 
show a negligible error. 

The close spacing, however, will result in an extremely small effective 
aperture and therefore the sensitivity of the system will be very low, since 
the aperture is substantially proportional to d/k when d/\ is small (d n 
spacing). 

In a four-element Adcock for a maximum error of 2' at the highest fre- 
quency to be received, the spacing between elements of a pair should not 
exceed O.iB A. 

This error will increase with downcoming signals, since the effective spac- 
ing varies as sec <£, where * is the elevation angle of the arriving signal. The 
"spacing" error increases with frequency and therefore imposes an upper 
limit in frequency range beyond which the error becomes excessive. 

In order to reduce this error, eight-element Adcock arrays have been 
developed. These arrays have four pairs of antenna elements symmetrically 
disposed on a circumference. Two methods are used to connect these antenna 
pairs. 

In the first method, euch odd-numbered antenna is connected to an ad- 
jacent antenna in the same direction. Each Interconnected adjacent pair 
forms an Adcock element being connected out of phase with a diametrically 
opposite paralleled pair. 

The second method uses a polyphase goniometer, the details of which will 
be shown In a later section. 

An eight-element antenna system using the polyphase goniometer Is shown 
in Figure 10-30. This equipment Is known as the GRD-S and covers the 
vhf band. 

The eight-element Adcocks have a reduced "spacing" -Tor since the output 
of each pair is used over a restricted angular coverage. Since the distortion 
of the figure eight diagram is loast in the vicinity of its maximum and 
minimum values« the error IH minimised by this restHcted use of each pair. 

/ 
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Flo. 10-30. An cicht- 
•toiMnt Adcock ir- 

ny for vtif UN. 

Figure 10-51 shows the spscing errors of muitietanent 
Adcock systems using polyphase goniometers (Reference 
il),InthiiiAgu!« 

N = tots! aumbcr of elemeats 
» — number of ptira 
i =z spacing betweett elements of pair 

L^ K ss wavelength to be received 
/öl ^ $ iT^ " ~ maximum "gpaciuu" error la degreee 

Wo fl Qkf Figur« 10-33 shows the antenna system ef the SCR- 
291A. An equipment similar to this, the DAJ, was an 
important factor in nullifying the German submarine 
threat during World War II. This antenna equipment 
consists of two directional pairs and a sense antenna. 
Four antenna elements are located at the corners of a 
2S-foot square and the fifth at the center. Each element 
consists of a vertical wire supported within a 34-foot 
telescoping mast of plywood tubing. The antenna pairs 
are sampled by a motor-driven inductive goniometer 
and disp,'«yed on a 5-inch CRT indicator. The equip- 
ment covers the frequency range 2.0-10 Mc in three 

bands. The equipment has a ±2' bearing readability for about ICftv/m 
field strength. 

The display, which is of a propeller pattern type, is considered in Section 
10.6.1. 

At the hf range for permanent Installations, the most practical arrange- 
ments are those in which the feeds are buried below the surface of the 
ground so as to reduce the standard wave error. The standard wave error is 
a measure of the immunity of the system to polarisation error. 

The itandard wave «nor is defined u the error produced by a downcom- 
ing wave at an elevation angle of 45* and having equal electric field com- 
ponents which are, respectively. In and at right angles to the vertical plane 
which includes the DF antenna and the test transmitter, the phase relation 
of the two electrlc-Aeld components being adjusted to produce maximum 
DF error (Referencd 10). 

The burie i Adcock can further be improveu by the use of buried wires in 
« counterpo?» arrangement (Reference 11) as shown in Figure 10-33. 

Igurc 10-3< i»*-owi the reductions in standard wave error for a transportable 
Adcock brought about by the use of radiale of various lengths in the con- 
figuration of Figure 10-33. A loop transmitter was elevated 50 feet above 
the ground art a distance of 400 feet from the DF array. The soil conduc- 



■ 

DIRECTION FINDING 10-41 

7». 10-31.   Sptdat trron o( mulliMrikI Adcock iyrtwu wltii polypbut s»=s«ss*t9f- 

— "-T- < 
• 4 ft« 
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Fu. 10-32.   Anieniut lyitfm SCR-391A bf Adcock cilrtcUon ftndtr with block diagnm 
of ouocUted BuxiUariM. 
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Fko. 10-M.   VarltSlcn in pokriMtlon error 
with typ« sf nditl lysica, (er Df lUtion 
tnmperUb!«  Adcock   A   = with   «urtli 
mil», no nuUali. 0 = with «Hh uaU 

Pio. lO-iJ.   Burled U onitni»» with coun-    tnd four ii-loot ndkli, C = with e«rth 
ttrpoiM wires ■ml Mrth auU (or nduc-     nut* and (our iOO-ioot radiali, D = with 

Hon ef pobritatlon error«. ••»rth mall und tight 20D-(oot rtdtals. 

iivUy «at mauured tt — 10 5 mboa/m and the permittivity M 8.85 X 
10a"F/infttJMc. 
-   From teau of this jort, it ig found that eubitantial improvementt are pos- 
gible (60*-70") by various aids when the site condition» are poor. However, 
if a good site is available, many precautions are unnecessary. 

More will be said about counterpoise arrangements in Section 10.9. 

10.8.11 Refloetom 
To incretse the directivity of a single antenna ■dement such as a vertical 

dipole and not complicate the feed and phasing problem, a reflector is often 
used. When two flat sheets intersecting at an angle are used, a sharper pat- 
tern than a flat reflector Is obtained. Figure I0-3S shows the field pattern 
for a square corner reflector with an antenna-to-corner spacing of 1.5 X. 

The rotating dish or reflector is employed In such equipments as the 
AN/APA-17 and AN/ALA-6. The routing dish, In conjunction with a re- 
ceiver, detector, and display unit, is utilised to provide a signal strength 
versua aiimuiu plot of the electromagnetic environment. The indicator pro- 
vides a PPI presentation from which the angle of arrival Is determined. The 
rotating dish principle is illustrated In Figure 10-36, where an ideal signal- 
strength plot is depicted. 
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Via. 10-31.   CalcuUtsd p»tiern of iquaif oortMr-nfltetor MIUIBIU. with  anUant-to- 
conwr ipactej of 1,3 A niaUvt to X/J ßlpole in fr«s« ipss«. 

Re. 10-30.   RoUtlng-dUh dlrtctlon-flndlng prindpi«. 

The »ntenns configuration utilised in the rotetlag-diih direction finder Is 
•hown in Figure! 10-37(a) end lOiHb). Both horiionUlly sad vertiuUy 
polarised antennae are alternately switched to the receiver to permit recep- 
tion of both polarisations. Since the directional chanci' WUcs are in opposite 
directions, a ISO* bearing s.tift is produced when jwitcL.ag between antennas. 
Compensation can be easily provided by reversing the indicator at one an- 
tenna is switched, 

The rotating-dish direction-flnding technique has been utilised for many 
years; however, it has a number of difficulties. 

Sine« the signal-strength plot is one corresponding to the antenna pattern 
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(A) (*) 

■M««* 

Pia. lo-il.   Anuntu conftfuntioa uUliiid in th« rotating dlab dlneüof Anctor. 

of tha direction-finding »ntenna, patternt will v«ry u % function of freqnency 
(UM antenna ii generaUy hroadbänd). 

If t routing emitter (iuth «• ft radar) ia interc^sied, diitortiom in th« 
•igiwl-itrengtb plot are quit« probably due to the tre£HnUter lobe atructure 
which in turn gives «rronwua azimuth data. 

At frequencies below 1000 Mc, the diih becomca too large to permit 1U 
uie on high'ip««d ftirenft. 

10.8.13 MtoftllaiMoue RlaBMnta 
Often it ia advantageou* to uae antenna elemsr-U other than loops or 

dipolei. 
Dielectric rod«, heiixea, terminated wave antennaa, rhombic», half rhom- 

blci over an image plane, slot« of many conAgurationa, open-ended wave- 
guides, dielectric-loaded and ridge-loaded horns, »11 have been used and 
offer certain advantages depending upon the application. The characteristics 
of such radiating elements are discussed in Chapter 29, "Antennaa and 
Transmission Lines." 

10.S.1S Wide-Apwture Sycteirte—-«»quentlal AmpUtude-Measurc« 
ment Types 

As the radio wave propagates in space over an irregular terrain, it is 
absorbed, reflected, diffracted, and refracted. Irregularities along the ground, 
both natural and man made, distort the wavefront so that, at a given point, 
a measurement of the apparent direction of arrival may have large errors. 

Figure 10-38 shows e representative condition when the field from a signal 
source R is affected by a strong reradlating source at S. Direction Anders 
located at phase discontinuities A, B, C, D, and E would show Urge «rrora. 
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fva, ion.   EqulpbMt ceBtourn. 

However, if a Urge aperture DF array i» uwd extending well beyond the 
point» of maximum phaie disturbance, the error jwsy be reduced wbetantlally 
by averaging or by more eophlttlcated »Utlctical procedure!. 

Hie problem of exploring the field over a large area, I.e., many wave- 
length», !» relatively simple at frequencies above 1000 Mc, since antenna 
directivity can easily be achieved by the us« af arrays and parabcUe re- 
flectors; and this directivity can be used to separate the primary source 
from secondary or extraneous sources. 

At the lower frequencies and in particular at hf, high diructlvity requires 
large physical antenna structure which cannot readily be rotated mecfiani- 
cally to determine the aaimuth of the strongeet signal. 

Antenna arrays are discussed briefly in the foregoing text. The effect of 
the ground plane on the design will depend on the polariiation being used. 
At the vhf and uhf bands, the ground can be considered as a perfect con- 
ductor for horisontal poUrlsation. The reflect i wave is under those condi- 
tions equal to the incident wave but phase reversed so that an out-of-plwa« 
image is produced. 

For vertical polarisation at graxing incidence, the reflecsion coefficient is 
essentially the same for both polarisations. For other angles, however, the 
phase and amplitude of the reflected wrve changes and is also dependent on 
the electromagnetic properties of the ground. 

10.8.14 Lobe-Swltchtaf Arrays 
By proper phase-change switching, the major lobe of an array may be 

, 

riTTMi —————— 
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FlO. 10-39.   Switched lob« di- 

rection flndir. 

m«de to move through an equal tngle on either ilde of the plane normal to 
the array. This lobe twitching is to arranged that the amplitude of a ilgna! 
normal to the array remaint constant since the antenna gain for this position 
It constant for both lobe positions. The array is then rotated slowly while 
the lobe switching is done rapidly enough so as to obtain several samples for 
each incremental position. The rotational rate is therefore determined by 
beam i...rpuea. Figure 10-39 shows the antenna pattern in both positions. 

The advantage of a lobe-iwitched array lies in 
the feature that the cross-over point or point of 
equal amplitude in both lobe positions can be 
selected at a high signal level and yet be a point 
where the antenna pattern is changing most 
rapidly with aaimuth. The pattern will, however, 
change with frequency no that, in general, lobe- 
switching methods are limited to narrow frequency 
ranges. 

10.8.15 Beam-Shifting Array« 
At 1000 Mc and above, sharp beams can be 

obtained from reflectors that are sufficiently small 
(approximately 12 feet diameter for a S" beamwidth). These dishes are still 
small enough to be mechanically rotated for ship and shore insislbtlons, and 
useful when the signal last sufficiently long to be intercepted by the beam 
rotation. Systems which obtain the direction cf arrival on a single pulse are 
described in Section 10.6. 

At frequencies below 100 Mc and in particular at hf (3-30 Mc), the 
arrays become large and are only feasible for ground-based installations. 

One of the early applications of beam-shifting arrays was the MUSA 
system (Reference 14) used for the improvement of transoceanic communi- 
cations in the presence of multipath and other propagation difficulties. 

This system, called MUSA (Multiple Unit Steerable Antenna), used, in 
its first phase, an endflre array of rhombics so arranged as to be steerable 
in the vertical plane. A variable phase shifter was associated with each 
antenna operating at the i-f of the receiver. Six rhombic antennas were used, 
each antenna going to a mixer and a phase shifter. The outputs of the five 
phase shifters (the first antenna not requiring a phase shifter since it served 
as a reference phase) were then fed into a supplementary receiver which 
provided the gain and second-detector functions. In this system several 
branches of gangsci phase shifters were provided so that several beams could 
be synthesized at one time and several vertical angles could be viewed 
simultaneously. 
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The MUS/ iyiiem was extended subsequently to the generation of btftnu 
which could te eteerad In esimuth (Reference 15). This modiflcition WM 
used to stud' lateral deviations from the London-New York great-circle 
path and hh»wed that, during "all-daylight" path conditions, multipath 
propagation v«s bunched in or near the great-circle plane. During periods of 
dark or part'.ally illuminated path conditions, the propagation was not 
limited to tht general vicinity of the great-circle plane but would, under 
conditions of ionospheric dUturbances, even of moderate intensity, involve 
paths south of the great circle. At times, wide southerly deviations up to 
7S* were foutd from 5 to !5 Mc. Simuitaneous deviations of about 30' were 
found at time n on 9, ?, and S Mc. 

Figure iO-tO(a) shows the broadside array used for the formation of the 
horlaontally iteerable beams. The asymmetry which results due to the mu- 
tual coupling of adjacent antennas not existing at the end elements is par- 
tially compentatsd for by the use of dummy elements at ench end. 

Figure 10-10(6) is a schematic of the MUSA receiving apparatus; the 
output of caih antenna is combined linearly 4t 1-f. If further reduction of 
minor lobes vei-e required, the combination of the outputs could be weighted 
ia favor of th - middle elements to approximate a binomial distribution. 

The cage broadside MUSA was designed to have high directivity consis- 
tent with a finf(le-lobed response. The highest frequency for which single- 
lobed responie is required determines the spacing of adjacent elements 
which must '« A/2 at /,„«,. Figure 10-41 shows the calculated patterns at 
10 Mc (/an. and 5 Mc {jm»%/2). The back lobes can be reduced if neces- 
sary by usinj unidirectional configuration« for each antenna element. 

It back ndiation from each element is suppressed and the number of 
active elemetis is increased to eight, the patterns of Figures 10-42(a) and 
42(6) can b« obtained. These patterns were calculated for a synthetic array 
in which the phase »t each antenna is recorded with respect to a reference 
antenna, and a computer used to synthesise, after the reception, th« optimum 
pattern (Refirences 16 and 17). 

> 

10.3.16   Circular Arrays 
The use oi DF arrays having narrow beams has a number of advantage. 

In the hf rar ge. multipath signals can sometimes be resolved end a more ac- 
curate bearii % obtained. In addition, the usual advantages of a large aper- 
ture array in giving good bearings under poor site conditions prevail. Whether 
a large »pert are using doppler or a sharp beam Is best depends on the dis- 
tribution In ulmuth of the reflecting objects, and on whether the total re- 
flected energy comes from a few large objects or many smull ones. 

Returning so the wide-aperture narrow-beam type: the number of elements 

/ 
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(d) 

(B) 
Fio. 10-40      (a)   Brotdiide srrsy  used in U.s MUSA tyitm (or horiion ulmuthmi 

selectivity. (6) Schtnwtlc of MUSA receiving «pparatui. 
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Fio. 10-41.   Koriiont»! pl«.i» dirMlional patterni at etgt broidiWt MU8A, Th« ituet 
lobt u • fowlt of UM omnlHtnctloMl uimuth p«ti«m for «ch etft titamt. ^ b tbi 

fuoduunul vcrtablo pbu« ibtf'. fa of Figur« 10-40(8/. 

In the MUSA can be extended and ai-raeftd in ft circle in the event that a 
full 360' coverage ia required. Ihii ia what the Germans did during World 
War II ün developing the Wullenweber. 

Inatead of using lumped phsae-ihifting networks operating at M, the Wul- 
lenweber, at mme sacrifice In sensitivity, used a goniometer with delay lines 
connected to about one-third of the elements, contiguously selected. The 
delay iinea were adjusted to bring into phase the outputs of these adjacent 
antennas. The goniometer progressively selected. In a rotating fashion, each 
group of antennas. Figure iO-43(o) shows the basic principle of the Wul- 
lenwebtir. Figure 10-43(6) shows a 120-element array with a diameter of 
1000 feet instaHfd on the facilities of the Univershy of Illinois near Urbana, 
Illinois. 

With the Wullenweber, only a portion of the total aperture Is used at any 
one time, usually approximately one-third of the elements. If more than one- 
third of the elements are used, the goniometer becomes complex, the longest 
deluy lines become bulky and lossy, and the performance is not appreciably 
impru- ad. 

The goniometer and delay-line configuration present some serious design 
problems. Each antenna feeds the receiver through a transmission line which 
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Fit). 10-42.   Plot! of receiver voitHS «I. phftij »hlft lor lythenlied clghi-eltmont Mctlon, 
H—ti a — 144'; $ = 45*. 
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Fn, 10-43. (a)  Bsiic prindpto of Wulhnwctor, (6) Wutltnwelxr hf «rny with 120 
tkmmU ioctttd on the Unlv«riUy of üünols inicnn* teit lit«, 

introduce« the required delay. Th-.. .mpedanc:« whirh each antenna present! 
to the receiver junction is a function of the line length and the frequency 
being received. In order to prevent changes in impedance with frequency at 
the receiver input, each antenna is generally lightly coupled to its delay line, 
thus reducing the sensitivüty of the system. If isolation amplifier» are pro- 
vided at each antenna, then such ampliflers must maintain a constant or 
calibrated phase characteristic to an extreme accuracy over the frequency 
range. 
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The proper design of icolation smpliflert at eich antennti would moreover 
permit the ilmultaneous uee of the «my for more than one tignal, or the 
continuous monitoring of use signal source while other aalmuthi are being 
examined for new signali. 

Inatmmental nccursdes of better than $4* can he obtained with SO-A 
apertures above 100 Mc. 

At hf, the limit in accuracy will generally be due to propagation phenom- 
ena. At ranges from 0 to 20,000 km, substantial deviations from the great- 
circle routes have beers experienced (References IS, 19, and 20). It has 
been suggested (Reference 21) that this effect is a lateral deviation produced 
by tilts in As icnoephsre caused by diffraction processes in the Pi layer. 
The tilting of the reflecting Isyer is (niu/Bdcnt to produce the steabie devia- 
tions. These phenomena are illustrated in Figures 10-44(«), (6), and (c). 
Figure 10-44(a) shows the end-on view of the prism effect in the refracting 
layer, producing a lateral deviation to the left. Figure 10-44(6) shows the 

vw*v\\\xv>       .v 
(«) <*> (O 

FM. 10-44,   (•) Th« tnd-on view of the prim «fftct in th» rtfrar«iac kytr, !*•) Th» 
tide view of th« nfnctloB phtnoiMnen In tbt ^-Uytr with rtflceUgn from Uw ^g- 

Uyer. (c) Th« tymmtirtesl rtirictlon {ram • unifon» ^,-l«y«r. 

side view of the refraction phenomenon in the F, with reflection from the Ft 
layer. Figure 10-44(0 shows the symmetrical refraction from a uniform Ft 
layer. 

These effects are slow variations due to gradual changes in ionosphere con- 
figurations averaged over y, to 1 hour. There are, of course, the rapid fluc- 
tuations due to interference effects of multlpath propagation. Figure 10-45 
shows the results of tests with a wide-aperture interferometer on hf Iono- 
sphere-reflected signals (Reference 22). 

Tlte queNtion if »till to be resolved whether a wide-aperture syttem of N 
elements located in one area is capable, at hf, of yielding better accuracies 
on distant signals than that number of elements arranged in a number of 
Adcocks with space diversity. 
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Fto. 10-41.   Htotoinmn of bMrtni (J«vliiioni fron UM IDMB for e»ch hour of UM monthi 
ibowa. At ÜM top 1» given ih« »Ution, frvqumcy ir kllocyclei, loc»tlon, »r.d rnonlh. 

If ihe proptptlun it by lonotphfre reflection and if the disturbtncea in 
the phue front of the electronuKnetlc field due to a plurality of reflecting 
areai are grouped closely together, then these phase-front disturbances 
change very slowly with distance in the vicinity of the receiver. 

For example, if two images of the transmitter—one as a result of the 
f i-layer and the other as a result of the /VUyer but refracted by the Fr 
laycr—are considered, these rays may at a time and at a distance of 2000 
km be separated by S'. Under these conditions the phase front at the receiver 
would be distorted by cyclical phase changes at distances of 

a ssi A/sln S* 

For example, If A ss 30 meters, the quantity t is 

t = 3Om/0.O87 = 345 meters 

Attempts to average out the disturbance would require an aperture several 
times a, depending on the residue error to be tolerated, or an aperture of 
over 1000 meters at A = 30 meters. 

If the reflecting or refracting objects are remote and close together, then 
a wide-aperture system would be Impractically large. If, on the other hand, 
local reflecting objects or a poor ground plane Is encountered and, In particu- 
lar, if the asimuth of these reflecting objects is substantially different from 
that of the desired signals, then medium- and large-aperture systems will 
substantially reduce the error. 
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The design of a «Idt-apertur« lystesi thouls Cake into account the general 
direction in which th« ilgaab are expected to arrive and the lecation» of 
varioua unavoidable reflecting objactt. Accurate data art required (Referen- 

If the reflecting or refracting objects are remote and does together, then 
cet 23 and 24) on ionoephcre «tatimici for daily and ccaaonal periods and 
under conditions of unusual magnetic and solar activity. 

10.3.17 Doppler Dtreetion-Findlng Systems 
The wide-aperture DF system using doppler techniques is considered 

under sequential phase-measurement system» (Section 10-4). 

10.8.18 MulÜlotw and Interferometer Typ««a 
In airborne applications for high-speed aircraft, at frequencies below 

200 Mc, it is difficult to design DF systems with reasonable accuracies 
(±5* )and not introduce excessive aerodynamic drag. If two widely sepa- 
rated antennas are used to create a multilobe structure, the bearing of a sig- 
nal can be obtained by observing UM u^nal variauoni as the aircraft moves 
through the signal. This system it icmedmes called the two-aerial Inter- 
ferometer. This technique is used M tlw ASQ-18 airborne reconnaissance 
system operating from 70 to 1000 Mc. 

In this nystnm, the anienr,a element« are spaced at a distance d, which is 
usefully J to 10 A. It can be shown that the resulting interference pattern will 
contain rails which occur at azimuth angles given by (see Figures 10-46 and 
10-47): 

ßn = sin"1 (H\/d) 

where ßn = null angle 
N = 0, 1, 2, 3, etc. 
A = wavelength 
d = distance between elements 

Fia, 10-46. Ctlculatlon of emitter locstiun, 

8, = tan 

tin (a, — B) 

.—.—y.x , tan $ 

'« =• sin $ X, 

im 
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The tngle between »uccewive »«Hi Is 

e=z{ßn+l} /991s: «iB''   1 •,   '- •Sn« MA 

if the «nienu spacing is largo compared to one wavelength, 

Utilising the known position of nulls In the aiimuthit! Interference pattern 
of two or fotu' antenna« and correlatiss this with the navigation data and 
intercepted signal strength for a given emitter, it becomes possible to deter- 
mine the direction of the emitter when it has gone through three successive 
nulls. If the location of the emitter is apprssdmately known beforehand, 
titan a directional cut can be obtained from one or two null recordings. 

In practice UM interference pattern generated by two elements will be 
modified by the individual radiation patterns of ths dements. However, as 
ioug as these are essentially omnidirectional is regions of interest, and ns 
long as unwanted nulls an minimised, the interferometer will yield much 
useful information. 

This method mak. • no pre- 
judgments of the antenna pat- 
tern of the emitter whose 
direction is sought, but requires 
only that the Inteiferometer be 
moved in a reasonably straight 
line and that it be Illuminated 
often enough to trace out the 
null modulation which it has 
established by Its own construc- 
tion. 

10.3.19 Uns Typ«» 
While various types of lenses 

can be used to obtain a shaped 
beam, the Luneberg lens Is the 
only one which has an impor- 
tant use in microwave direction 
finding. 

R. K, Luneberg suggested 
(Reference 25) a nonhomoge- 
neous lens for providing a 360* 
scan by moving only the pri- 

Fio. 10-47, AnUnm-ndlaUon-pattsrn null» 
M *  function  o(  frequency  for  win|-tip 

tntennsi on an RB-47E aircraft. 

ß 
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nary feed. Such « I«ns must be rediaiiy lymmetriul. The refractive index 
muat then vary with the „adisl dietence from the center to the circumference. 

The desifB of the lens (Figure 10-48) and! the choice of the refractive 
indes must be auch that « plaüe 
phaie front impingent on the lens 
circumference will focus the wave at 
a point F, which is the far end of a 
diameter perpendicular to the phase 
front. 

To fulfill this condition, the in- 
tegral of the refractive index times 
the element ds must be the same for 
all paths from the aperture AB (see 
Figure 10-48) to the feed F. 

By providing a mutiplidty of probes 
or feeds which consist of dlpoles 
arranged at an angle of 45' to the 
plane of the lens, the system can be 
made to operate instantaneously. The 
dlpoles are arranged at 45* so u to 

r». 10-4«. R»y path» and plwM (ronti in 
LuMbsrc tent. 

be "transparent" for the wave impingent at that portion of the circumference. 
Figure 10-49 shows a spheric«] Luneberg lens similar to that used on the 

Flo. 10-49.   Spheric»! Luneberg leni slmiter to that UNd on AN/OLD-1. 

S 
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AW/DLD-I microwave reconiMtlMance Mt, which is «n airborne dquipmeat 
optrititig in the frequency range 1000-40,000 Mc. Three Lunsberg ienaes 
are ueed to cover the image JOOO-9500 MC, while *n array oi horn« cover« 
the nsse 9iC0-4ö,CCC Mc. 

The Luoeberf Jen« u used In the AN/DLD-! equipment hu fifteen out- 
puts each connected to a video receiver, Its deilgn is such as to (Attain a 
bsaring on a short-duration radar signal sin« it operates on an instantaneous 
comparison of adjacent sector« rather than mi a sequential exploration or 
scanning process. The AN/OLD-1 Is therefore dasslfled as an Instantaneous 
type and will be dtwribcd in Section 10.6. 

10.4 8oq«onÜal Phnee Mw——i Typoa 
The direction of arrival of a signal can be determined by moving an 

antenna from point to point in a horisontal {Jane and noting the phase 
change that results. A phase change of 3w radians per second is equivalent 
to a doppler frequency shift of 1 cycle. The field may be probed either by 
moving an antenna mechanically, or by having a fixed deploymes: of an- 
tennas and switching sequentially from one to the other. 

Figure 10-50 shows the conditions for the mechanical movement ci a 
probe in a circle about a vertical asla O. 

Fw. 10-50.   S*qa«nll»l pbaM-BMMumMnt (doppter) «Unction Imfcr 

Let the field picked up by an antenna element in a stationary condition be 

e = £» «in w( = 2w}„ 

where }, = frequency oi rf signal. 
When the antenna element is rotated by an angle 8, this voltage i« subject 

to a phase «hift {2w/K)r cm 9 from the origin and becomes 
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« = /?a tin j ul 
( 

7w 
fcati 

) 
(SO-9) 

But if tf it rotated it ■ uniform rate «i» «nd » = ««<, then 

= £P sin / 
2» 

f *;</» •(«< (10-!0) 

If the routing aatenna output U applied to a linear diKrimloator or 
phase detector so that the output 

where K It dependent on the circuit constant*, then 

de„/(fc as 0 

when 9 ~ 0', 180*, 360*, etc. 
Therefore, the direction of arrival can be determined by observing when 

the doppier shift is either sero (when the antenna ia moving tangential to the 
equiphaiM ISnes) or when the doppier shift is a maximum (when the antenna 
is moving in ths direction to or from the signal source). 

In the case of continuous sampling of the output with a sinusoidal phase 
detector, one has 

Do 3= sin (--- r cos »t« j = sin {R coe mit) 

where the quantity R ■=. (2v/A)r is half the aperture in electrical radians. 
The phase-detector output yields a serin of odd harmonics, since, using a 
new reference time, 

Da = sin (Äiiin uit) 
— 2 [ /,(«) sin «...# + J»(R) »in imtt + MR) sin S«,< + ... 

+ /«.,+ ,(«) S«" (2M4.1)W1< + ... J 

Analysis of this is found In Reference 26. Analyses of other cases for the 
sequential examination of the output of a »uiriber of antennas arranged on 
the circumference of a circle are found in References 27, 28, 29, and 30. 

When the sampling of the phase Is by a step-by-step examination of the 
output of a series of antennas, the samplings may be considered as a square- 
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wave phase modulaUon of the itgi»!; this proca« produces a number of 
sidebfeadi, the spectrum being related to the geometry of the Munpling. 

Tc- ivold dlätörtlöüi dt» to the ptüüw-dctcciur chftiSCtiHiitic, it has been 
propoaed io imaptm* UM putat ciutniM by uMiüf üä« viSiimx» in posse 
•mong severe] «ntennu (Reference 26). 

A doppler system using a rotating sampling antenna moved over the 
circumference of a circle of many wavelengths will encounter a number of 
phase-front distortions. The distance between the phase perturbations is 
determined by the angle between the direct signal and the reflecting object, 
and the magnitude of the reflection. 

As the field is explored, the apparent equlphase front will move back and 
forth through the true phase front. An averaging process will tend toward 
an ?rror which *pproachae tare as the eaplorlng path is made larger and 
larger. The residual error f« can be shown to be approximately 

9M = tan'1 

where     D = diameter of sampling circle in meters 
k m wavelength of signal in meters 

Sß as field due to reflecting object 
BB — field due to direct signal 

There are a number of direction finders available here and abroad utilis- 
ing the doppler principle. The principls of operation is simply to sequen- 
tially switch from element to element of the array and, after extracting the 
doppler modulation thus Introduced, to compare this with a reference voltage 
synchronised with the antenna commutatlng rate. The phase of the doppler 
deviation with reapect to the reference voltage indicates the direction of 
arrival. 

The various systems differ chiefly in the use of a mechanical or electronic 
commutation, frequency range covered, and the type of indication. 

The antenna arrays generally have from 12 to 30 dipoles less than A/2 
apart and spaced equally around the circumference of a circle. Figure 10-51 
shows an antenna array of 30 dipoles operating in the uhf range. 

Figure 10-52 shows a block diagram of a system using electronic commuta- 
tion. This equipment uses a dual-channel, double-superheterodyne receiver 
with a common oscillator. One receiver section amplifies the sequentially 
switched DF antenna signal, while the other amplifies the auxiliary- or 
reference-antenna output. The second i-f outputs of the two channels are 
applied to a phase-comparison circuit, which extracts the bearing information 
and provides an Input for the bearing display and Indicator unit. 
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Fro. 10-53.   Dcppi»r direction findet with 18 «ntenm» oporatlni In the vhf bond uiiag 
diodei (or commutation. 



-» 

DIRECTION FINDING 10-6! 

—m 

Hi« phase-cnraparison circuii oemoduiite» in« DF phtw-modwitied tignai 
by eompsHng it wiih Üss rtfersaci liigusi irc;-.-. Us« stativSiry «usillsiy »a- 
iennt. The low^rcquency smplitude waveform ihm produced ia compared 
with e reference wavtform of the time frequency fn the bearing reaolver unit. 
The reference low-frequeacy wave ii derived from the antenna switching 
dreuita. 

The voltage output of the bearing reedver Is proportlonaS to the sine and 
cosine compo.^enu of the bearing angle. Th^e vottagea are applied to a 
bearing diaplay amplifier, where they are used to produce a strobe wave- 
form for the CRT indicator 

Various antenna-switching arrangements are In use. Gaseous diodes, fired 
by a conmutatiag pulse, cemiconductor diodes, vacuum-tube gates, or 
mschanical conductive or capadtlve switches may be used to sequentially 
scan the various antenna elements. 

The scanning process may sequentially scan each antenna around the 
circumference or may be a comparison of the phase at threo or four adjacent 
antenna sectors; see the mechanical capecitive sampling procedure of Figure 
10-53. In this scheme the sequem» in sampling the antennas is as followi: 
l,a,3,4...4,3, ...4, S,6,.... 

This sequence produces an oscilla- 
tory scanning and results in a fre- 
quency deviation dependent on the 
direction of arrival of the signal, Thit 
deviation is greatest when the sampling 
sequence is at right angles to the 
equlphase contours, and sero when it 
is along a line of equal phase. 

10.4.1 PIMM Compmriaon Types 
During the early part of World War Fl0' l0-H- Cspedtk* commuting <j.vice 

II a series cf phase-comparison syn- u,iB» "PU«rim■, ** Mmüm M",UM,e, 

terns were developed lor the Navy which had dtsignations of CXGL (300- 
1000 Mc), SRD-9 (225-400 Mc), and DBO (90-400 Mc). These equipments 
utilised four antenna sectors, each of which covered a quadrant. A block 
diagram of a phase-comparison sector type is shown in Figure 1034. The 
sectors could be located independently of each other in poeitions beet »uited 
for covering the assigned asimuth sector. 

The information from the four sectors was fed sequentially, by means of 
a synchronously rotating capacitive commutator, to a receiver and indicator. 
Each of the four antenna assemblies consisted of a set of two identical an- 
tenna elements mounted in a cavity. A broadband antenna assembly for the 
CXGL in the frequency range 300-1000 Mc is shown In Figure 10-55. A 

nmu 
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Fio, tO-S4.   SRD-9 phMt-coiaptrtocn !out-«ctor dircctloB ftmitr for S25-400-Mc r»ni* 
D = dummy »nUr.n»; A = «ctiv« »ntennt, 

purikion ww pluced between the two receiving elcmenU, tnd the arrty was 
covered with a rtdome to form a nearly (lush antenna. In back of the *wo 
antenna elements were mounted two balance boxes for converting the antenna 
outputs from a balanced to an unbalanced line. 

The goniometer was a slotted transmission line type which inserted a 
differential phase shift in the individual anterna outputs, as shown in Figure 
10-12. The goniometer is described in greater detail in Section 10-7. 

Figure 10-56 shows a schematic of one of the goniometer arid antenna- 
array combinations. The two antennas of the array are se[varated by • dis- 
tance 2d, and ■ signal originating at sonv> distant point /; is shown arriving 
at an angle 9 measured from the normal to the plane of the antennas. 
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Fw   10-S5.   Antcnnt «rny  CXOL,  300-1000  Mc.  Pnite-ccrop«rlfon  dinctlon  ftndtr. 

Since the distance to the tnuumitter P it very Urge compared to 2d, then 
AP tudCP Mt eeeentUlly parallel and antenna %l U 2d sin 9 farther from 
point P than is antenna %2. The field at antenna |1 is therefore retarded 
from that at antenna |2 by [2^(360')/A] tin 9 electric*! degrees. With 
reference to the midpoint B, it is sees that the field A", at antenna |1 and the 
field Et at antenna |2 is given by 

B, m Ee+"" sin 0 

El = Ee~"'»ln9 

where £ Is a constant depending on the field strength and the antenna char- 
acteristics. 

A comparison of the relative phase between Vi and Va can be used to 
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rui. iO-Si.   OonlonwUr  tnd  »nlenn«   array,  •   =   ditpUiMmtnt  of  valtinttw   from 
«nUr. in tlecirkul dtirat« id s. tnunnc iptclng, in nstin. d' = d(i60/A) = tn- 

Unuw ip«e!ng, in electric»! dfgres«. 

determine the direction of arrival 9. 
It there ii mutual coupling between the two antennae, then 

Vi = l _ Mi  (•-•* iln 9 + He**' tin S) 

and 

KB= r- j-^—y (c +"' ein 9 + Mr-**' ein 9) 

where Afi» » complex quantity representing the coefficient of mutual coup- 
ling between the antennae. This quantity M must be reduced to a »mall 
quantity or made Independent of 9 in order to prevent error from this cause. 

The baffles inserted In the antenna array (Figure 10-55) were used to 
reduce the mutual coupling between antennas. 

Figure 10-57 shows an antenna sector for the SRD-9 mounted on the 
U.S.S. Lcyte. This equipment is a phase-comparlwm system for the 225-400- 



DIRECnON FINDING 10-65 

MM 

I 
■ 

f». 1057.   An tntnw Meter of UM SRD-9 phua-eois^iriMa dittetlon AmUn op«r- 
»t!ng is UM fnsquency magt J2J-400 Mc, Th« two oulilda tnunnut »re dummlot uitd 

to rtdu« th« error from mutiwl coupling botwttc inUniw «lementi. 

Mc r«oge. The anteKna elements are «hort broadband terminated V'l which 
with thel? images in the ground plane form four miniature vertical rhombics. 
In this OM, the manual coupling is not reduced but made substantially 
independent of 0 by the use of the two outside antennas which are dummies 
and not connected to the system (Reference 31). 

10.4.2 Int«rforonwt«re 
It is pointed out in Section 10.1 that all method« of direction finding 

utilise the phase of the field vectors. Some Systems encode the phase of the 
field vectors by transforming the phase relations ai two cr more points into 
amplitude functions of the direction of arrival. Other methods compare the 
phase, by means of some Instrumentation external to the antenna, of two 
or more points in space either r>imultaneously or sequentially. 

Depending on the encoding process used in the collectors, some systems 
designated as interferometers are more properly classified as amplitude com- 
parison methods, The Wuilenweber and MUSA systems, while displaylns 
sharp directivity patterns, are strictly phase-comparison systems. 

The latter wide-aperture types were included for convenience in Section 
10.3. 
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There are a number of dlrcctlon-ftedlBg tedbalqu« which «re c*Ued tater- 
feroweter or difffaction-gratifig matiod». Th« CXOL, a taquenüal phes« 
compartaon DF (Figure 10-56), may be regarded ae a diffraetlon-gratlng type 
with each antenna being a secondary source so that the position of the first- 
order spectrum determines the direction of arrival. If the spacing 2d between 
saccadary sources antenna $1 and antenaa |2 is of the order of US elec- 
trical degrees or Sees for the highest frequency being received, then, for ap- 
proximately » quadrant, only one null in the Interference pattern will be 
encountered. 

The two-entenna interferometer is by dasti&f jUon a sequential amplitude 
method and has been described in Section 10 3 in connection with reconnais- 
sance set ASQ-18. In this method a multilobe pattern is generated by 
combining the outputs of two antennas separated by many wavelengths. 
Each antenna has enough directivity so that »djacent lobes on the multilobe 
pattern have noticeably different amplitudes and, as a source sweepe through 
the multilobe pattern, s-nbigulties can be resolved by identifying the iobo 
producing the maximum signal. 

Various methods of shifting or rotat'rj the lobes by the use of piw 
shifters for large base-line Interferometers have been devised. These nwthods 
are directed toward separating discrete sources of signal from distributed 
sources, a problem often encountered in radio astronomy. This, in direction- 
finding practice, is equivalent, to separating a signal from extraneous signals 
in a site where there are no large reflecting objects but rather a large number 
of small reflectors. Artifices luch as phase switching, and rotating-iobe inter- 
ferometer techniques are directed toward using more thoroughly the informa- 
tion concerning the field vectors available at the antennas. These methods 
are discussed under error-reducing techniques, in Section 10.9. 

Postdetection correlation used in interferometer techniques is discussed 
under time-difference methods (Section 10.5) since they involve the measure- 
ment of the relative phases of components within the acceptance band. This 
is equivalent to determining suitable reference points on the envelope of the 
detected signal. 

10.5 Tlme-DUference Scanning Methods 
The phase-comparison systems described In Section 10.4 depend on the 

measurement uf the rf phase of a signal /' at antenna |1 as compared with 
the phase of the same signal at an antenna $2 close by (Figure 10-56). If the 
spacing of the antennas 2d exceeds A/2, then an ambiguity will be encoun- 
tered, since the same phase relation will exist for more than one angle of 
arrival. While larger spacings can be used, a method of resolving the am- 
biguities must be provided. In the Consol system of navigation (the Sonne 
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ay Hem uMd by the Gernawu In World War II) the »mblgulty U resolved by 
■n «uxiiiary icw-sccuracy direction finder (Reference 32). 

When the •«nicture of the signs: is conirolltble, u in the csaa of nnviga- 
tbnel aignala from a beacon or renge, the reioiinlon it rilative'y simple. For 
the case of an unmoduUted signal whose aaimuth is required from a direc- 
tion-finder station, the phase of the signal repeat» itself every cycle, so that, 
as indicated above, for large spacing of the antennas it is not known whet her 
the values of phase being compared pertain to the same or to different cycles. 
In order to avoid ambiguities the measurements should be confined to the 
same cycle. A cycle of convenient duration may be obtained by providing a 
signal of frequency /« adjacent to h and utilising the modulation component 
of frequency /; — /«. In this caM the signal consists of twe rf components 
and its phau reference is obtained at the beginning of each (ft — ft) cycle. 
Such reference is then taken at the instant at which both signals cross the 
time axis simultaneously. The ambiguities which exist for large antenna 
spacing« can then be resolved since the total number of -yde» between two 
successive simultaneo'-i aero crossings is known and the phase-comparison 
measurement can be determined. 

In an amplitude-modulated signal the phase of the sidebands with regard 
to a carrier produces an envelope change. For a pulsed signal, the relative 
phases of the rf components produce the amplitvie changes. Therefore, a 
means is available for resolving the phase ambiguitiei inherent in a phase 
comparison system with wide antenna spacing. The ability to establish a 
reference from the envelope is determined by the bandwidth of the trans- 
mission, the tignal-to-nolse ratio, and the smearing of the envelop« caused by 
propagation scintillation effects. The usual signal has a ratio of 2 AB//, less 
than or equal to 0.1, where /, is the spectra! density point of maximum 
power and AB Is the bandwidth measured from /* to either half-power 
point. Thus, if the highest (/M) and the lowest (/i.) frequency components 
in the transmission can be Altered out and their relative phases measured by 
the deteriiinatioa of the common sero crossing points, a pbasa reference can 
be obtained Avety 1/2 AB seconds or (150 X 10*)/AB meter« 

Hie stability of the transmitter, the characteristics of the propagation 
path, and the duration of the signal determine the amount of filtering that 
can be applied to the separation of /« and /;,. The filtering will, in turn, 
determine, In the presence of noise, the probability of resolving the sero 
crossing to a given accuracy (References 33, 34). Since the filtering of defi- 
nite portions of the transmission is generally imprscticsl, it ia customary tu 
detect and cstsblish the signal envelope at each of two locations and deter- 
mine the corresponding difference in time of arrival from an examination of 
the two envelopes. 

I 

i 
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Thi« process, which uses two receiving stat'on» with wids ieparstian» to 
determine the line on which the trantraitter ia located, !» the reverte of the 
loren system of ntvigttion in which two syncbronlised end known transmlt- 
ten and t single receiver ere used to determine the locus of the receiving 
point. The DF technique is consequently often referred to u the inverse 
loren system. 

If thd distance between receiving points ia small and about 0.01 or less of 
the tüatance to the transmlttei, »he geometry will be as ahown in Figure 
KMO. 

The inverse loran methods can be classified into two categories depending 
on whether the system is a »m.uentis!, that is, a scanning, method, or an 
instantaneous, absolute method. The first of these will be discussed here; the 
instantaneous type wül be covered in Section 10.6. 

A system of direction finding based on 
a sequential examination of delay to de- 
termine the dlSsrsnce in time of srriva! 
of a signal at two spaced antenna arrays 
is shown in Figure 10-58, 

Two antenna arrays are separated by 
an approximate distance | 1 

^%1 

1 

1 

IHtHf, 

] 

d m V/&B 

where Ai* i» postdetection ft'ter band- 
width and v is the velocity of light. 

Each antenna is connected to a receiver 
tuned to the desired signal. After detec- 
tion and filtering, the output of one filter 
/•'( is delayed by an adjustable amount 
and fed into a correlator. The output of 
each Alter is fed into the other input of 
the correlator. The output of each fitter 
is aUo rectified end filtered to obtain the 
rms values Vi and Va, respectively. These 
rms values are multiplied together and 
the result is utilised to normalise the cor- 
relator output. The quantity 

no. lo-ss.   Poiufctector eorretator dl- '* c"llcd ,he normalised correlation co- 
rcctlon finder. cfnclenl. 
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The deity r is now adjusted until X is a «mximuin. Ulis delay i-a.« It 
Us* latency in time of arrival of the signal at on« antenna with respect to 
the other. 

The correlator is described more fully under instrumentation in Section 
10.7. 

A second DF techdique used on wideband signals such as radar pulses 
is shown in Figure 10-39. Antenna» |1 and ft are each connected to a crys- 

tal detector followed by a video ampli- 
Aer. The output of each crystal video 
receiver is connected to a delay line. 
The vertical plates of a cathode-ray 
oscilloscope are connected to a »witch 
which selects various taps on a delay 
line, and the horisontal plates of the 
oscilloscope are connected to select the 
taps on the other delay line. These con- 
nections are sequential »o as to In 
crease the delay for the signal from 
one antenna as the delay for the signal 
from the other is decreased. The tap» 
selected yield the cloaest in-phase con- 
figuration for the Lisaajous figure on 
the oscilloscope face. 

Figure 10-60 »how» »ome figures ob- 
tained with thi» technique. 

10.6 Inttantansoaa Typ«« 
In order to obtain a bearing on a 

signal which I» of short duration it is 
desirable to use DF techniques which 
will yield a bearing in the same time 
interval required for the detection of 
the signal. 

no. 10-39.   CryiUl-vldeo InvMM loran Ul- 
rtctlon-Andlnc Uchnlquc. 

Direction finders which accomplish this are called instantaneous types. 
Rapid-scanning techniques are not included in this category since such 
techniques renult in a wider bandwidth requirement and therefore in a dete- 
rioration of si|nal-to-noise ratio. 

10.6.1 Inatantaneoua Comparlaon of Amplitude 
The insMntaneoua comparison of the amplitude of a signal from the two 

pairs of antennas forming an Adcock array may be used to determine the 
direction of arrival. The output from each Adcock pair is fed to separate re- 
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Fio, t0-60.   LiiMjoui fliursi U>x d«Uy UM, tnvuM tonn lytle«;  lOO-Joot bsse UM 
tg*tiut X-tead ndar, 

crtiven, The output of one receiver U «pplled to one tet of defiection plates 
of • cathode-ny-tubc Indicator end the output of the other receiver to the 
other set of deflection plates. The slope of the Sn-phait Llmjoiu figure 
indicate» the direction of arrival of the signal. 

Quadrant identiAcation must be obtained from a measurement of the 
relative rf phases of the antenna outputs or from a separate "sense" antenna. 
Often B third receiver is used for this purpose, the output of which is com- 
bined with the output of the two main-channel receivers at l-f. 

Since in systems of this type the amplitude comparison is on an instant- 
to-instant basis, any distortions of waveform due to phase shift in the rf 
or video circuits will produce an error. An asymmetrical amplification ot side- 
bands will also result in a bearing error. 

The design of balanced receivers provides for stage-by-stage equalisation 
with ganged controls and paralleled trimming auxiliaries. Frequent cali- 
bration is necessary since it is difficult to maintain equal receiver performance 
over cyclical temperature and humidity changes. Vibration being considered 
as an unreasonable complication, equipments with such balanced receivers 
are not designed for mobile use. 
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A DF fyitfem la whlds UMT« IS a coiapartaa of UM ligBala received 
siinultÄneowsIy by two or sore utteniM «rrsyi baviag subataotially ortbo- 
gon»l directive pattenu msy be cluaifled M in initanttaeotu antpHtude- 
cotnptriAon type. 

Sucb s aystem with cftrefuUy bskoced receivers wsa uwd by Watsoa- 
Watt and Herd (Referea«« iS) for ah«i|fn!nf \pttB.n*sseons beeriegt oa sice 
tixmnagnetlc rsdio eouree« of atmotpheric origin. 

A ayitem using a fowr-element Adcock array Is ahown ia Figure i0-6i. 

■■ wr 

im > IM« 

Fn. 10-61.   Directlon-llnding lyitum uiini ■ (our-«ltment Adcock trny. In UM «nttnna 
pol»r ptturn, $ = the aagla betwsan ilw uimuth of dirtetlon o( arrival and a llnv 

perptndleular lo (Ko lint jointni the two antennas. 

Each of the oppoiite pain of the elevated H array U connected to a receiver, 
the N-S pair being connected to receiver $1 and the E-W pair to receiver |3. 
The receivers must have a gain fur weak sign&U of about 160 db, and must 
maintain this equality of gain for various signal levels and at all frequencies 
within the tuning range. 

An instantaneous type of DF equipment using crossed loops is shown in 
Figure 10-62. This equipment, designated as the AN/TRD-V, covers the 
60-JOO-Mc range and was intended primarily for the location of Jammers 
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Fm, 10-6J.   Dlreeilon-findlng uiitng croiMd ioopi. 

iterating againit radlo-fuiet! weapons. The frequency range is covered in 
two band», 60-130 Mc, end 150-300 Mc. A central aenae antenna provides 
a signal which, when amplified and combined at i-f with either of the two 
similarly amplified outputs of the loops, produces a cardloid pattern. The 
quadrant in which the signal originated can thus be identified. 

The military did not uw many of these equipments because of the un- 
usually high skill required by field personnel to keep them in operating 
condition. Typical field tests showed that elaborate aligning procedures had 
to be repeated at intervals of less than one hour in order to obtain useful 
performance. 

An alternative method of amplifying the signals from the orthogonal-pat- 
tern antenna arrays is to identify each signal by a characteristic modulation 
and then employ a common receiver for all channels. This method is com- 
roonly called the single-receiver system. 

The single-receiver system is particularly applicable to the usual ampli- 
tude-modulated communication-type signal». Although the single-receiver 
system will, in general, be more susceptible to error when more than one 
signal is being received at one time, its stability and reliability more than 
make up for this deficiency. 

Deliberate Jamming, however, may cause considerable diffculty with the 
single-receiver system, and the instantaneous feature of the system may not 
be worth the loss of a certain amount of immunity to Jamming. 
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The method of identifying the lignal which is fad from «ftch of the two 
Adcock pain nuiy be «ccomplithed in a variety of way». 

In one system (Reference 36) fach of the tigiuU from the Adcock pain i» 
modufeted by a separate audio-frequency while the center or omnidirectional 
antenna is modulated by a third audio-frequency. After ampliilcition and 
detection, the three audio component» are separated by three filters. The 
audio-frequencies which were used to modulate the directional elements are 
translated to the same frequency as the third or omnidirectional modulating 
signal. 

lite two directionai components may be used, by arranging them in time 
quadrature, in generating a propeller pattern on an oscilloscope screen. The 
component from the omnidirectional antenna may be added, with a phase 
adjustment, to the quadrature voltages to produce an asymmetry and resolve 
the 180* ambiguity. 

A version of the single receiver system using two audio modulating fre- 
quencies has been used to Improve the indication by making UM rectified 
carrier level substantially independent of asimuth. In this modifed system 
(Reference 37) the output of each directional pair is modulated by a dif- 
ferent audio-frequency by means of a balanced modulator. The carrier is 
suppressed by the modulators and restored after ampliflcatioa by the addition 
of the signal, proptriy phased, from the omnidirectional center element. 

The outpui of the receiver consists of two audio-frequency components 
whose relative amplitude is a function of the bearing of the signal. 

A further modification of the two-tone system led to the use of sin« and 
cosine components of a singta audio tone. The phase of the audio tone, after 
amplification, demodulation, and filtering, is then a measure of the direction 
of arrival of the signal. The bearing is obtained by comparing the phase of 
the filter outpu» with the modulating audio-oscillator, after suitable calibra- 
tion. The system is similar to the instrumentation proposed and used in the 
quadrature-field goniometer (References 38, 39). 

Although the use of the orthogonal functions of a single frequency is more 
economical of channel capacity, nevertheless, if phase shifts are encountered 
in the receiver, producing a phase change in the modulation frequency, an 
error equal to that phase change is encountered for all directions of arrival. 
The use of two frequencies, on the other hand, produces an error of quad- 
rantal lorm which is sero for the four quadrature directions and of the form 

#M = (cos 2$){I — cos a) 

where a is the modulation envelope phas* shift, and 0 is the true bearing of 
the signal. 

A single receiver, selective modulation, instantaneous Adcock DF sys- 
tem is shown In  block diagram furrn in   Figure  10-63. The output of 
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Fio. 10-6i.   IntUnUiMoui Adcock DF iyiUn   using • littgk ncttvar witb Mbeiivt 
moduUtiOD. 

etch of the two üiunetrlully oppoted pain £-W and N-S It connected 
to the E-W and N-S Lalancsd modulaton, respectively. The output of 
the center or omnidirectional antenna it amplifled and combined to furnish 
an aslmutb Independent carrier in place of the ■uppraaied carrton la the 
output of tht modulatori. The combined •ignal ii then amplified, demodu- 
latad, and filtered by the receiver. The output of the receiver U ampHfled by 
an audio ampHfler and connected to the signal coll of the DF Indicator. 

A pair of fixed «pace-quadrature field collf is provided in the indicator, 
th* N-S pair being excited by a current h from oscillator /, and the E-W 
by a current it from th , oaclllator /a. 

The in-phase comrjnenu of each frequency exert torques in space quadra- 
ture so that the pointer assumes a position at which the average value of 
these torques is sero. 

With a system of this kind the instrumental accuracy (neglecting siting 
and polarisation errors) can be such as to produce errors of less than ±4* 
at the least favorable frequency and aslmuth positions. Of this, approxi- 
mately half of the error it of quadrantal nature and with tome labor at proper 
calibration can be reduced tubttantially. 

10.6.2 "Wld»0|Nwi" tysiame 
For fixing the location of radar tigna! tourcet, it it often necetsary to 

employ tpeclai technique«. The tlgnalt under these condition» are pulsed, 
thort-duiation burttt, modulated from puite to pulte by the antenna rotation, 
and may have the additional feature of pulse-to-pulse frequency shift. 

The range of a radar set U given by the simple relation: 

Ä«=r 0.1146(Ä/»p),* 

where Ä is a constant depending on a large number of factors including pulse 
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width, wavelength, effective Urget »n», Imm, und cntens» gain, while P? 
it the pesk tr&atmittef po»*r. 

Since the range within which the detection and DF operations can he per- 
formed It a function of the iquare root of PP, less sensitive receivers may be 
used for these operations than for the radar function. 

A wideband crystal video receiver Is generally adequate for line-of-sight 
airborne intercepts aga % /ound radars at altitudes up to about 40,000 feet. 

For longer ranges, encountered at higher altitudes or when Interception is 
neceMary on weak minor lobes, an rf ampltfter, usually using a TWT, is 
interposed ahead of the crystal for increased sensitivity, 

A crystal video amplifier is shown is Figure 10-64. 

Kio  10-44,   AN/ASQ-J3 crytUl vfdto «mpUAer »nd count-down unit. 

Since crystal video receivers can be made small and compact, it is possible 
to design instantaneous types of direction Anders using a number of such 
receivers each of which Is associated with a horn or other directive antenna. 

The antenna need not be centrally located but can be placed at convenient 
posiUui» on the periphery of the vehicle or platform so us to view a relatively 
unobstructed sector. 

An instantaneous amplitude-comparison system of this type may have a 
completely separate channel for each antenna sector or, since the duty cycles 
ci pulsed radar transmissions are low, after preliminary ampllftcatlon, the 
outputs of each horn may be sequentially amplified by introducing a different 
delay for each output. 
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Fio. 10-63.   StrapiMUd biock dkcnn (er om-thtrd of in AN/APD-4 lyitem, 
(CONP1DBNTIAL) 

Figur« iO-öS »hows a simplified biock diagram of an operational itutan- 
taneoui direction finder, UM AN/APD-4, operating in the frequency range 
1000 to 33,000 Mc. Thli frequency range is covered in three bands. 

The equipment u«ei twelve horn antennae for each of the three frequency 
bands, Each horn antenna hai aasociated with it two probet, one for vertical 
and the other for horisonta! polarisation. Each probe it connected to a pre- 
amplifier to bring the level above the noise level of the tubtequent ampilflen 
by an amount equal to or greater than the low in the delay lines which fol- 
low it. 

In order to avoid having to provide a complete amplifier Including a high- 
level output stage with etch horn output, a delay line is provided which in- 
troduces an incrementally greater delay in each successive antenna output. 
The result is to produce, from a single nu'se signal, a series of pulses sequen- 
tially staggered in time which can then be fed through a single smpliAer. 

The signal is displayed on a cathode-ray tube and recorded photographi- 
cally, as shown in Figure 10-66. 

The display is arranged so that a single puls«! produces, as a first signal, 
a superimposed output of   he horizontally polarised component outputs of 
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Tu. lfi-66.   Rtcordcd dUptty of AN/APD-4 wld«-op«n Inttrcept lyiiem. Clock, lignal 
hMdlng, d«U urd, »nd lyroiyn (Ushtd on every 10 wcondi. (CONFIDENTIAL) 

»1! the antennu. 1» wcond signal, moving from left to right on a horisontal 
aweep, it the summed output of the vertically polarised signal component!. 
The succeeding signal, in terms of increasing delays, represents the output, 
to the same pulse, of the various horns. 

The direction of arrival of the signal h given by the position of the 
maximum of the envelope representing the various antenna outputs. 

Since the directive pattern of each antenna sharpens with increasing 
frequency, the width of the envelope in a measure of the rf of the signal. 

. 
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A second gun in the csthodf-rsy tube is IntsasSty modulated by the signal 
and produces a series of dots as shown In the display, indicating the pulse- 
repetition rate. 

From the display, therefore, the directior. >( arriva), pulse shape, polariaa- 
Uon, approximate rf, pulse-repetition raU, «ntenua pattern, and antenna 
rotational rate may be observed. 

Figure 10-67 shows such aa instantaneous DF equipment installed in an 

Fio, in 67.   Wldc-ojwn Intcrnpting r/tfrn ln»tall»d I nan RB-50 «ircnft. 

RB-SO aircraft. The antennas are located at the wing tips so as to be as free 
as possible from errors due to reflection from the aircraft surfaces. 

The various wide-open intercept and OF techniques operating in the 
micowave region use, in the main, either horns or Luneberg lens configura- 
tions for azimuth resolution. The essential difference Is in the method of 
signal processing. The AN/APD-4, as indicated above, uses a wideband 
photographic recording with the signal processing relegated for subsequent 
ground analysis. 

The AN/DLO-1 equipment is a wide-open system also using crystal video 
receivers, and covering the frequency range 1-40 kMc. Luneberg lenses 
similar to that shown in Figure 10-49 are used in this equipment for the 
1-9.1 kMc frequency band and an array of fifteen horns for the 9.1-40 kMc 
band. The AN/DLD-1 antennas or probes in the Luneberg lens channelise 
the asimuthal plane into fifteen sectors. The output of each sector antenna 
or probe is detected by a crystal (Hector. The resultant fifteen video outputs 
are fed into a simple analyser which compares the outputs of adjacent cimn- 
nels. If a pulse L predominantly received in a single sector, the direction of 
arrival is specified as the direction of the sector orientation. The direction 
of arrival is recorded under these conditions as being within ±6" of the 
center v( the sectoi. If pulses are received un two adjacent sectors and their 
amplitudes are Judged equal within some design limit such ad ±3 db, then 
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the dlractbn of «rrivsl Is recorded as that corresponding to the angle which 
lies between the sdjacent MCtort sind within ±6' of thli value. 

Thus, by arithmetic opsrations on the relative inteiulty of the tlgnalt 
detected la the original flfteen directional antennae, thirty direction! of ar* 
rival are deduced and each incoming sign«! it recorded aa having one of 
theee thirty dlrectioni. 

10.6.8 lastantoneou« Comparisaa cf Phae« 
The line of direction of a transmitter may be found without «canning by 

comparing, on an inetantaneout basis, the phase at two or more point!, pro- 
vided that the eampling point! are eufflciently dose to avoid ambiguities. 
Figure 10-68 »how» a diagram of a "eum-and-dlfference" DF. If the rf I» 

ii'.i-ii'.i 

Flo. 10-68,   ImtsnUncous comptrtMn of phiM, 

not known accurately but lufßciently well to establish that the sampling 
points are closer than A/3 apart, then the absolute value of the sum of the 
field at points AtadBlB; 

VM = V\ I 4. tt" «'^ •'« * = 2F coi (4 .,„.)! 
ThU »urn is available at the 11 terminal of an Alford bridge. The difference 
is available at terminal |2 by means uf the crossover or phase reverse! 
marked by an X In an arm of the bridge. The absolute value of this dif- 
ference is: 

Vo = V l+.'1"r,"* j = 2|sJn(^-.in«)| 

Taking the ratio of the lum and difference: 

= ta„(-^,.n.) 
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$ m sir.» i-r»^) 

The direction of arrival can of courie be obtaissd by my aumber of 
sampling points Judldeualy selected so as to avoid ambiguities and also the 

iity fw knowing a priori the frequency of the signal. !n the idea! case, 
of this information would be redundant for determining the direction 

of arrival if the frequency is IüSOWü. Many interesting scheme« caa be 
devised, particularly when phase-perturbing influences are present and their 
effect is to be minimised. 

10.7 Measurement Technique«—Goniometen 
The antennas associated with a direction finder may be considered, u 

previously indicated, to be exploration or sampling points in space. The 
output signals from these antennas are connected to a device which combines 
them so as to yield a signal parameter which varies with the direction of the 
signal source. If the device combines or encodes the outputs sequentially 
and with different arrangements of phase, amplitude, or delay so as to 
produce an output which is characteristic and dependent on the direction of 
arrival, it is called a radio goniometer. 

A goniometer for use with crossed loops in the Bellini-Tosl arrangement 
is shown in Figure 10-69. 

Fso. 10-69.   PrindpU of tbt inducilv« gontonMi«. 

It is assumed that the gsometric center of the antenna array ic the phase 
reference for the system; that is, the phase of the rf at the output of each 
loop is tha same as would have existed at the common vertical axis for the 
loops. 
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A further eatumption ia n»d« tfest tit« movable coll ot the psniometer 
does not disturb the distribution of flux from either Btstlomry coil for uiy 
position. 

To rigoroiuly meet these conditions over « wide bud of frequeades und 
without elibonto compensation, the tntennt vruuld have to extract negligible 
power from the field; iimibrly, the gonlomeler moving coil could not load 
or absorb power from the stationary col«, 

With these and other simplifying conditions, each loop, or In the case of 
an Adcock system, each pair of antennas, produces a ftgure-eigbt pattern, the 
two figure-eight patterns being in space quadrature. 

The currents ha and hi MI in the stationary colls of the goniometer are 
assumed to be proportional to those of the corresponding antennas A, B and 
AiBu Hence: 

U» - /«.. cos * 

hlBl ■■ AMI «io 9 

where 9 is the angle of errival of the signal with respect to the plane of the 
AB loop or antenna pair. 

The field colls are arranged in space quadrature with each other; there- 
fore, the current h induced in the rotating goniometer coll is, in view of the 
simplifying assumptions made above: 

l»*ihs -}- J/,USI)«/MI(COSBcatß + )tin6finß) 

where £ is the angle of the rotating coll with respect to the plan« of the AB 
loop or antenna pair. The current has a »uudmum value /»,i when 6 = p. 

The movabls col! of the goniometer is therefore rotated for either a maxi" 
mum or minimum output In order to determine the direction of arrival of the 
signal, the minimum occurring 9C* oft the maximum, that is, where cm e — 
sin/9. 

Figure 10-70 ia a view of an Inductive goniometer for the frequency range 
2 to 8 Mc. The coil in the center of the shsf! is the output device for coup- 
ling to the receiver input. 

The goniometer may be designed to utilise capacitance for the coupling 
between the fixed branches and the movable pickup element. Such a goniom- 
eter may consist of two pairs of fixed plates at right angles to each other, 
as shown In Figure 10-71. The two movable plates Cx—Cn are connected to 
the input of a receiver. 

Many precautions must be taken to avoid fringing and variations In the 
pickup output as the device Is rotated. The capadtlve coupling is often re- 
duced to a minimum or swamped by larger fixed shunt capacitance in order 
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ho. 10-70.   lüduettv« (oaioattw (or (nquney b»nd s-a Mc. 

K.u 10-71. C*p«citivt (onlomtur uitd with Adcock collector!. 

to prevent modulation of the lignul in other than « fundamental »Inusoldal 
manner. 

Figure 10-72 »hows a capacltive goniometer for operation in the frequency 
band 100 to 160 Mc. Capacltive coupling it also used to couple from the 
movable rotor platea to the fixed output; terminal« which connect to the re- 
ceiver. The capacitance ii obtained by concentric cylinders, properly shaped. 
Often the goniometer is intentionally designed to employ both inductive and 
capacltive coupling. In this manner the operation Is made reasonably efficient 
over a wider frequency band. 

Goniometers using transmission lines can be designed for use with sequen- 
tial-phase-comparlson types such as that shown in Figure 10-S6. 
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tram run 

Fn. 10-72.   Captdtlvt loniomeur optmtlm iron 100 to 160 Ms. 

Fw. 10-73.   TrinimUiioB-lisw gonlomiUr  (or isqutiUUl phw« dlnetlon 
1000 Mc). 

(J00- 

A gunlomster of this type i» shown in Figur« 10-73 for the frequency rtttgs 
300 to 1000 Mc. The design of tuch * goniometer is en interesting problem. 
Transition sections must be provided et positions where the geometric«! COH- 
flguretions chtnge, so u to «volJ fringing end distortions of the field end 
thus Introduce discontinuities and reflections. 

The goniometer consists of two circular transmission lines slotted to permit 
tight coupling to a pair of capacitive probes. Each transmission line is fed 
by an antenna and terminated by its characteristic impedance. The trans- 
mission lines are arranged so as to be fed at opposite ends, so that a move- 
ment of the probe in one direction will introduce a differential phase shift 
between the two lino inputs, that is, a positive phase shift in one line, and a 
negative phue shift in ths other, 

The capacitive probes are connecUd to a qusrter-wave balun which 
measures the difference in phase at each probe point. The balun outside con- 
ductor is made as small as pofuible so that its impedance with respect to the 
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surrounding civiiy !g u high u poMibit in order to mlnimife loAding at the 
null point over M wide i frequency range as poaaible. For the balun shown 
in Figure 10-73, silver surgical tubing was used as the outside conductor and 
an insulated wire a few mils in diameter inserted as an inner conductor. 

The power extracted by the probe becomes a minimum when the equU 
phase positions are found, so that the device, when operated as a null indi- 
cating goniometer, introducw an error of lest than 1*. 

Goniometers have been made for the lower frequency ranges (225 to 400 
Mc) having errurs, at the null position, of less than 1*. Such a goniometer, 
rotatable at 1800 rpm, is shown in Figure 10-74, Four goniometers of this 
type are used with the phase-comparison DF previously shown in the block 
diagram of Figure 10-54 and in the photograph of Figure 10-57. 

Goniometers using gaseous plas:na have been used at the microwtwe region. 
Figure 10-75 shows a phase-comparison goniometer for use at X-band. The 

Fio. 10-74. lonUeil-     Fio. 10-7S.   loniwd-gu  RonlomaUr   for  MqiwntUI-phu«   dirtc- 
|u goniometer  lor     tion finder  (virlable d-c applied through termtuli A »nd 8). 
MquentUI-phaea di- 
rection &nd«r {22S- 

400 Mc). 

phase velocity of the signal in the waveguides is varied by varying the ion- 
ising current. 

An ionised gas contains free electron«; and the presence of these electrons 
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chung« UM pfattM velocity of au tlectronwgtMtlc wive paatlDg through the 
medium. See Section 10.3. 

The phase velocity of the «rave in the guide it tncreeied by a factor de- 
pendent on the number of electron« per unit volume and u an Inverse func- 
tion of the frequency of the sipal. 

If two wavefuMes, each connected to a horn, are In turn brought together 
with a 180* differential electrical length in one guide, then a null k obtained 
nt a probe located at the Junction, 

When an ionised gaseous atmosphere is provided in one waveguide of the 
conftgurttlon, the phase velocity !■ increased in that arm. The null c-f the 
combined antenna f*f «rn is thus shifted in the direction of the guide con- 
taining the ionised meuium. 

M       •<       M       M       i)      01       1«       n       1,1       1,1 
«4 iwrwt Am«* MM tuto imlllwuwrw) 

Fiu  10-76,   ChineMrittUi of iwon-lotdtd wnveiuid« (RO-SJ/V), 18 Inch« ior>|, ft*- 
qucncy = 9S4C Mc, 

Figure 10-76 shows the characteristics of a neon-loaded RG-S2/V wave- 
guide. By varying the ionising current, a phase shift can be produced which 
causes the null of the combined antenna pattern to shift. A period movement 
of the pattern can be obtained by a periodic variation of the ioniting cur- 
rent, and thus a sector-scanning phase-comparison direction Ander can be 
assembled. 

sjmBimaa9a 
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To obUtia Mgh Ääüßing spsöds, plsctroa^ativs gases srs tetrsduced i&to 
the neon tube contained within the guide. These gum cause a more rapid 
recombination of the ions and electrons and thus hasten the deionising pro- 

At radio frequencies where traveling-wave tubes are practicsJ, a suitable 
phase-comparison goniometer may be madu by substituting a TWT ampit- 
fter for each waveguide, as shown in Figure 10-77. 

The phase shift in each traveling- 
■"—— _ ■—' wave tube is, within limits, substantially 

linear with beam current. By applying 
an alternating voltage in push-pull 
fashion to the collector elements, a dif- 
ferential phase shift can be introduced 
in the rf outputs from the horns A and 
B. The rfttult is that the null in the 
antenna pattern is caused to mcve in 
asimuth. The output of the goniometer 
is connected to a receiver and then ap- 
plied to a suitable indicator. 

At 3000 Mc, differential phase shifts 
of over 1000° can be obtained with 
such arrangements. Since under such 
conditions there Is a variation of gain of 
from 5 to 10 db per arm, it is better to 
operate on the null rather than a maxi- 
mum of the resultant antenna pattern. 

1 

Fio.   10-77. TravtUae-wavMulM 
mtttr 

gonlo- 

10.8 Display T«clmiquM 
To determine the direction of arrival 

of a signal, a means must be provided 
for the observer to determine how the 
signal is being modifted by the direc- 

tion characteristics of the antenna array. Thus, in direction Anders using a 
sequential amplitude-comparison method such as the rotation of a loop, the 
earliest methods used to provide an aural indication to the observer were by 
means of a headset. In the event the signal had no audible modulation, a 
local oscillator was provided and su adjusted as to produce an audible beat 
frequency with the carrier of the incoming signal. Aural methods are useful 
when the signal is of sufficiently long duration to permit a careful determina- 
tion of the null and when the signal-to-noise ratio is high. If a local oscil- 
lator is used, the audible frequency is best adjusted to fall between 1000 and 
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6000 cycle«. In this frequency region, the minimum audible field sveraget 
about 56 db below 1 dyne per square centimeter of sound preuure. The ear 
U able to Mlectively perceive a steady tone in a high ambient noli« back- 
ground since noise disturbance« falling outside of « frequency area close to 
the «teady frequency do not Interfere with the perception of the tone. Indeed, 
it I« difficult to develop an electronic iiutrumentatlcr Y 'ch approache« the 
■encltlvlty and ha« the it^nal-to-noisc enhancement >,• ***■*• found In the 
aun- -n auditory system. 

1 system« are «Isc used with the beam-switching types of direction 
tau^v.s. One such application I« the direction finder In which a cardioid is 
flipped through ISO* so that its minimum become« a maximum. This «witch- 
ing can be done at «uch a rate that the pattern I« in one position during the 
"on" time« of the character A in the Morse code and on the other side during 
the "on" time« of the Morse character yv. When the «witch-lobe direction 
finder 1« manually rotated so that the axi« about which the lobe« are switched 
1« pointing toward the transmitter, the Intensities of the A and the A' charac- 
ter« become equal and the reeultant Interlock produce« a «teady tone. This 
system is particularly useful on a «teady signal when the nob» background i« 
high and the lobe« being «witched have their maximum sharpnesc (rate 
of change of pattern with asimvth) along the Interlock direction. Thi« Is 
generally the case when endflre type« of antenna array« are being used 

Many other interesting method« of indication can be devieed Ming aural 
indication. However, care must be exercised to utiliie to best advontage the 
physlo-ptychologics] attribute« of the human auditory system (Re(, tence 40). 

The use of a meter which read« the signal level at the n<uput of a DF 
r -elver can be used to determine a null position of Uie receiving antenna 

y. By smoothing out the input to the meter, rapid fluctuation« due to 
* .traneoiu noise are filtered out. In the manually operated switched-lobe 
direction finder, the meter may be made to read plus or minus from a sero 
position and thus Indicate in which direction the antenna array must be 
rotated to approach the null position. 

In the automatic direction finder, a« introduced by Bueignie« (Reference 
39), a goniometer la generally routed at a constant speed by a synchronous 
motor, The goniometer shaft also drive« a permanent magnet alternator for 
the usual closely spaced Adcock antenna array«. The output of the gonio- 
meter is a sinusoidally modulated signal. The modulated sine wave has a 
frequency equal to the rate at which the goniometer is being rotated and Is 
therefore at the same frequency as the signal generated by the permanent 
magnet alternator. The relative phase of the alternator signal to that of the 
goniometer-modulated signal Indicate« the direction of arrival. Normally, the 
goniometer is rotated at 1800 rpm; the receiver output will therefore be 
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modulated at a 30-cycle rate. This 30-cycl« wave Is Altered and applied to a 
phaM-cotnpartson device where the phase of thii Altered 30-cycie wave U 
compared with the io-cycle wave generated by the permanent magnet alter- 
nator rigidly coupled and rotated lynchronouily with the goniometer »haft. 

The phwe-compariion device may be one of many type». If the -Uernator 
output ilgnal la pawed through a phaae-shifting network, then the phaae- 
shifted 30-cycle freqMency and the receiver-Altered output can be applied tu 
the two inputt of a wattmeter type indicator, The phaae shifter it then 
varied untt! the wattmeter output is a maximum. The reading of the phaae 
shifter for this condition indicates the direction of arrival of the signal. This 
system is shown schematically in Figure 10-78. 

P   i,», n« Q 

K-ti, lO-'/s,   Wattmeter uitd with gonlomittr u indkator, 

Other phase-compnrison methods may be readily devised. A stroboscopic 
method is used In the Type 14 direction Ander, as shown in Figure 10-79. In 
this direction Ander, the receiver output, after having been Altei-ed, is clipped 
and differentiated so as to mark the aero croaaing of the wave. The peaked 
signal which reiuita is ampUAed and applied to a spiral neon lamp located 
behind a frosted glass dial face. Between the spiral noon lamp and the frosted 
glast is a disk with a radial slot, driven by a motor »ynthronUcd with the 
goniometer rotation. In operation, a radial illumination is seen on the dial 
face, indicating the direction of arrival oi the signal. 

The cathode-ray tube has a number of advantages when ueed at an indi- 
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I'M. 10-7«,   Neon flub Indicator uicd with |onloiMltr. 

cttor. (1) It ia a wideband device; (2) it it a storage medium with a ahort 
time memory; (3) it permita the mapping of a signal so aa to utilin the 
physiopsycbologicat optical attributes of the observer; that ia, the display 
may be tailored to provide a favored signal for pattem-reccgnition purpoaea. 
The cathode-ray tube haa been used aa an indicator for many years, but few 
of the systems have utilised all of the three factors noted above. In one of the 
earliest applications of the cathode-ray tube, it was used aa an indicator 
device with the Watson-Watt instantaneous amplitude-comparison method 
already described. The cathode-ray indicator wa« subsequently used by other 
equipment manufacturers to compare the output of space-quadrature antenna 
patterns. In one form, a loop was rotated at 1800 rpm, The motor which 
rotated the loop also drove an alternator synchronously with the loop rota- 
tion. The alternator in this case was a two-phase type producing a aine and 
a cosine voltage. These ttn voltages were applied to the vertical and hoii- 
aontfil plates of a cathode-ray tube, respectively, so as to produce a circular 
pattern. The amplitude of the sine and r 'no voltages was .nodulated by 
the output of the receiver connected to the . sting antenna. In this manner, 
the spot moved in and outward from the center in conformity with the re- 
ceiver output, producing a propeller pattern, as shown in Figure 10-80. The 
operator could, by using such a display, select the bearings associated with 
the strung signal portion of a fluctuating bearing and thus obtain more ac- 
curate indications. 

Many other types of indicators have been devised, both mechanical and 
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of the cathode-ray type, However, a 
few general corutdentions arr Import- 
mi whether a human observr obtains 
the bearing from a cathode-ru,, tub«, 
a meter, an aural lystem, or the output 
of a computer which ha» operated 
on the digitlaed inatantaneon* value« 
of the signa!, amplitude, or phase. The 
bandwidth of the receiver before final 
detection should be as narrow at pos- 
sible without rejection of the signal 
and within the frequency stability not 
only of the transmitter but also of the 
receiver. The postdetection bandwidth 

should be sufficiently wide to permit fluctuations in the bearing of the signal 
to be recorded or observed. Since most bearings over the period of observa- 
tion do not have a zero mean value, th« best bearing can only be obtained 
by observing the manner in which the direction of arrival varies frum instant 
to instant. An indicator, therefore which provides the observer with a re- 
cording or memory of the bearing over a period of time permits the best 
interpretation. Much o< the success In the operation of a direction finder 
depends upon the skill and intuition of the operator. 

Fu. 10-80   VIMMI Indicator »howln* typi- 
cal propeller pattern, 

10.9 Position Fixing 
To determine the position of d transmitter requires that at least two bear- 

ings be obtained, each from a different asimuthel position relative to the 
signal source, If the transmitter is moving with respect to the DF stations, 
it is best that these bearings be obtained simultaneously. 

The accuracy with which the position of the transmitter can be determined 
is improved by utilizing more than two DF stations, as shown in Figure 
10.81 These bearings generally do not intersect at the tame point and, 
therefore, some method must be utilised to determine the most probable 
intersection. Errors which introduce inaccuracies in each line of direction 
determination may be due to several sources. 

A major source of error is caused by propagation anomalies when dealing 
with hf signals in which the propagation Is by means of the sky wave, Such 
errors arise from the fact that the ionosphere is not perfectly uniform In 
itructure. As a result, lateral deviations of the rays take place. In addition 
to thii, as pointed out previously, there are polaritatioR changes as the wave 
is reflected from the ionosphere. 

At higher frequencies, above 60 Mc, scintillation of the apparent direction 
of arrival of the wave may occur due to contributions to the field at the re- 
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caiver of reflected »nd refracted energy 
from high point» on the horlion. This 
la particularly true when slpmil« are 
observed that are either at or below 
line of eight. 

In addition to these sources af error, 
a lateral deviation on ground wave 

Flo.  10-E!.    Ulrctilun-ftndlr.i   fa 
Ulmd tr jm S DF lUttont 

at frequencies lower than hf is appar- 
ent when the wavefront crosses a dis- 
continuity in ground conductivity at 
other than normal incidence. On ether 
than relatively stable low frequencies, 
th« properties of the propagation path« 
exhibit a fluctuation and variation with 
time at different rates, and, during the 
general observational period, do not 

M ob- imyg a mmn value of aero. Variations 
in the apparent direction of arrival of 

a sky wave are also subject to a low periodic component which varies with 
the sunspot activity cycle. 

A second source of error is contributed by irregularities and asymmetry 
at the antenna array or in its immediate vicinity. Waves may lie reflected 
from nearby object» such aa wire», airplane hangers, vehicles, aid metallic 
platforms. Error from these causes are particularly noticeable in the case of 
airborne direction Anders when frequencies are being received at which it 
it Impractical to obtain dtecriminatory directivity in the airborne antenna. 

Irregularities in the conductivity of the ground or image plane close to the 
DF antenna also produce errors. Poorly horded connections in a mat or 
counterpoise can produce errors. A counterpoise or image plane which is too 
small or irregular in shape will also Introduce errors. When striving for a site 
in which the error is less than 1', it is extremely important to consider many 
possible sources of error. Buried underground cable«, asymmetrical i'.ruc- 
lures beneath the counterpoise, and slight differences in conductivity of the 
image plane will produce noticeable sources of error. Automobiles parked 
anywhere near the site will also introduce a disturbance. 

The proper location of a direction Ander on a warship is one of the most 
disturbing problems. Reradlation from local reflecting objects may occur 
with a quadrature polarisation. As an example; in the event the direction 
Ander is designed primarily to operate for vertical polariaation and a hori- 
sontally polarised signal is encountered, the signal energy from a local 
reflecting object with converted vertical polarisation may often be greater 
than, or certainly of the same order as, the direct horiaontally polarlxed 
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•ignal Since the antenna p«tt«rns may be entirely different for etch polar- 
iiation, sabttantial erron are introduced, This phenomenon ii often encoun- 
tered In airborne antennas, particularly when the antenna Is near the shadow 
of a wing or other portions of the aircraft. 

Another source of error Is that Inherent in the Instrument itself. This U 
generally caused by improper design or faulty operation. In most cases, In- 
strument errors arise from poorly designed antenna elements or goniometers. 
Factors such as mutual Impedance between antenna elements, which Is a 
function of the direction of arrival, produce the so-called quadrant«! error 
In the cure of the Adcock. Temperature effects In cables may also be a 
source of error as may also discontinuities Introduced by such components as 
terminal plugs and comuictors. At vhf and uhf, for example, asymmetrical 
patterns can be produced by the heating of one feed cable by the sun's rays. 
Instrument errors can also be Introduced by indicator nonllnearities and 
noise sources synchronous with respect to the goniometer or indicator scan- 
ning cycle. 

In general, the errors from all three of the above-mentioned sources— 
propagation, site, and Instrument—can be classified Into two general cate- 
gories: those which are determinate and therefore may be calibrated out, and 
those which are indeterminate or of & random nature and are too complex 
to determine discretely. Instrument errors of a determinate variety can be 
calibrated by the use of a target transmitter, The target transmitter is moved 
about on a circumference of a circle four or five wavelengths away from the 
center of radiation of the structure. When the frequency involved Is so low 
that It Is Impractical to operate the target transmitter at that distance from 
the center, the approximate error that may be introduced Into the calibrating 
procedure Is obtainable from the curve of Figure 10-82, 

To reduce the errors due to path deviations, observational errors, and 
other phenomena which cannot be calibrated out and are of an Indeterminate 
variety, a number of possible attacks have been used. On the basis that dur- 
ing the observational perlud certain errors will tend to have a mean of sero, 
bearings may be taken rapidly over as long a period of time as possible and 
the average value then determined. In this procedure, computers may be used 
to automatically indicate the average value. 

Another method exists of Improving the accuracy of a bearing or of deter- 
mining which of a series of bearings on the same station are most likely the 
correct ones. In this method, the operator introduces weighting factors, deter- 
mined by such considerations as the sharpness or quality of the null In the 
case of an aural presentation or the approach that a cathode-ray indicator 
display would have to the Ideal cose. The grading» are often grouped into 
one o! three classes: either Ä, B, at C, \ class A bearing is a low-error rell- 
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able beoring, a class B bearing is a 
usable but inaccurate bearing; and a 
clau C bearing is considered unreliable. 

In determining the most probable 
position of a signal source from two or 
more bearings at different asimuthal 
angle» to the transmitter, one can con- 
tern himself with the deviations which 
are caused by those different ensemble 
members which have Gaussian distri- 
bution». As Indicated previously, in 
actual practice the statistical errors in 
a finite Integration or smoothing time 
do not have a aero mean and as a mat- 
ter of fact do not follow a normal 
error distribution. Some Improvement, 
however,  can  be obtained  by con- 

sidering that the errors art of a Gaussian or normal error probability as- 
sociated with each baaring (References 41,43,43). 

The error probability of each bearing It measured I« terms of Its variance, 
i.e., of the square of the standard deviation of n group of bearing» about the 
true value. The source» of error in the bearing art of various nature and 
may be clatsifttd at follows: inttrumntal (due to imperfect calibration or to 
fluctuation of the polarisation of the wave); site (due to tpurious rtflectlons 
from the turrouitdlng terrain); pro.wationaS (due to reflection» from the 
ionosphere); ohienathnal (due to Intrinsic operator and time cause») Esti- 
mation of these errors Is obtained in part from put experience and in part 
from experiment, For example, the observation»! error Is computed by taking 
an actual number (about 10) of bearings all of which art independent of 
each other and occur within lew seconds' distance In time. From these read- 
ings one compute» tht arithmetic mean, the mean-squart deviation, and the 
minimum readable angle. Tht corrtspondlng variance is obtained In general 
with tht relation 

where n Is the number of readings taken between S and 12, and r Is the 
range of the «am« readings, i.e., the difference between extreme readings. 

The variance due to Instrumental errors Is generally neglected (unless the 
calibration is known to be defective); the variance due to ionospheric fluc- 
tuations is computed from past experience. For example, In Figure 10-33 a 
graph Is shown which gives the variance for bearings averaged over 5 minutes. 



• 

10-94 ELFXTRONIC COUNTERMEASURES 

fto. 10-U.   VsrUnc«  due  to  tonotpherl« 
UUral dcvUlion (or iMtringi «vfraged ovn 

■bout S mlnutei, 

The variance due to «ite error it also 
evaluated in advance. A» an example: 
the variance may be about 2* in the 
bandwidth 3 to 5 Mc, 1* in the band- 
width 5 to !0 Mc, and 0.5* In the 
bandwidth !0to H Mc, 

The total variance corresponding 
to each bearing I* evaluated ai the 
sum cf the Individual variance as 
above described. Now, In order to 
determine the point of maximum prob- 
ability of intersection, one starts mak- 
ing the few guesses (or the position of 
a point in the area. To lorrespcmd 
to each point /', one computes the 
quantity. 

S = _ «*«8 d.' a. *' 

which is the sum of the ratios of the squares of the angular deviations di, 
da, it, , . , from each of the observed bearing» and the corresponding vari- 
ssct of the bearings. The desired point of maximum probabiliiy U that for 
which the quantity 5 Is a minimum. If one computes 5 for a few points, one 
immediately is able to improve the accuracy of successive guesses and rapidly 
arrives at a gofjd solution. In general, a few trials are sufficient for an ex- 
perienced operator. It may be noted also that tlie loci of constant difference 
•S — 5Bi. are ellipses, and that the ellipses individuate areas in which the 
probability of finding the point is about the same. For example, if S — Snm 
Is I A, the corresponding probability of the ellipse is 50%; aad if S — 
Sm\» = 4.6, the corresponding probability is 90%. 

The application of the statistical method for the determination of the 
moat probable fW has proved very advantageous. Efforts have been made to 
realise automatic plotters which derive the moat probable solution electri- 
cally from a set nf Independent bearings. 
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11 
The Analysii of Reconnaisesnce InsormetioR 

from the Data Vandling Point of View 

L. A. doROSA,    E. G. Fit. T     «   H. VOGELMAN 

11.i B««e CoaecpU 

Il.l.l PnrpoM of Analjrtlt 
The meat genera! purpose of the anaiyaii of elecironic reconnaisaance data 

ia to develop technical deacrlptioaa and to gucgraphlcftlly locite the various 
emittera. 

Dependent upon the degree of preciaion and aophistkation of such recon- 
naiaMDce, the labeU of Electronic Or^r-of-Battle (ECS) or Electronic 
Intelligence (ELINT) may be aaaigned. Location information, coarie tech- 
nical Information, determination of function», and aaseaament of vulnerability 
are typical ELINT objectives. The composite of auch individual data will 
generally yield additional intelligence, but the primary function ia to compile 
what may be termed catalog and operational data. 

A second general purpoa« of electronic reconnaissance la to monitor emis- 
sions for their semantic aspect (thai is, their meaning or message content). 
This implies a prior knowledge or discovery of the technical characteristics 
of the signals through ELINT procesaet. The reaulta of such monitoring are 
moat often called Communications Intelligence (COMINT) when communi- 
caticna meaaagea, as such, are Intercepted. However, the concept of semantic» 
can be extended to noncommunications areas: e.g., various guidnnce or re- 
mote control transmissions (where we may extend the concept 01 semantics 

IM 
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to that of nuteblnai communicating with one another). In all such areas, data 
handling prcceiM* are employed not for catalog data generation or compari- 
aon, but for metsage derivation. 

These two types of reconnaissance operations may be compared with more 
conventional communkationr practice. Reconnaissance may be seen to en- 
compass the problem of completing a communications link with an unco- 
operative network of transmitters. It i» the uucooperative nature of the link 
between emitters and receiver which sets reconnaissance techniques apart 
from the more conventional communications art. In conventional communi- 
cations, for example, one may have prior knowledge of UM carrier frequency 
and modulation type of « set of transmitters. '.Vith such knowledge, one may 
employ a receiver which includes correlation processes (e.g., tuned resonant 
circuits) in Its intrinsic design, and proceed directly to mnsage reception. 

In BOB or ELINT practice, one needs to tcquire or verify by recon- 
pslasan .e the seme type of Information which is known, a priori, to a coopera- 
tive receiver. This is a task which taxes the receiver and data processing arts 
even where nc message is to be monitored. In COMINT practice, additional 
tasks are required which approximate or exceed those in cooperative com- 
munications, depending on the degree of demodulation or decoding which 
may be required subsequent to ELINT-level processing. It Is evident, there- 
fore, that quite different forms of data processing or signal analysis are re- 
quired for EOB-ELINT reconnaissance and for COMINT message extrac- 
tion. 

In EOB or ELINT reconnaissance, data processing is employed to generate 
or verify Information which can be described as catalog data. Such data are 
essentially stationary or redundant in that they are slowly varying with Urn* 
The "time-constants" which apply are generally the periods required for the 
movement of emitters, for logUtic schedules, etc. These essentially stationary 
data are processed by comprehensive and intricate, but familiar, methods ol 
sorting, computation, and correlation. 

Sorting is required because the basic data are not properly grouped in 
discrete sets. Computation is required: (a) because the parameters In which 
the raw data are received, e.g., direction of arrival, are n.H those in which 
the stationary data exist (e.g., position), thus requiring a transformation of 
parameters; and (b) because statistical processes .ire required for smoothing 
and for the generation cf quantitative confldence levels. Correlation Is re- 
quired for library-science purposes: to compare the recent data with previous 
Information, thereby preventing redundant library Ales, providing lor up 
dating of those Ales, and emphasising "news". 

In contrast, COMINT data, in its most general form, is by definition not 
redundant. Being essentially nonstationary, quite different data processing 
methods are required. The distinction stems partly from the fact that much 
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ihortar time-coMUnti »re usoctetcd with the data, that It, UM d«t« are 
changeable and perishable. Tha fact that the total Information, meaiured In 
"bits", is normally greater for samanti: content .han for catalog data eon- 
tributes to the dlitlnctlon. Therefore, COMINT data proceaaini is neces- 
sarily more subtle and more Intricate. 

11.1.2 GMwal Charaetar of tbe Aaalyata ProeMa 
The ch u istics sf a radio trassmlMice, such as radio frequency, type 

of moduk iMtndwIdth, and other attributes, determiiM the Identity of the 
transmitter. The knowledge that UM signal characteristics mutt fall within 
certain limits follows from familiarity with the component art. For example, 
if a transmitter has an r-f carrier oil 100 kilocycles, the bandwidth of the 
signal most probably will be of the order of 20 kilocyeni, or leas, tines 
efficient antennat having more than a ±10 percent frequency range at 
L.F. are infeaslble. Unknown advances In technology on the part jf an 
enemy will decrease the constraints and Increase the problems of interception 
aed analyst. It it usual to design radio reconnaissance equipment to inter- 
cept signals whose characteristic» are known to exist. Often surprises are 
produced by unanticipated progress in the enemy's component art. 

The analysis problem, therefore, may be regarded as the examination of 
the attributes of an intercepted signal and the determination that an orderly 
collecUon of such attributes approximate» that of a known signal sourcü. If 
the signal attributes, that is, such characteristics as radio frequency, pulse- 
width, pulse repetition frequency, rotational rate, and polsrlaatki», do not 
conform with those of a known signal source, either the collection ^od obser- 
vation I. fa i • or a new signal source must be postulated having such new 
charactiri. i ., 

A furt i. distinction must be made to determine whether the Intercepted 
signal repr-sent» a known model but with signal characteristics modified by 
extranao'it effect«, such at a poorly operating magnetron in a radar trant- 
mltter, or a poorly aligned Intercept receiver. Other examplea of extraneous 
effects are propagation anomalies, modulations impressed on the signal from 
such sources as a tumbling satellite, Faraday rotational changes la polarisa- 
tion, and doppler frequency shifts caused by the relative motion of the 
source and the receiver. 

An Important consideration Is to determine whether the discrepancy be- 
t* en the observed signal characteristic» and the catalog model is due to 
extraneous effects or whet'wi it represents a change in the intrinsic signal 
characteristics occasioned by a new version of an old model. In the Utter 
case, the catalog of existing models must be updated and expanded to Include 
the new version. 

The reconnaissance process may also be concerned with the actual mean- 
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laj or semantic »spcct o( eommunicttion ligntl«. The COMINT content of 
a mesugs In the future, what with the multiplexing of communication *lg- 
nali for directing Interceptor operations (GCI), radar ■urvelllance opera- 
tions, navigational functions and missile guidance systems, will be most 
dUAcult to separate from ELINT. To this illustration must be added the 
use of digital and other more complex encoding methods for the trtnsmicslon 
of Information, so that whether a signal characterisüc is functional and 
produced by a complex code matrix or whether it is semantic becomes diffi- 
cult to ascertain until the model has been dearly eutabüsiied and cätäloged. 

The complete description cf an electromagnetic emiaeion may be given by 
a plot of the Instantaneous r-f waveform, the spatial coordinates of tht 
source, and a description of the polarisation of the wave, all plotted against 
time. This plot may be compared with a library of plots of al! known signals 
to attempt a recognition. 

Difficulties Immediately arise. If the signal Is a communication transmitter, 
the a priori knowledge of Its message Is highly improbable, .-o that a detailed 
ccr.iparlson Is impossible since It would be a hopeless task to store all possible 
mesiagts. A number of simplifying assumptions may be made; e.g., it may be 
assumed that one of a number of known modulations is present. Detector 
circuits and display can be contrived to Identify the modulation, and the 
identification may be considered complete when an intelligible message is 
obtained. This message may be In a known or artificial language. 

In general. It Is desired to determine the r-f center frequency, bandwidth, 
type of modulation, signal strength, location of the (ransmitter, the amount 
and neture cf traffic, and any other characteristics of the demodulated signal 
Instead of a time plot of the r-f wave. 

A representative functional 
diagram of an analysis system 
is shown in Figure IM. 

In the case of a radar emis- 
sion, a complete identiftcation 
would involve a comparison of 
the time function for at least 
one  antenna  rotation   (In  the 

WtfMMIHMif 
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case of a surveillance type) with a model from a stored library. This Is again 
a difficult task and In most cases unnecessary. For a radar having an r-f band- 
width of 4 megacycles, negligible Information would be required for polarisa- 
tion and spatial coordinates, but with a I to 1 slgnal-to-nolse ratio as a 
usable signal level, approximately 2.5 X 10* bits would have to be stored to 
analyse every possible evident or hidden characteristic of the system. 

This procedure may be necessary for examining the nearby reflection* 
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from (he radar (or "Aniorpriating" purpoMi, In wfeich case cniy the time 
Immediately following the main transmitted pulie need be examined. Often 
many recordingi may be euperimpoied to conserve storage capacity. This ie 
tueful when a human obierver U available for performing the comparison 
with the known model. 

The human obeerver it frequently able to identify the patterns obtained 
and thereby replace much complex electronic equipment. The study of pat- 
tern recognition by human obeervers is a branch of psychopbysics. It is 
possible by suitable transformations to provide patterns which are susceptible 
to preferential recognition, acoustically and/or visually. 

When certain basic assumptions may be made relative to the emission, 
the analysis function is very much simpliAed, as exemplified in the follow« 
ing. 

The rotational rate of a radar of the surveillance type is generally a con* 
stant. Therefore, it Is sulftcieat fcr the intercept equipment to recognise the 
rotational rate and unless information is required regarding the antenna 
directive pattern, the effects of modulation cf the r.f signal due to antenna 
rotation can be neglected and not stored. The rotational rate need not be a 
constant if it can be expressed by a simple law, so that effects due to the 
motion of the antenna can thereafter be neglected. A similar analysis can be 
performed to recognise a nutatinf-type radar. In addition, if the radar h a 
pulsed type with a fixed putsewidth and puls« repetition rate, then further 
simpllftcationt may be made by recognising modulations of the rf carrier as 
being due to pulses occurring at a certain rate and having a certain width. 
If the radio frequency of a radar Is fixed and does not shift, then the record- 
ing of the r-f wave can be dispensed with altogether and a single attribute, 
radio frequency, may be substituted. By a few simplifying usumptions such 
as these, the storage capacity necessary to represent the radar signal is 
reduced from many million» of bits to about one hundred. 

In general, information which leads to the identification of a known type 
of radar, its location, and the number of radars In the community is called 
radar order-of•battle (ROB) information, whereas detailed information which 
often is obtainable only by careful analysis of wideband recordings Is called 
technical intelligence. It lie much simpler to identify a rad 'as being one of 
a known kind for which a model Is available than to ana. < a complex sig- 
nal to determine Its function and mode of operation. 

The simplifying assumptions are often based on fundamental considera- 
tions. For example, in procuring a quantity of a certain type of radar for 
defense purposes, three to six years are generally required to develop an 
equipment, subject it to environmental tests, and to produce a quantity at 
a minimum of cost by production line techniques. As is well known, any 
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change of design during the course of manufacture results in greatly in- 
creased costs and delays In prucurerr-cnt and the service and maintenance 
problem in the field becomes quite complicated. Because of these conditious, 
many radars «111 have quite similar charactcriitks and one model may be 
used to identify many hundreds of radars. Additional constraints in the 
design are introduced by the state of scientific development and component 
characteristics. Fur example, tn S-band radar of a given antenna rotation 
rate will, within limits, have its beamwidth prescribed, since for a given range 
capability (which determines the pulse r«petition rat« to avoid second time 
around echoe») the antenna beamwidth will determine the minimum number 
of hits per revolution that will be made on any target. Constraints of this 
type dictate that the designer is not free to choose with complete freedom 
the charactei istics to be designed into a radar emitter. 

An interesting method of representing the signal characteristics of an 
emitter such as ■ radar Is to plot the simplified attribute»—that is, radio 
frequency, rotational array, bandwidth, pulse repetition rate, puisewidth, 
and palarlsatlon in an »-dimensioned hyperspace coordinate system. A given 
radar can then be represented as an «-dimensioned polyicpe in this hyper- 
space. The bounds of such a polytope are not sharp or uniquely determined, 
but have a dispersion determined by the tolerances that are maintained 
under operating conditions. It is eaaiy seen that not all geometric conflgura- 
tloas arc possible, and that the constraints placed upon the designer limit 
the choice of the geometry of these H-diroensioned volumes. 

The problem now is to intersect this polytope with a hyperplane selected 
so that a single or a minimum number of measurements will yield the htghut 
probability of identifying the remaining geometric configuration. This mea- 
surement need not b« one of a single signal attribute, but rather may be 
selected as a relation between two or more attributes. For eaample, ^ -t 
{\F/F: where AF Is the bandwidth and F is the radio frequency of the 
transmitter, may be used. This us« of reiatloiufalps corresponds to an analysis 
from the morphological viewpoint and involves the ratio of two edges of the 
polytope. 

As indicated above, the development of components, practical mechan- 
ical design problems and other considerations limit the freedom of choice for 
the radar so that the polytope geometry as a function of spatial location has 
certain most probable shapes. This means that radars can be Identified quite 
often by similarities in shape (isomorphism) of their plotted characteristics. 
An Interesting extension of this la the identiAcation by a comparison of the 
Schlegel diagrams* (plane projectiosi methods of B-dimeRfioned geometry). 

'Kommcrvtllt—/lUradHcMon So Gaomttry of H-Cta(iuto<M—-Dovtr, Niw York 
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11.1.8 OMwiflosUon of Symmn TjrpM 
The analyii« of intercepted signals «uuti at the receiver. Two dUünct 

philoeophies of receiver deiign have been followed in tue construction of 
reconnaiiunce equipment—the scanning receiver and the "wide-open" re- 
ceiver—each of which may be dauiftad according to the type of analysis 
performed during the collection process. 

The scanning receiver selects signal« sequentially in order of increasing or 
decfassing frequency by tuning acroas the frequency band of Interest. The 
AN/APR-9 it a typical esample of such a system. This receiver utiliaes a 
20-magacycle wide bandpaw which can be scannad slowly over a frequency 
range of !,000 io 10,7S0 megacycle«. The sensitivity of the vkN/APR-9 
receiver is approximately 70 decibels below a milliwaU (—dbm), which U 
usually adequate for detecting radartype emitters even when the main beam 
is directed away from the reconnaissance recr'.ver. The major disadvantage 
of a sequential or frequency scanning system is that in a crowded enviroo- 
weat the reconnaissance vehicle may pass throufh an area of activity before 
the frequency scanning process has covered the entire band of interest. Also, 
the probability of missing short messages, such u might be used for OCI 
operations, is excessively high. A present approach is to increase the prob' 
abüity of interception of short messages by utiüsing combinations of scan- 
ning receivers and dividing up the responsibilities of signal presence detection 
and meesage content detection, 

The wide-open receiver technique obviates the previous objection for 
ELINT application by employing video detection without selection of a 
narrow-frequency band. The filters and amplifiers preceding the video 
detector pass the entire band of interest, Ali signals occurring in the band 
are processed in parallel by the reconnaissance receiver. The AN/At>D-4 
and AN/DLL)-1 are typical wide-open airborne reconnaissance system« 
covering the 1,000 to 33iOOO-megacycle region. Since the bandwidth it wide, 
receiver sensitivity is only of the order of —40 dbm. Therefore, a receiver 
with this parallel processing ability may miss signals from distant transmit- 
ters located to the side of the vehicle path bemw of low sei&itivHy. An- 
other drawback of the parallel processing procedure is the difficulty Inherent 
in processing overlapping signals. For pulsed radars, the overlap of pulses Is 
of negligible consequence; however, the interlace of several pulse trains does 
pose problems in subsequent analysis. Signals of a high duty cycle, such ac 
c-w radars and moat communication signals, cannot be satisfactorily handled 
by a parallel system. 

The parallel or wide-open system Is most useful for general area recon- 
naissance where the electromagnetic environment is defined in broad terms 
over wide geographical areas. The sequential or "discriminating" system, on 

I 

. 
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UM other hand, ii most useful for ipeciil «ret reconnaissance whsre « priori 
data on the environment an available. In many am», aeiecUva tachniqvw* 
are uied u a follow-up to wide-open techniques in obtaining technical in- 
telligence, 

11.1.4 Seanaliic Pm>e«M«t and ProbablUty of intorcapl 
The concept of "Probability of Intercept" ha» created much mieunder- 

»undlng because several definitions may logically be applied. Theea defini- 
tions are based on the probaUUty of obtaining various decree» oi iBleiitgeüce 
from the Intercepted data, which ultimately determines the usefulnea» of the 
reconnaissance mission to a particular using agency. 

For purposes of comparison, we may select a rather unrealiaabk but all- 
inclusive definition that a perfect reconnaissance system must intercept and 
record* all signals that are emitted at any time, anywhere on earth, over the 
complete radiation spectrum. However, In obedience to'some natural laws 
and the state-of-the-art, it is reasonable to allow a few compromises in the 
definition. First of all, let us limit the spectrum to the frequency band usually 
covered in »'home instrumentation: that is, 30 megacycles to 40 Ulomep- 
cydes. Another reasonable compromise may be to limit the area of coverage 
to a radius limited by the line*of-sight. Now we should consider the «Sect 
of further restrictions in setting a useful criterion, since instead of physical 
limitations we are new dealing with compromises between the ingenuity of 
system designers and Ute needs of intelligence. 

If we are capable of intercepting* continuously all signals emitted between 
30 megacycles and 40 hilomegacydes at less than line-of-sight from a moving 
airborne platform, how much of these data are actually needed? If all data 
are needed, then we mutt say that this criterion is then our basts for 100 
percent probability of intercept. 

Considering ELINT alone, the various categories of reconnaissance system 
designs can usually claim 100 percent probability of intercept undei various 
qualified conditions, but which have varying degrees of usefulnesa to the 
intelligence analyst. Accordingly, the foUowing list of categories has been 
found useful in depicting the amount of intelligence that is ideally available 
from a given operation. Thus, a system may have 100 percent probability of 
intercept that can receive, record, and analyi«: 

(1) All emissions from all radars continuously, in the area covered by 
line-of-sight regardless of antenna scan, or 

(2) All intercepts from main beams of all radars in the line-of-sight area, 
or 

♦The tMumptlon U msd« thtt »11 dtu «n JO recordtd that ihty can 1» (set be m- 
trtcttd in lha tubicquvnl procetilng (unclloni. 
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(3) Sufficient intercepts frcm tntin beuni in the Une-of-eight area for 
identification and location of aU radara. 

In thia clasaification order, there is decreasing IntelUgence capability in the 
corresponding systems. Thus, a class (1) system can present the full amount 
of avsllabie information regarding any radar that Sa operated, no mattsr !n 
what direction its antenna is pota'ed or for what interval of time. Such a 
•yatem would obviously be directed mainly toward the area of technical 
inteiiigenca. 

A elaaa (2) system, which utitixas the time scanning of the intercepts of 
rotating radars to reduce the traffic density is also useful in technical intel- 
Ugence because there ia available «, complete time history of all intercepts. 
The use of reduced sensitivity implies, however, that distant, low-power 
radars or rudars which never "look" at the receiver will not be received. 

The claas (3) system relies on the abundance of redundancy in a radar 
environment to reduce both data rate and the required storage capacity. 
Such redundancy is usually available from scanning search radars, but for 
short-term trackers and esperlmentai device» there would be less probability 
of Intercept. At present, the due (3) concept appears to be most valuable 
is reconnaissance for tactical ROB situation». 

There may be other probabilities of intercept for special purpose». For 
exampl«, consider the wide-open typ« of FLINT reconnaissaace receiver in 
which the operation is typified by a continuous aucceision of frame or bok 
intervals. The observations obtained during each sampling interval are se- 
quentially recorded on photographic film or magnetic tape. It I. pertinent to 
ask, what is the probability that only one emitter shall be lodged within a 
given frame and in a given environment of scanning radars; or, for a civen 
environment, what Is the most desirable frame rate from the standpoint of 
obtaining a high yield of unambiguous (i.e., «ingle emitter) frame«? The 
Poisson diatribution ipaliee: 

/»ras 
v •• a'f 

in which Pr is the probability of exactly r scanning radars logging within a 
frame of period t in a signal density environment in which the long term 
average number of radars logged per frame is a. 

At this point, it should be mentioned that in general a reconnaissance 
receiver is designed to scan In one but no more than one of the several 
available dimensions. If more than one simultaneous scanning process i» 
involved, then the probability of Intercept as defined by class (2) or (3) 
above becomes excessively small. It has been pointed out that if scanning 
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or prewlectlon in icnw form ii not provided, then the dat« »ta bocome* 
prohibitively high in tems of the required itorage cftpedty. Note that the 
■o-called wide-open ELINT receivers urually entail • tacit «canning proceu 
by reason of their limited seasiUvity in conjunction with the routing aarrow- 
beam antennaa of the radar emitters. COMINT receivers, on the other hand, 
are always of the bigh-senaltivity, high-selectivity frequency wanninf variety. 

Therefore, for purposes of providing reconittissaace intelligence the prob- 
lem is that of deciding how much information a system must absorb oa a 
given mission so that the deaired inteiligence ievt! may be achieved. Since 
the "rate of absorption" is related to the storage capacity, sensitivity, and 
frequency coverage of a system, the design is usually a composite of com- 
promises which recognise a limited storage capacity and tends to make use 
of time or frequency scanning to reduce the date rate. 

11.2 Andy si» 
The problem of analysis of reconnaisianc« data can be summarised as the 

perctptton of form in accordance with some form or model already estab- 
lished in fact or concept. Following this definition, this section outline« a 
conceptual basis for an orderly analysis and generation of end intelligence 
products. It is to be emphasised that there is no ON« intelligence product, 
but that there are many. Ea.h user of intelligence produces his own unique 
requirements and these must be reflected through not only the analyiis of 
data but the entire reconnaissance complex. This Involve« optimisation of 
collection, storage, proceaang analysis, and dissemination. In this discussion 
on analysis, the topic will be divided into two general headinp: Primary 
Analydi and Secondary Analysis. 

The primary analysis of reconnaissance data may occur at any point in 
the system. Indeed, it may take place within the reconnaissance receiver 
iiself. At times it may be difficult to make a clear distinction between the 
receiving function and the analysis function. Such difficulty aay, hewsver, 
be removed if the primary analysis is thought of aa the uiUitation of certain 
technical parameters generated within the receiver. 

11.2.1 Primary Anslyata 
One of the main difficulties Involved in analysis of reconnaissance data it 

the need for making rather sophisticated decisions at a high rate. The basis 
of primary analysis is to put first things Ant. Reference to Figure 11-1 
indicates the over-all concept. The data are received from the collection 
station or stations and put Into a storage facility, This facility is in essence an 
information buffer. Primary analysis operates at a very high speed. The 
patterns are examined, and identlAcation »ml priority determination are 
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performed. For certain intelligence requirements, end products «ft generated 
at thU point. Basically, t* > information available mtty be divided Into several 
categories. For this purpose, we may list she various types of reconnaisfance 
data (as deflned ir. previous sections): 

ELINT—intelligence derived about the emitter 
COMINT—-intelligence derived from the emitter 
RADINT—intoliigence derived about and from enemy acf'vities utillsiOR 

activt techniques 

With these definitions In mind, we may broadly list the information which 
can be derived during the primary analysis. From ELINT data we can 
determine the type or category of emitter (e.g., Token, Yo Vo, etc.). For 
radars this requires sorting and correlation of amplitude-modulation time 
series. In addition, we may determine the level of emitter activity or average 
density of any number of parameters, such as frequency-time, frequency- 
position, prf-frequency, prf-pulsewidth, etc From communications data we 
may determine the classification of the emitter, e.g., ground-to-ground com- 
munications? utilising hand-set Morse, frequency, stability, location, priority, 
traffic analysis, etc. In the case of COMINT we can determine the intelligence 
that I* being sent over the circuit. However, since this requires a for more 
detailed and time-coruuming analysis, it is not performed as part of pre- 
liminary analysis. This function Is performed as part of secondary analysis, 
but only after the priority determination has placed first things first. 

A more detailed picture of the 
primary analysis concept is given 
in Figure 11-2. The distributor 
route» all intercepts to preiitninary 
analysis and to the buffer stomge. 
If the input data are such thai 
primary analysis becomes over- 
loaded, then data entry from the 
buffer may be effected at a later 
tine. In brief, the primary analysis 
operation consists of digitising the 

T^ »—H  -**  I 
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signal for a preliminary analysis. Preliminary analysis extracts video para- 
meter data necessary for signal identification. Actual identification is per- 
formed by a table-lookup operation in the library which is the heart of 
the primary analysis operation. 

11.2.2 Library and Indexing 
The data extracted from the library are also utilised tc obtain an activity 
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analydi« u mentioned before, e.g., density counts, traffic tntlyili, etc. Is 
»ddlUon, the extracted data is unad for priority detcrmltmtlon. Once the 
priority has bee-i ettabliahed, it it aasigned to the signal that is stored In its 
entirety and true form in the buffer storage In this manner, updated priority 
astignmenl« are available to the buffer to control the appropriate sequencing 
of Input data to secondary analysis. 

It Is dear that the success of the preceding method of primary analysis 
depends upon two factors: generatioa of an Indexing word and library in- 
dexing of a priori data. The heart of the snaiysis at this state can be simply 
stated. The Input signal must be characterised by an uniquely descriptive 
Indexing word. This word must be digital to be compatible with the high- 
speed search and logical comparison operation of the table-lookup function 
required of the library. The system design must so devise the signal indexing 
word that a rapid, accurst' reliable comparison operation can be performed. 
The indexing operation consists of two sttps: signal analysis and merger 

_ with technical parameter dat» shown in 
?-.*££ Figure 11-3. The video parameter dau 

serves to form a partial Index which is 
derived from the modulation characteristic 

Fioua u-i   IntttKtlon o( VWco tod 0,  ^ ^^i  j^  technical  parameter 
TKhniMl Psrsmcur Dtts ^ toma a p^j^j fofa {nm p^i,, 

data generated within the collection system. These are Item» such as fre- 
quency, time, location, propagation conditions, etc. Merged in the proper 
manner, they form a digital word that may be used to identify an address 
in the librr.ry. Once this address is located, logical operations may proceed 
to further subdivide the index and the address as the category and Identi- 
fication processes increase in detail. 

It is clear that prior knowledge of the signal category Is necessary before 
library identiftution techniques can be applied to the problem. This implies 
use of all existing information regarding signal types and usage. An extension 
of the library-indexing process is information feedback to the library. In case 
an indexing word Is generated during primary analysis which in not iden- 
tiAable with any words stored in the library, this is noted and human inter- 
vention Is required. If this signal appears to be in a legitimate but new 
category, the proper index Is given an address In library storage. In this 
manner the library may be made to regenerate itself based upon reconnais- 
sance data coming in from collectors or intelligence derived from other 
sources. 

In summary, the function of primary analysis Is to permit reliable high- 
speed indexing, classiflcatlon, aud priority assignment of Incoming signals. 
It permits determination of the optimum order of higher level analyses which 
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utltiM mail's deductive and inductive caphdties u well u »dvanced nuchine 
ttchoiquee. 

11.3.S Seeondsry Analreia 
After Initial analysi« bat generated the first-order intelligence product» by 

eatabliahlnf the category and priority of the Intercepted data, the original 
data are transferred to tecondary analyeii. Since tecondary analyili ii more 
detailed,. It proceed» at a lower rate. The basis for dfitermicing the swjuent!*! 
order of signal processing is tha' tti of the inde:dng word which denote« 
priority. A full discussioD of priority s giver »Iwwhere. Briefly, it deals with 
the dynamic behavior of the "value" of the inirMlger<r«. This implies a time- 
value relationship. This functional relation does. «♦ i'self remain invariant 
but is a function, in turn, of other factors: e.g., pa - pn ...nUiltics, revi- 
sion of validation function, etc. 

The purpose of secondary analysis Is to determine detailed information 
concerning the signal to accomplish two thing«. First: in the case of »on- 
communications signals, to permit a unique IdentiAcatton- Second: in the 
case of communication» signals, to permit not only unique equipment identity 
but to obtain mescafe content and, in the case of hand^sent signals, operator 
identificatioB. 

The success of both of the»« objectives depend» upon a close scrutiny of 
the signal over a long time interval. Thus, continuity of Intetcept la a funda- 
mental requisite. This should not, however, rule out a sampling approach 
p»r it, tlnce such a transform might be far better adapted to a particular 
kind of intercepted signal and may carry the desired amount of Information. 

Figure 11-4 shows the sec- 
ondary analyst» concept. In 
order that a carrier contain- 
ing n independent channels 
be handled. It Is first neces- 
sary to mover the base h«nd 
or bands and then supply- 
appropriate demodulation for 
each channel. Automatic, 
flexible machine technique« 
have   been   developed   that 

hi. 
Oi 
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permit such a demultiplexing operation even for very complicated systems. 
A character analysis Is performed on the data to determine the nature of 

the transmission, e.g., machine Morse, teletype, etc. After the mode of emis- 
sion has been determined. It is generally possible to convert all pulse codes 
to a common machine language. In the case of non-pulse transmissions, it Is 
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necessary to apply MRipling techniques and convert to puh»* o. to bring in 
a human analyst at thlt point. A decision regarding which course of action is 
bett must rest with an analysis o! fcli factors In a particular case. It is 
dangerous to generalise OH this point. 

Assuming that a common machine language has been achieved, communi» 
cations signals are examined to determine the ilnguistic orijln. A number of 
methods of approach are open here, e.g., keyword analysis, phonemic fre- 
quency distribution, etc. If the language base can be determined, transiatiun 
will probably be required. At the present time, there are no completely satis- 
factory machine translation techniques. Hence, a human may be required 
at this point. It Is probable, however, that satisfactory automatic methods 
will become feasible In the near future. 

If translation Is Impossible by any means, It Is reasonable to assume tlu t 
the data is encrypted. A rryptographic analysis will reveal this ff,ct as well 
as the level of crypt. This is useful for determining additional priority In- 
formation as well as aiding In actual decryption. 

In the case of message content, a complete text analysis will reveal much 
detailed Information of Interest. If the communication follows a known 
standard operating procedure, much of the text analysis can be machine 
Implemented. However, there will be many instances where It will be more 
effective to utilise human capabilities. For example It is not presently pos- 
sible to instrument sophisticated Inferential techniques—particulafly where 
decisions regarding various "»hade« of meaning" are Involved. This is still a 
fruitful area of human endeavor. 

Finally, the dissemination of the Intelligence Information must be given 
careful consideration. This area involves transformation of information lato 
a meaningful, timely product that Is compatible with user requirements. As 
such, approximate communications channels, displsy devices, information 
call and recall capabilities must be provided. The dissemination mechanism 
is very diffuse because it involves access to nearly all parameters discussed 
thus far, e.g., density. Index data classlflcatlon. Identification, alarms, etc. 

il.S Technique» and Device» 

11.3.1 Storage Systems 
A major common requirement of all reconnaissance systems is that of data 

storage capability. This requirement ar'ses from several causes, such as: 
(a) a large amount of library type information is required In order to ascer- 
tain the slgnlftcance of new Information, (A) a large buffer storage capability 
Is required to enable the processing of high priority data without loss of 
data of lesser priority, (c) it is usually difficult—If not Impractical—to com- 
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pleteiy process reconntiissnce data in real time, a», for example, when data 
ire being gathered by a reconnaiuance drone, and (rf) the analytn process 
itself entails a variety of preliminary storage applications, such as providing 
1 means for determining the pulse repetition rate of a radar type emission. 

All of the data storage techniques and devices that have been applied to 
computer technology have also been used to implement the processes of 
collection and analysis of electronic reconnaissance data. The media wl -k 
predominate are magnetic tape, photographic film, punched cards, magnetic 
cures, electromagnetic '.'ay lines, sonic delay lines, cathode ray storage 
tubes, printed copy, encil and paper. 

There is much room iur growth in the realm of storage systems. It would 
be highly desirable, for example, to provide for long term storage of portions 
of the r-f spectrum above iO megacycles. Such a facility would greatly In- 
ciease the probability of detection of transmissions utilising techniques or 
systems of which we may be unaware, now or in the future, simply because 
existing detection systems are not seusitive to all possible classes and modes 
of conveying information via electromagnetic energy. 

11.8.2 Analysis Techniques 
There is a tremendous range of degree of sophistical iur of techniques 

Invoked for the derivation of ELINT and COMINT from reconnaissance 
missions. This is to be expected, since the information derived ranges in 
complexity from deriv'ng the radio frequency of an emission to determin- 
ing the total slgniflcance of an encrypted foreign language message, taking 
into consideration any pertinent information gathered from other sources. 
No attempt will be made to cover all techniques that have been utilised, 
as such an endeavor wui <' be well beyond the scope of this book. Rather, 
we shall attempt to M» a general approach by means of a few specific 
examples. 

Long term storage apices are as yet inadequate for the radio frequenciei. 
customarily used for radar and military communications; therefore, the fre- 
quency of an emission is always determined in some fashion, coded, and 
then stored. The method of frequency measurement used in conjunction with 
the frequency scanning type of receiver is obvious, but some of the techniques 
applied to the wide-open type of receiver are worthy of mention. Instantane- 
ous frequency measurement is often accomplished by using a bank of over- 
lapping bandpass Alters driven in parallel from a single antenna, electronic- 
ally (or otherwise) observing, interpolating ami Anally recording an analog 
of the actual radio frequency. Another technique, used in the AN/AI'IM, 
depends upon the relationship between the directivity of the antenna array 
and the radio frequency of the received emission. 
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The pulse repetition frequency of a radar type emitter may be determined 
by measuring the bunt length, counting the number o! pulwi compriting 
the bunt, and dividing the latter by the former. Or, puiie repetition interval 
(PR!) may be meuured by starting a clock-driven counter with one inter- 
cepted radar pulse, (topping the counter with the following radar pulse, and 
reading the contents of the counter. If the clock is operating at a 1-mega- 
cycle rate, the reading of I'Rl is in microseconds. It is customary to check 
that the two pulses emanated from the same radar emitter by comparing 
the time interval between the first and second received pulses with the time 
Interval between the stcond and third received pulses, If the two intervals 
are net equal or nearly equal then the three pulses may generally be pre- 
sumed to have emanated from more than one radar. 

The width of a radar pulse may be determined by using differentiation or 
integration methods. In the case of a wide pulse, differentiation is preferable. 
The detected pulse is passed through a differentiating circuit and a counter 
is employed to meaeure the time between the differentiated leading and trail- 
ing edges, In the case of narrow pulsewidths, Integration of the detected pulse 
is commonly used. The integral or area of the pulse is then an indication of 
the pulsewidth. A weighting function must be Introduced to account for the 
nurmalliation d the pulse height. 

There are several techniques appropriate for indicating signal density u a 
function of time or geographic location. The CP-269/ASQ-18 syttem accom- 
plishes this function by plotting frequency of intercept versus *ivn» at the 
system frame rate of 60 points per second. The high-speed plotting is ac- 
complished by using a light-bsam galvanometer recording on setf-devaloplng, 
light-sensitive paper. Thus, in a relatively short time a display is generated 
which reveals the total number of emitters intercepted, the number of active 
emitters at any given time or location, as well as other valuable data such 
as the approximate frequencies and rotation rates. 

The pulariziition of an incoming electromagnetic wave is determined by 
the response to the wave of an antenna having known polarisation features. 
Four antennas, one each vertically polarised, horisontally polarised, right- 
handed circularly polarised, and left-handed circularly polarised, will deter- 
mine the polarisation of the incoming wave. In many reconnaissance systems 
It ii* sufficient to know whether the signal contains either vertical, horizontal, 
or both components, in which case the two circularly polarised antennas are 
nut necessary. 

The rotation rate of a radar antenna is determined by counting the number 
of main-lobe hits in a given time interval. If the information is in long- 
term .storage on Aim, then the observer has only to count the number of 
bunts in a given length of Aim and, knowing the Aim speed, determine the 
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rotatictwl rats-. In cue the information it in long-term «torage on magnetic 
tape, read-out can be made at the record »peed through a peak reading 
detector to a counter uwd in the »ame manner at in pulse repetition frequency 
determination. The peak reading detector U used to smooth out the fine 
structure of the radar pulses to yield one pulse per burst. 

The operational function of each emitter may generally be learne«! from 
observation cf the fine grain structure of specific parameters ar combination.« 
of parameters. For example, a radar that exhibits a low pulse repetition fre- 
quency in combination with a slew Kan rate end relatively low (for radar) 
radio frequency quite apparently is used for early warning. 

Emitter location Is usually ascertained through application of one cr cn- 
other of the direction-ftnding techniques enumerated in another chapter. 
The ASQ-18 system, designed for a portion of the r-f spectrum where direc- 
tion-finding antennas are Incompatible with present-day aircraft, represents 
an exception in that emitter location is determined by correlation of the 
variation of recorded signal strength as a function of aircraft headings and 
geographical location with the known radiation pattern of the receiving 
antennas. There are other possibilities, as, for example, emitter location by 
analysis of scan rate doppler. 

A portion of COMINT processing may be automatised by the use of 
decision circuits, such as AM or FM, pulsewidth modulation or pulse code 
modulation, etc., which automatically route a message through the proper 
matrix to accomplish appropriate demodulation and demultiplexing. Much 
more COMINT processing will eventually be accomplished by machine 
methods, including translation and description, but for the present the spe- 
cially trained human analyst is by far the most important factor. 

1 i.S.S Sorting Methods 
A frequent major requirement in processing reconnaissance data is that 

of sorting the data in such a way or ways as to yield the maximum possible 
amount of intelligence material 

One of the more glowing examples of the requirement fur Urge scale 
sorting appears during the processing of data gathered by the ASO-IS, 
which is a wide-open airborne receiver intended for the detection and ai 'tit 
of intercepts emanating from radar type emitters. The receiver has a iu ne 
rate of 60 per second and the data collected in each frame Is recorded on 
magnetic tape. The CI>-269 is used to convert the information on this first 
magnetic ttt|)e from analog to digital form and record it frame by frame un 
a second magnetic tape in a format compatible with standard IBM data 
processing equipment. These data frs'.iies are recorded in the air and tran- 
scribed on the ground In the same order as the aircraft was illuminated by 
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the many radtn comprising the environment through which the aircraft 
paued. Thus, because of rotation ratei, burst length, pecullaritlea of radia- 
tion patterns snd varying transniiMion distances, these data are very dis- 
ordered as well as voluminous. It Is desired to orpnlse the data according 
to emitter, and so a large scale sorting process is next required. 

A special program has been written to accomplish the sorting operation 
on an IBM Type 704 data processing machine, The method that evolved 
is somewhat unique because of the large size of the sort. 

The magnetic core storage of the 704 is programmed to perform the func- 
tion of 20,000 Individual counters. Each counter Is used to tally the number 
of intercepts occurring within Its associated three-dimensional domain of 
frequency, PRI, and pulsewldth space, The 20,000 counters maybe "ar- 
ranged" in any desired conßguration to encompss« whatever portion of 
frequency, PRI, and pulsewldth Is desired and with whatever degree of fine- 
ness is deemed most appropriate along each axis. After all intercepts have 
been tallied by these counters, a search is made for that counter registering 
the highest tally. Ihe inttrcepts that registered on this particular counter 
are labeled Unit Number t, A search is then made for the counter with the 
next greatest tally. If the cell it represents shaves a boundary point, line, or 
face with the cell already labeled, its intercepts are included as a part of 
Unit Number 1; otherwise its intercepts are labeled Unit Number 2. Simi- 
larly, the third highest reading counter (cell) is examined for adjacency 
with any previously examined counter (cell) and appropriately labeled, and 
so on until alt or most all Intercepts have been associated with one of the 
clusters so formed. The mean and standard deviation is computed 'or each 
parameter of each cluster of intercepts. If one or more of a set of readings 
of standard deviation associated with a particular cluster are commensurate 
with experience, then »he intercepts comprising that cluster are deemed to 
be from a single emitter and are sorted out and made- available for further 
action. If a standard deviation rending is excessive, then that portion of 
frequency, PRI, and pulsewldth space is redivided Into a finer structure of 
cells and the process Is repeated until the intercepts have all been sorted 
according to emitters. 

The authors wish to acknowledge the assistance of J. K. Bates, R. D. 
Boyens, E, T, Canty, H. N. Copen, A. B. Churchill, J. C. Groce, P. L. 
Hancock, R. A. Morrow, und C, L. Washburn of ITT Laboratories in the 
preparation of the foregoing material. 
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12 
Basic Types of Masking Jammers 

Y. MORITA,    R. A. ROLUN, Jr. 

Previous chapten denl with ligntl intercept end the problem of deter- 
mining the pretence and nature of an enemy's Mnson and weapons. This 
chapter deals or y with the general characteristics of masking Jammer trans- 
mitters (henceforth called masking jammers), jammer* capable of obscuring 
or denying information.* Denial, which is a characteristic of the effect pro- 
duced by masking jammers, is achieved by submerging data in interference 
which may consist of white noise or signal-like noises. Since masking jam- 
mers may be used against radars, communication receivers, or fuses, the 
nature of the interference used will depend upon which of these is being 
jammed. Thus, transmission of a narrow band of noise may suffice to make 
speech over a radio link unintelligible to a listener, while transmission of a 
wide band of noise may be necessary to deny information to a radar using 
a correlation process for detection 

The complexity required of masking jammers also depends upon the 
device being jammed. For example, if a jammer is being used against a 
frequency diversity radar, receivers and programming equipment may be 
required to tune the jammer to the correct frequencies. It may be impossible 
to predict or determine in time the next jamming frequency requited to 
successfully counter a frequency diversity system using nonperiodic fre- 
quency control. Since specific jammers can take on many forms, only a few 

*Rt(Ur rcptttm and tnnipondtrt, the tubjecti Irettcd In Chapter 15, fulfill ihr 
(unction of crtttlns ftlM Information. 

12-1 
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generic typet are described In thli chapter; tome jaimmer» will include 
feature« of two or more of the baalc type*. 

12.1 Factori Affeetlnif Mukln« Jamtnlng 
Factori which affect maiklng jamming Include the bandwidth, power, and 

modulation of the Jamming tranamltter, the antenna characterlitics (Chapter 
29), the geometric relation between the receiver belnf! Jammed and the 
Jamming tranamltter (Chapter 13), and the environmental effecti on propa- 
gation (Chapter SI). Bandwidth, power, and modulation are (Uacuued in 
this chapter. 

The bandwidth of a Jammer and It» radiated power are both important 
factori in masking Jamming. These factors are related such that a design 
change In one often requires a change in the other. For exampk, • require- 
ment for Increasing the already wide bandwidth of a barrage Jammer (Sec- 
tion 12.4.1) may arise. It may not be possible to maintain the average 
power level over the extended frequency band If the components (primarily 
the output tube) and design of the Jammer are not changed. As the ranges 
of radars and transmitters are increased by means of increased power or 
increased sophistication, the demand for higher Jammer outputs also In- 
creases. This demand for increased Jammer power plus the desire for the 
capability to jam selectively has resulted to spot, swept, and swept-lock 
Jammers (Sections 12.4.2, 17.4.3, and 12.4.4). In these masking Jammers, 
the noise power is concentrated In a narrow frequency band; the position 
of this narrow b«nd within a Urge frequency band ran be adjusted. Tubes 
which can furnish the necessary high power output within a narrow band 
are usually more readily available than tubes which can «urnlsh high power 
output over a wide bandwidth. 

Another Important factor which affect» masking Jamming is the typ« of 
modulation used. The type of modulation, such as amplitude ov frequency 
modulation, and the modulating waveform, such as a sine wave cr a saw- 
tooth function, determine how the available Jamming energy is distributed 
in the frequency spectrum. It is the energy In the sidebands that ordinaiily 
is effective In producing Jamming. Noise was recognised early as having 
characteristics which would be desirable as a modulating source. Consider- 
able effort during World War II was focused on the analysis of noise signals 
and their effects on receivers (References 1 and 2). Short verbal descrip- 
tions of some noise-modulated signals are given b«low; the Jamming effec- 
tiveness of several of these signals is discussed In Chapter 14. (Antljam or 
countercountermeasure features of radar receivers, features designed to 
reduce the effectiveness of masking Jamming, rn also discussed in Chapter 
14 and In References 3 and 4.) One type of signal, the direct amplification 
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of noise (DINA) dees not Involve any modulation. In this cue, the energy 
is distributed evenly over the bandwidth; the amplitudes follow a gausslan 
distribution, DIKA is often used because of Its applicability as a Jamming 
signal against many types of signals. 

The spectrum obtained by frequency or phase modulation by random 
noise alone is approximately gaussion when th? ratio of the upper fre- 
quency limit of the noise band used for modulation to the frequency depar- 
ture from the carrier (for a modulating voltage equal to the rms of the 
noise) is approximately 1 (Figure 12-la and Reference 5). Such an energy 

■ +(   -( 
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PUIUH 12-t.   NoU« modulction iptct» (lUftrtuc«« 2 and i). 

distribution is not sufficiently uniform or bioad enough to be used with 
good effect in barrage Jammers. If the ratio is increased to the neighbor- 
hood of 3.5 for FM or 2.S for I'M, the energy distribution flattens out and 
becomes more uniform. The high ratio indicates that the modulating band- 
width is wider than the transmitted bandwidth, and that it might be more 
desirable to UM direct noise ampliflcation. 

When a carrier is amplitude modulated by noise, the amplitude of the 
distributed energy is proportional to the amplitude of the modulating noise 
and the spectrum is twice as broad as that of the inodulating noise. The 
spectrum of the carrier can be represented by C*i (/ — 0) where Ca is the 
mean square smplituds cf the carrier component and <(/ — 0) is a delta 
function with the property of bt-ing infinite at / = 0 and sero elsewhere. 
There are two reasons for not using amplitude modulation: first, consider- 
able energy is retained in the carrier; and second, ■ "ceiling" i« placed on 
the energy in the sidebands, If the noise U not allowed to be clipped, and 
randomness is to be maintained, the modulation level must be kept very 
low. In this case, all the energy is in the carrier. When clipping is applied, 
more energy appears in the sidebands. Even with extreme clipping, half 

> 
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the energy remain« in the carrier (Section 13.2). When the «ignal ia dipped, 
the energy spectrum it no longer flat across the stdebaitds (Figure 12-16). 

It if poiaible to combine noiae modulation with modulation by a »on- 
random, periodic waveform to obtain a Jamming lignal which car- be used 
over a broad portion of the frequency spectrum. For «umple, frequency 
modulatkn by noiie can be combined with frequency modulation by a tine 
wave f tcquency modulation by sine wave alone produce« a spectrum of 
frequendea located at frequencies ±«/. about the "carrier," /„. (/. it the 
frequency of the modulating tine wave.) While it may be broad eitough, 
the spectrum can be sufficiently discrete to provide untatitfactory barrage 
Jamming. When frequency modulation by tine wave It combined with fre- 
quency modulation by noiae, a tpectral dittribution of noise it obtained 
around each of the tideband frequencies, nj, (Figure 12-U). Ali th« *»mgy 
available for Jamming it in the sidebands, a detiirable characteristic since 
the jamming spectrum it broadened and no frequency "holet" appear in 
the spectrum. 

Amplitude modulation by noise may alto be combined with frequency 
modulation by noise to obuir. a spectrum suitable for barrage Jamming. A 
broad spectrum is obtained in '.his case but one which it not at uniform at 
when frequency modulation by tine wave and frequency modulation by 
noise it used. Peak» are produced by the various carriers or sinusoids! fre- 
quency-modulation sidebands (Figure 12-Id). At In the case of extremely 
clipped amplitude modulation by noite, energy In the sidebandt ia limited 
at best to one-half the total energy. 

Signal-like noises can alto produce confusion, "Railing" it a technique in 
which pulset are trantmitted asynchronously at the puiae repetition fre- 
quency of a radar. A similar technique involves transmitting pulse« at ran- 
dom to that the display of a search radar becomes cluttered. 

12.2 Clipplne 
When the effactivenest of noise signals is considered, the distribution of 

amplitudes Is often assumed to be gausslan. In practice, the distribution is 
not truly gausslan because the high noise peaks are sliced off either inten- 
tionally or because of equipment limitations. It hat been shown that when 
using DINA or amplitude modulation by noise, controlled clipping can 
reduce peak power requirements and, in the latter case, can minimize power 
wastage in the carrier (Reference I, pp. 85-88), Controlled clipping permits 
a mure efficient use of the peak power capability of a Jammer transmitter's 
output tube. How effective clipping is depends upon the bandwidth of the 
receiver against which a jammer is being uxed. If the receiver bandwidth 
is about the same as the noise bundwidth, clipping can place a ceiling on 

«■KsaMMn 
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the deflection ot k recording device. If the receiver bandwidth is narrow com- 
pared to the dipped noise bandwidth, the noise tignal will appear to be 
gauuian to the receiver and will have the »ame effectiveness as gaucslan 
uoiae. 

12.8 Look Through 
Once a Jammer has been turned on, some provision must be made to 

monitor the frequency of tht* radar or radio Jammed so that the jammer 
can transmit in the proper frequency band This capability for monitoring 
the radar or radio signal is railed "look through." "Look through" presents 
a problem because the monitoring receiver must cope with the Jammer 
signal. On« way of achieving "look through" U to turn off the Jammer 
periodically. There are two variables which can be changed: the duration 
of the Jammer "off" period and the ftequency with which this duration 
occurs. How theee variables are changed depencüi to a large extant upon the 
system being Jammed. Thus, many looks of short duration might be used 
against a frequency-diversity radar while a single look might suffice against 
a fixed frequency radar. 

Another way of achieving "look through" is to use correlation techniques. 
If the received signal can be correlated with a portion of the transmitted 
s'gnal, that part of the received signal which is due to leakage from the 
jammer transmitter can be separated from the radar signal and rejected. A 
coaxial cable or a waveguide can be used to furnish en appropriate portion 
of the noise signal from the Jammer to the correlator. If pseudorandom noise 
is used, it would be possible to use two synchronised linear-sequence gener- 
ators, one as a modulating source for the Jammer and the other as a source 
for the correlator. The only connection required between the Jammer and 
the correlator would be a line used to synchronise the two pseudonoise 
generators; the connection need not be a coaxial cable or a waveguide. 

13.4 Type« of SKV^ATU 

Masking Jammers ttuy be placed in the categories of barrage Jammers, 
spot Jammers, swept Jammers, and sweep-lock jammers. Some Jammers 
fall into two or more of these categories by having alternative modes of 
operation. Wideband frequency coverage Is obtained by many jammers by 
using multiple transmitters, each covering a given portion of the spectrum. 
Only the Jammer transmitter is discussed in this section. Receivers used 
for detecting the presence and character of signals are discussed in Chapters 
6 and 9. 

12.4.1 Barrage Jammere 
Barrage jammers are wideband noise transmitters designed to deny use 
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of frequenciet over wide portioaa of the electromagnetic sptctrum; thsae 
jammer» may be used against radar and communication receivers. The use 
of this type of Jammer is attractive because a number of enemy receivers 
can be Jammed simuUaneoualy or because frequency-diversity radars (or 
other types of frequency-diversity systems) can be Jammed without readjust- 
ing the Jamming frequency. The type of output tube used determines the 
effective Jamming bandwidths covered by barrage Jammers. Typically, at 
X-band, a magnetron may achieve a IS percent bandwidth, while a car- 
cinotron (a aa-typc backward-wave oscillator, Chapter 3?) might achieve 
a 30 percent bandwidth. Generally, the parent bandwidth is wider at lower 
frequencies; a klystron at 5-band may i><>.* a 4 percent bahdwidth while 
another klystron at L-band may have an 8 percent btuidwidth. 

The block diagram of a typical barrage Jammer ic ,   >wt) in Figure 12-2. 
The modulating    •n«I Is implifted 

VIMENV 

Fiovms U-2,   Typical l«rr»«e Jamimr 

noise is desired, 
as a carcinotron 

noise. The type of H.   ul ..»on de- 
termines whether au rf amplifier or 
an rf oscillatcr is used for the final 
stage. If frequency modulation by 

the last stage might be a voltage-tunable oscillator such 
If the output desired is noise by amplitude modulation, 

the last stage would be an rf amplifier. 
The advantages of barrage Jammers arc their simplicity and their ability 

to cover a wide portion of the electromagnetic spectrum. (The barrage 
Jammer was used widely in World War II because of its design simplicity.) 
Tun latter advantage can turn into a disadvantage when the systems against 
which the Jammer is working utiliu high-powered transmitters. In such 
cases, the Jammer power may not be sufficiently high to effectively mask In 
the receiver the transmitted signals. The trends in radars to high power and 
frequency diversity have caused designers to seek means of extending the 
power arid bandwidth of output tubes fur barrage Jammers. 

12.4.2 Spot Jammere 
Spot Jammers are narrowband, manually tunable transmiUera which are 

amplitude or frequency modulated by random noise or by a periodic func- 
tion. These Jammers are used to mask specific transmitters from rummunica- 
tions or radar receivers. Spot jammers can deny range and angle informa- 
tion to radars and can degrade the IntelliRibllity of speech or of other types 
of modulated signals in communications receivers. 

A block diagram of a spot Jammer is shown in Figure 12-3. Many spot 
jammers use amplitude modulation by noise in which at least half the rf 
energy remains in the carrier. The output power spectrum of a spot jammer 
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can be continuous over a band up to S 
percent of the carrier frequency became 
OKillatora such at magnetroni are fre- 
quency modulated by the frequency puah- 
ing factor. 

Intercept panoramic receive» muit be 
uaed with these jammern ir. order to 
"let" the transmitter frequency on the 
frequency of the radar or communication! 
sets being Jammed. A "look through" 
capability is desirable to that the .lam- 
the frequency of the transmitter  being mer frequency may be kept on 

Jammed. How accurately a spot Jammer must be tuned to a given frequency 
depends on the bandwidth of the Jammer and on the service against which 
the Jammer is bein» used. If the Jammer spectrum is narrow and the service 
being Jammed is keyed cw, the Jammer must be tuned to within a few 
cycles per second. If the Jamming spectrum is broad and the service being 
Jammed is radar, tuning to within O.S mcs may be sufficient, 

The chief advantage of spot Jammers is that their output may be con- 
centrated in a narrow power spectrum. Thus, the jammers have the capabil- 
ity of countermeasuring a radar or communication receiver at longer 
distances than can a broadband or barrage-type jammer of the same , ower 
output. Or, for a given distance, a spot Jammer can be «mailer and lighter 
than a barrage Jammer. Since spot jammers can concentrate large amounts 
of power in a narrow spectrum, these jammers have the capability under 
certain conditions of inserting enough power In a receiver to saturate the 
I-' arr-püfter and to reduce the gain of ihli amplifier by its age action. The 
condition include those of short range and proper orientation of antennas. 
Where space requirements prohibit tunable receivers as an amljam feature 
(i.e., in VT fuses and in some missiles), spot jammers can be used to good 
advantage. 

Disadvantages, as well as advantages, arise out of the narrow frequency 
spectrum of spot jammers. An operator must be available to tune the jam- 
mer. The application of spot jamming requires a Jamming transmitter for 
each radar or communication transmission channel to be masked or de- 
graded. The complexity of spot Jammers is Increased when they must be 
used against transmitters capable of rapid tuning. Some means of rapidly 
retuning the Jammer to the proper frequency must be provided. Power may 
be wasted by concentrating too much Jamming power In a single channel. 

12<4.3 Swept Janimier« 
Swept Jammers are transmitters in which a mtrrowband jmnmlng signal 
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can be tuned over a broad frequency band. These Jammer» have been de- 
veloped to combine the high power capabilitiei of spot Jammen and the 
broad bandwidth of barrage jemmen. Swept Jammen can be employed 
effectively agaiiut radar and communication receiver», The Jamming tlgnal 
U generated In a narrow frequency band, and thii Dand it then »wept over 
a broad portion of the frequency spectrum. Figure 12-4 it a block diagram 

of a typical tuned swept-Jamming transmit- 
te*. The output tube it modulated by noise 
or by a periodic function; frequency or 
amplitude modulation may be used. 

Two factors which are important In twept 
Jamming are the noise power per megacycle 

Li ^lissÖ* wir-HiT and the sweep rate. The tweep rate, the 
—.— bandwidth of the twept Jammer, the band- 

width of the receiver being Jammed, the 
geometric relation between the Jammer and 
the receiver, and the characterlttlct of the 

Fiovst jj.4.   Bstlc block dlstrsm jammer „„j receiver antennas all play Im- 
of »w»pi jaaMtr. port(lnt ^ ,n determ(Dlng the dwen time, 

the period during which the Jammer noise it in the receiver bandpatt. All 
thete factor» mutt be taken Into contideratlon In order to maintain a balance 
between the dwell time and the period» between dwell time»; otherwise, 
a twept Jammer can be ineffective. 

Swept Jammen combine the advantage of concentrating noise power In 
a narrow band and of effectively covering a targe bandwidth. Such Jammers 
can be used more effectively than tpot Jammers against radar nets in which 
the various radart are tuned t ' different frequenciet. Several twept Jam- 
mert, sweeping rapidly at d ff( ratet, can with high probability, obscure 
most signal» in a given frequt iw   jand. 

Bebaute of the large numuur of facton affecting the effectiveness of a 
twept Jammer, there must be comprehensive knowledge of the tyttemt 
against which the Jammer Is to be uted. The swept Jammer will also be 
more complex than either the spot or barrage Jammers, 

12.4.4 Sweep Lock-On Jammen 
A sweep lock-on Jammer Is a transmitter in which a narrowband Jamming 

signal can be tuned over a broad frequenc> band end the signal locked on 
a particular frequency. This type of Jammer is essentially a swept Jammer 
with the additional feature of lock-on capability. A block diagram of a typi- 
cal sweep lock-on Jammer Is shown In Figure 12-5. A receiver and the Jam- 
mer transmitter are swept over the same frequency band. When the receiver 
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»WMp lock-on |amm«r. 

encounter! a signal, the frequency 
»weep li halted, and the Jammer 
transmitter act« at a spot jammer 
at that frequency. By providing 
the jammer with a lock-through 
capaVllty, the receiver can be 
made to atart sweeping again when 
the original signal being Jammed 
disappears. It is well to point out 
'ere that many Jammers are con- 
structed to operate in several 
modes, i.e., they arc capable of 
operating in spot, swept, or sweep- 
lock modes (References 6, 7, 8). 

Sweep luck-on Jammers can also be programmed in various ways. One way 
is to sweep the Jammer signal and the receiver over a specified band. An- 
other way is to sweep the receiver over a specified band until a signal is 
received and then to turn on the Jammer transmitter at the received fre- 
quency. 

The sweep lock-on Jammer, like the spot Jammer, can concentrate much 
noise power in a narrow band. In addition. It can lock on to a second signal 
much more quickly than can a spot jammer. 

The sweep lock-on Jammer suffers from the same limitations as the spot 
jammer. Only a narrow frequency band can be Jammed at any time and 
more noise energy than Is required may be concentrated in that band if (he 
Jammer is being used against a receiver .»her than the ones for which the 
Jammer had been specifically intended. The automatic tuning feature of 
lock-on Jammers can cause two or more such Jammers to lock on each 
other's transmisctont. Care must be exercised In assigning frequency chan- 
nels to each of the jammers, or circuitry mutt be devised to detect only 
those signals to be Jammed. 
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13 
Geometry of the Jamming Problem 

Y. MOR1TA,    D. B. HARRIS 

TIM notalloni empioytd in the tquttion* rfeKriblr.g the rcUtionihlpa «pplictbhi to 
vtrioui kinds o( lyiUmi «re not (ully consitttnt. Sine« thn vtrlout Hti of aautiuni 
have evolved u % niult of work don* an particular tyetcnu, and »Inte tach wt of nota- 
tions apptan particularly wluble for iti own system, ;he terminology it retained In till* 
chapter in its raeoinlMd form even thaugh some inconsistencies exist between various 
systems. For example, In the radar Jamrolng problem, the symbol Pi Is used to represent 
the power of the Jamming transmitter and the symbol Si represents the power density of 
the jamming signal at a point in space measured In watts per square meter. In the com- 
munication Jamm'ng case, S, represents the transmitter carrier power of the signal, and 
/i th» transmltur Jammer power. 

18.1 Introdiuatlon 
Thli chapter lg primarily concerned with the location! oi ^mmeri and 

receiver» and the effect of these location» on Jamming parametera, including 
required Jamming; power levela. The relrtionihip between Jammer and signal 
powers for apeclik geometries can readily be derived (or free space or for 
smooth enrth. In many cases, the conditions of free space or smooth earth 
are not met and factors involved in the propagation of radio waves play a 
iarge part in setting limitations on usable geometric conftgurations between 
Jammers and receivers. 

The limitations are also affected by the particular use of the receiver being 
Jammed, whether the receiver is being used in radars, in communications, in 
fuzes, Of in navigation devices. Four cases, typical of the types of geometry 
problems which are encountered, are considered in this chapter. These cases 

13-1 
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are airborne radar Jammlnp;, search radar Jamming, communicationa jamming, 
and fuze jamming. In addition, factors, such as the radar cross section, ihni 
h Urectly affect the geometry problem »re discussed. How propagation enters 
into the geometry problem Is indicated, but the nature of the propagation of 
radio waves is not discussed since this is treated in Chapter 31. 

The factors that determine Jamming power at the receiver are described 
in the geometry of the Jsmnnng problem, Equations are readily derived in 
particular geometries and particular Jamming situations for the transmitter 
Jamming power required to produce a required Jamming power at the re- 
ceiver. The parameters entering into the equations are not so readily defined 
and must be carefully considered In uach Individual problem. As would be 
expected, the threshold of Intelligibility or Identification must be defined 
differently for each sytem and for each type of Jamming signal. 

It Is useful to define as a standard Jamming signal a random fluctuation 
noise which has a gausslan amplitude distribution and a rectangular power 
spectrum equal In width to the acceptance band of the lerelver (page 5 of 
Reference 1). This aiwumptlon allows the utilisation of the results of theo.et- 
•■-•::'. inveätlgätlons oa ihr slgmU-to-noi^c ratios In receivers to obtain a nolsc- 
to-signal ratio, or J/S, or equivalent parameter such as C, used In the radar 
Jamming problem, Section 13.2), at the receiving station. J/S, which will 
be called the jamming threshold for the receiver, defines the ratio of Jam- 
ming noise power to signal carrier power at which the standard Jamming 
signal becoiiies effective against the target signal. Deviations In J/S from 
the standard value for other Jamming signals are accounted for in some cases 
by the efficiency factor. A/,. ThU factor comparer the Jamminf; signal power 
required to produce the Jamming threshold power level in the receiver to the 
power required of a signal consisting of white noise of exactly the receiver 
bandwidth. 

13.2 The Fundamental Self-Hrreening Atrliome Ratlir JammlnK 
Equation 

In developing the equation for the power required to Jem a radur with a 
noise modulated signal at a distance R from the radar, w; Arst consider the 
power density develo|)cd by the radar system at a point In space (Reference 
2). It is assumed herein that the Jammer is located at the target and that 
the distance factor which «iffects the attenuation of the Jiimmer signal la 
therefore the same as the distance factor which affects the attenuation of 
the radur signal. Under these conditions, it in not necessary to consider the 
nttenuntion from the target to the rad.ii' set, and Die ralculatlons can be 
bused upon the conditions existing in free space in the vicinity of the target. 
The buslc procedure is to select a |K)ini r in space lying. In relation to the 
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ttrgei, in the direction cf the radar set. At thii point, the jamming power 
density must be targe enough, in comparison with the power density of the 
echo reflected from the target so that when both signals reach the radar set, 
the jamming signal will override and obscure the echo. 

Consider such a point P In apace at a distance p from the target. The re- 
quirement (or successful jamming is that, at /', the jamming signal shall be 
related to the echo signal by a (actor C, in accordance with 

5, = CSr (13-1) 

where 5/ Is the power density of the jamming signal at P, C is the ratio of 
jamming to signal power required to produce successful jamming (known as 
the "aamouflage" factor) and Sr is the useful power density of the echo sig- 
nal at point P. Si and 5r are expressed In watts per square meter. 

Considering first the quantity 5/, it is seen that this quantity is given by 

Si m BPfi./A*?* (13-2) 

where B is the bandwidth of the radar rkeiver In megbeydea per second, P/ 
k the minimum power output of the jammer, in watts per megacycle, re- 
quired ior successful jamming, and G, .s the gain uf the jamming tranxmitter 
antenna In the direction of the radar receiver. Since the total power radiated 
from the jammer is HP), the jamming power density at the surface of a 
sphere of radius p centered on the target would be Pl',/*wp'J If the jamming 
antenna radiated iiotroplcally. The actual jamming power density at the 
surface of the sphere in the direction of the radar set will then evidently be 
BPl/4wp' multiplied by G, as shown in Eq (13-2). Similarly, the echo power 
density at /' in the direction of the radar receiver Is found to be 

SP = Pfi,/*mp* (13-3) 

where /', is the total reflected echo power radiated from the target and G, is 
the "gain" of the target reflecting pattern in the direction of the radar set. 
In turn, it Is evident that the reflected power is given by 

P, = S,/l. (13-4) 

where S, is the incident power density »( the radar signal before it strikes the 
target and A, in the effective intercepting area of the target in square meters. 
Substituting Eq (13-4) in (13-3) we have 
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Sr izr**' 
and if we let 

Eq (13-!) becomes 

Äß, 

S, m Sp/iw?* 

(13-S) 

(13-6) 

(13-7) 

Now Kibitltutlng Eq (13*7) and (13-2) in (13-1) we have, u im require- 
ment (or iuccest(ul Jamming, 

BP0,  ^f, St» 

BPfit m CStit 

Since the incident radar power deiuity ii 

(13.8) 

(13-9) 

where P, ii the peak puite of the radar set, G, U the gain of the radar antenna 
in the direction o( the target, f ia a (actor taking into account the effect o( 
ground echoes, and R la the distance between the radar set and the target, 
Eq (13-8) therefor« becomes 

BPfl, - C--^- 

which, when R is converted to miles, can be expressed in the (orm 

ftp _   00308 X 10 VrG.f'gC BP'- w&,  

(13-10) 

(13-11) 

This equation is suitable for determining the jamming power required ** a 
(unction of range. Equation (13-10) can also be written as 

R,-0.nt *"'jW~ (13-12) 

Bomaammmmm 
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a form which Is suitable (or determining the minimum Jamming range, Rm. 
As a matter of rffference, the notation of Eq. (13-6} and (13-7) are now 

defined in the following manner: 
Pj     Minimum jamming noise power per megacycle bandwidth required 

to produce effective Jamming at a range R. 
B      bandwidth of the radar receiver in megacycle«. 
P,     effective peak power of radar transmitter (actual generated power 

minus tranamiuion line and other losses). 
G,     power gain uf radar transmitter cntetma relative to aa isotrcpic 

radiator, free space condition, in the direction of the target. 
g      ground reflection factor. (To be dlscuued in more detail in Section 

IM). 
R      distance in miles. 
Ra    minimum Jamming range in mllaa. 
v      cross section of target in square meters. (To be discussed in Sec- 

tion 13.7). 
C      camouflage factor, the ratio of imt noise to peak pulse power of radar 

fur Jamming to be effective. (Discussed further in Section 13.S). 
Gi     power gain of Jamming antenna relative to an iaotroplc ladiator, in 

the direction of the radar. 

18.3 Maximum I)«t«eÜon Riinga 
The effect of geometry on the detection range of radars in the presence of 

Jamming can also be determined in terms of deterioration in a radar's maxi- 
mum detection range and the minimum detectable signal. This determina- 
tion la important when considering the capabilities of radars used in search. 

If a receiver is locuted at the radar transmlttor she, as In the case of a 
search radar, p = X, and Eq (IS~7) becomes 

Sr = Sv/ArR* (13-13) 

The echo power density S, may be found In terms of the Incident po- »r den- 
sity Si at the target by substituting Eq (13-9) In Eq (13-7). 

PrCl** (13-14) 

The received power depends upon the antenna aperture which In turn is 
related to antenna gain by 

Ar = GrAV4» (13-1S) 
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where K is the wtvelength. The rt^eived power Pn, li the product of the 
Bntennt aperture /t, by the echo power density Sr. or 

P„ = ^„S, ■ P£Wo /{4w)»R* (13-16) 

This equition may *m nolved for range and for minlmuin received power or 
Pr„ equal to Pml„, the maximum detection range, Km» ii 

Rm,n ■ ^ PAW'/WP«* (13-17) 

It if the minimum received power Pmit which U affected adverieiy by jan^ 
mlng. Under Jamming condition?, this power must be innreaaed to detect the 
echo so that maximum detection range decreases. 

Without jamming, there is a signal-to-nois« ratio, Pm^/Nt ss k which must 
be equaled or exceeded if a target is to be detected. The equivalent input 
noise, A',, has a gaussian amplitude distribution. If the Jamming signal is 
gausslan, it may be added directly to the equivalent Input noise to arrive at 
a new noise figure. If the Jamming signal Is not gaussian, it must be multi- 
plied by an efficiency factor in order to Justify its addition to the equivalent 
Input noise, If the jamming signal multiplied by the efficiency factor Is 
designated by Pj, then a new minimum detectable signal ratio would be 
given by 

Ni + P, r^- =* (13-18) 

The.relationship between the maximum detectable range and the received 
power under a non-jamming and a jamming environment can be determined 
from Eq (13-16) and (13-18) (page 27 of Reference 2), This relationship Is 

-fea-  m ( *'-' V (13-19) 

Finally, the maximum detectable range /f'„«t In a Jamming environment Is 
given In terms of the maximum detectable range lit a non-jamming environ- 
ment by 

R'n W 1 /     PiK\n 

Biii 

(13-20) 

J-'kF, 
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18.4 Grou::d Reflection Faetor( g 
The ground reflection factor, g, wu introduced into the fundament»! radar 

Jamming equations In order to take into account effects resulting from the 
interference between the wave propagated directly to the target and the wave 
reflected from the ground. It is evident that interference between these two 
waves may increase the field at the target by a factor of 2 or reduce it to 0 
(theoretically), depending on whether reinforcement or cancellation takes 
place. If the beam of the radar is aimed above the horison and no ground 
reflection exists, then g = 1. If ground reflection does exist, g may theoretl* 
caily be or high as 2. Since much information is now available on this sub- 
ject in the literature on propagation, the actual vaules of f to b« applied will 
not be discussed further herein, except on a qualitative basis. 

18.5 The Gainouflofe Factor, C 
The camouflage factor, as applied to pulse radars, is the ratio of rms noise 

power to peak signal power required to provide effective Jamming (where the 
rms noise power takes into account the bandwidth of the receiver). 

To determine the value of C to be applied in specific cases, Kaeff (formerly 
with the Naval Research Laboratory), made studies to determine the mini- 
mum radar signal intensity which could be observed in the presence of noise 
using Type A presentation (Reference 3). These studies resulted in deter- 
mining that the camouflage factor can be represented by the empirical ex- 
pression. 

c - ]r+Tr;^m\ir) 
y/« 

(13-21) 

where 
r   = pulse lengths in microseconds, 
B m bandwidth of receiver in megacycles, 
F m pulse repetition rate in cycles per second, and 
X = an experimentally determined factor, discussed below. 
Equation (13-2!) shows, as might be expected, that, for a given value of 

B, C becomes smaller as r becomes shorter. As the pulse lengths become 
shorter, the pulse amplitude in the radar receiver becomes smaller due to 
distortions caused by the passband being too narrow, thus making it easier 
to override the pulse with a Jamming signal. Cunveirsely, as B becomes larger, 
C also becomes larger, From this latter result, it might be expected thitt it 
would be desirable, from an anti-jamming (A-J) standpoint, to make radar 
bandwidths us wide as possible, to reduce pulse distortion and make C as 
large as posnible, However, reference to Eq (13-10) shows that the minimum 
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jp.mming power required is also a function of B, and is, in fact, inversely 
proportional to B. Thus, although an increase in B Increases the pulse ampli- 
tude In the radar receiver, it also Increases the noise power accepted, and an 
indefinite increase in radar bandwidth is not desirable from an A-J stand- 
point. It can be shown, In fact, by relating Eq. (IMO) and Eq, (13-21), 
that an optimum A-J design results when rfi = 1. The Wurcburg radars used 
by the Germans during the war actually achieved this optimum, while the 
U. S. sets. In general, had values of TB ranging from 2 to 26. 

The final factor (F/K)^*, In Eq (13-21) represents a second order effect 
since variations In the pulse repetition rate cause ch >\s % amounting only to 
approximately one decibel per octave. Both Haeff auu Lawsr.n studied the 
value of K, determining approximate values of /C = 1640 and iC ■: 400 re- 

spectlvely. Figure »   '  i.N»ws 
[>i^f     the   camouflage   factoi     •   a 

function of rB, In Accordant,, 
with Eq (13-21). 

Equation (13-21) does not 
take Into account the possible 
existence of saturation In the 
receiving system. There Is ex- 
perimental evidence fh.it, if 
the Jamming signal is suffi- 
ciently strong to produce satu- 
ration, the effectiveness of the 
Jamming Is Increased, This 
conclusion is baaed on actual 
tests of Jamming signals; these 
tests showed that the pip could 
be seen mere easily when the 

gain of the receiver was reduced, provided saturation existed initially.Thu«, 
an important A-J measure Is the Incorporation of automatic gain control 
device functioning on noise. The question of the degree to which such expe- 
dients should be employed has been studied extensively. Data concerning the 
result» are available In Chapter 14 references. 

Fiuitu 13-1   CimoulUse factor vi. pulN Itngth 
r and rtcdvir tenptsnet bandwidth 8 

13.6 Gain of Jamming Antenna, <it 

The factor G, is one which has been very extensively explored In connec- 
tion with the design of jamming antennas, It may be assumed that the Knius 
realisable under practical conditions will range from 1.64 (the gain of s half- 
wave antenna in free apace) to hundreds or thousands depending upon the 
frequency and the use to which the Jammer antenna Is put. 
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18.7 The Tariet Crow ftoetlon, v 
The subject of Uiget echoing areu, or cross sections, in itself has engaged 

the attention of a signiAcantty large proportion of the personnel working on 
radar countermeasures. The echoing areas which could be expected in the 
C£M of certain types of aircraft were estimated in initial studies on this 
subject. These estimates were that a medium bcT.ber had an echoing arei> of 
50 square meters; a small fighter plane, an echoing area of S square meters; 
and a large bomber, an echoing area of 74 square meters. Since it was realised 
that these figures were, at best, guesses, contracts were placed with Ohio 
Stute University foi studying this problem, and, in the World War II pro- 
gram, quite a large number of measurements of echoing areas became avail- 
able as a result of the Ohio activity. As was expected, the cross section of any 
given aircraft was found to vary by several orders of magnitude as a function 
of aspect. Thus, although the original estimates of cou sections were found 
to be accurate for certain aspects of the aircraft, it was realised that it would 
be impossible to express the echoing area of any Riven aircraft in terms of a 
single figure. As a result, the observed cross sections have generally been 
published in the form of reflecting patterns giving the cross sections at 
various values of ailmuth and elevation. 

The selection of a value of the cross section to be used in a specific case 
requires taking into account the rapid variatloif of cross section with aspect 
the extreme depth of the minima, and the extreme height of the maxima. The 
rapidity of the oscillations in <r for a given target depends on the wavelength, 
and on the separation between nulls .'In aspect angle) decreasing as th* wave- 
length decreases. Probability considerations enter into the problem at this 
point. It is obviously not desirable to design a jamming transmitter on the 
assumption thai the jammer should be able to override the radar echo under 
conditions when the radar set lies on a maximum of the strongest lobe of the 
reflecting pattern, In general, this main lobe of the reflbcting pattern lies at 
right angles to the longitudinal axis of the aircraft, and In some cases may 
be only 3 or 4 degrees wide, the actual width depending on the wavelength 
involved for the particular tatget. It seems obvious that it would not be 
economical from an engineering standpoint to design Jammers to function 
against this lobe of the reflecting pattern, since the probability of the lobe 
being directed at the radar set might be as small as 1 or 2 in 100. On the 
other hand, it is not safe to design Jammers to function against one of the 
pattern minima, because these pattern minima are even narrower than the 
maxima and because the variation in cross section between minima and 
•uiixinm may be an large as 20 or 30 to 1. 

Another pruhlctn entering into the calculations is the question of the effec- 
tive cross section of a group of targets flying in formation. Initial studies 
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made by Van VIeck (Reference 2) and Norton (Reference 4), developed 
probability factor« expressing the percent of time during which the effective 
cross section of the flight might be expected to exceed a value determined by 
the cross section of the individual airplane end the number of aircraft in the 
flight, These results were based on the concept that the resultant signal from 
a flight of airplanes mey be considered to be the resultant of the individual 
signals added with proper attention to the relative phases (which are ran- 
dom), making the assumption that '." aircraft (Jf in number), are spaced 
within half the distance occupies pulse in space. Since the phases are 
random, the extremes are representea nrst by the case wh?n all echoes cancel 
and the effective cross section of the flight is 0, and second by the case 
when all echoes add and the effective cross section of the flight is M times In 
voltage or M* in power that of a single aircraft. In other words, while the 
average effective area of the formation may be expected to be Mo, where 
a is the area of a single aircraft, it is possible for the area of the formation 
to vary from 0 to MV It was pointed out that the probability of any given 
formation cross section {%) being exceeded is given by 

/'=I00.xp(--^-) , 
(15-22) 

FimmK 13-2   Kchü on  10 cm from t  B-I6  bomber •• 
lunctlon nt minv'h 
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where M it the number of aircraft In the flight and o ii the echoing aret of 
the individual aircraft. An examination of this equation ihown that £ wMl 
exceed 2 Mv for 13.5 percent of the time, and 4 Ma for 1.83 percent of the 
time. Considerable design work ha« been carried out on the basis that 4Af«> 
is a reuonable value of 2 for calculations, and that wh-'n this value lor o 
Is used protection is obtained 98 percent of the time. 

When viewing aircraft flying in formation there will be a distribution in 
aspect around tome average aspect (4), #«) (Reference 5). The angle § is 
measured from the aenith and the angle ^ from the no«« of the aircraft. This 
distribution of aspect can be expected to be essentialiy gausslan, but restricted 
for the most part to some interval, for example, from (^«-S ) to («„-f 5' ) 
and (■&,—5 ) to (^«4-5"), Then at any given Instant of time, signals will be 
received from the aircraft which will vary from the relative minimum value« 
to the relative maximum values associated with the scattering pattern for a 
single target in the vicinity of (#u, *«)■ If the number of aircraft In the forma- 
tion Is reasonably large, one would expect to receive an average signal per 
aircraft-in>fnrmation that could be described by a smoothcd-out (I.e., aver- 
aged) pattern for the Individual aircraft. This means that interest becomes 
centered on radar cross section patterns which represent median values over 
5 degree or 10 degree Intervals. Much of the experimental data obtained on 
aircraft Is presented in this form. 

The nature of the radar reflection patterns to be expected for aircraft Is 
llluktrated in Figures 1J-2 through 13-7. In Figure 13-2, the extreme oscil- 
latory nature of the radar cross section pattern ai a function of aspect is seen 
This figure is taken from Kerr, (Page 542 of Reference 6). Figures 13-3 and 
1J-4 Illustrate the manner In which the "average" radar cross section pattern 
varlt! with frequency. In both figure», cross sections are shown at horitontal 
pularlaation fur aspects confined to the horitontal plane (9 — 90'). That« 
two figures are taken from Reference 7; the first Involves the F-86 and th« 
second the B-47. In Figure 13-5, polarisation effects are Illustrated. The case 
in question is the radar cross section of the B-47 aircraft at a wave length of 
4,11 meters; these experiments were conducted by Ohio State University and 
their experimental work on the B-47 plus other experimemsl and theoretical 
work on the B-47 is reported In Reference 8. The manner in which the cross 
section changes with a variation in the elevation angle can be Illustrated in 
terms of th« experimental work of Radiation, Inc. on the B-57 (Reference 
9), The coordinate system employed by Radiation Inc. differs from the 
(9, ^) system described above and thus their coordinate system is displayed 
in Figure 13-6. Experimental result« for elevation angles ranging from 40 
degrees above the horizontal to 40 degrees below the horizontal are displayed 
In Figures 13-7a through 13-7e. These experimental data are expressed in 
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term« uf median and maximum value» over 10 degree Interval«. It will readily 
be observed from 'he«e figures that there are no appreciable change« in the 
pattern! for this variation In the elevation angle. 

Reference 7 contains, In tabulated form, a considerable amount of radar 
croat section data with primary emphasis on the note-on, broadside, and tail- 
on aspects, Table 13-1 is illustrative of this material. This sample of tabulated 
data Includes some of the available information on the B-47, the Canberra, 
and the F-86. (The Canberra and the B-S7 are essentially the same aircraft.) 
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Static   j               1  ** 1 
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Radar Croaa 
Section 
(aq. m) 

3-47 
(Bead) AN/APS-34 H Static 600 Pulm 

NOM-OB 

Broedalda 
Tail-on 

IS 
630 ♦•♦ 
m 

1-47 
(modtt) AN/APS-14 V Static «00 Puna 

Nom-OB 
Broadaida 
Tail-on 

so 
•91 ♦•• 

M 

B-4T AN/APQ.!3 V Dynamic 9371 Pulm 
Nom-on 
BraMWde 

4iiS0 
taousooo 

B-4r 
(modal) 

Hybrid T V SUtlc iso e-w 
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TaU-on 1.1 ll.« 
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u 
SI 
•J 

(modal) HybridT V Static 300 «-w 
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Hroadild« 
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44 
too 

0J 
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Nom-OB 
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Tall-oa 

11 
300 
M 

(modal) 
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M 

SO? 
V-ieimatioa 
3 r-M'i 
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ii.   a'-W 
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V-formatlon TP8-IB Hi Dynamic 13S0 PulM AU 10 

V-iomatloB 
j r-M'i 

SP-JM it Dynamit aiio Putaej Ai. 339*- 6* 
El.     IMO* 

!ft (median) 

V-tormatlor. 
1 F-M'n 

8P.IM H Dynamic 3SS0 Puiiel AU 1ö~ 

V-formatlon 
3 V-Wt 

MK-33 H   { byntiuic 9310 Pulm AU 9.1 

* MadUn kBd maxlmurt valuai üTlönntei •vata.      •' ' M«n v«lur». 
*•* 10' median vmluee. 
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18.8 Communicationi Jamminf 
The {ollowing terms are deflned for the CAM of ground-to-ground com- 

municutiom Jamming; 

A'i    = transmitted carrier power signal, 
S     = received carrier power of signal, 
J\    — transmitted jammer pnwer, 
/.j    ss received Jammer power, and 
/     = received power of standard Jamming signal. 

All these quantities are measured at the antennas (Reference t). 
For the geometry In Figure 13-8, the following two equations may be 

written: 
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5 = 5, JL. 
4wrl 

G,C,At* (13-23) 

Fiovu U-l    Oeom«- 
try (or communlotloni 

Jimmdig 

where 

-'■[^], Gßrl WA,* (13-24) 

G,        = geln of tramsmitting antenna, 
G)        — fain of Jammer antenna, 
Gr        = gain of receiving antenna, and 
Grj (6) = relative gain of receiving antenna in the direction of 6. 

All gain« are manured relative to an iiotroplc radiator. 
A, and Aj are path facto», term» which account for the diecrepancies b> 

twenn free space values and actual values of the field intensities. TheM path 
factors, which depend upon propagation conditicns, must be determined for 
each individual case. 

If the jamming signal is restricted to the white noise standard, then Eq. 
(13-23) and (13-24) yield the ratio of the transmitted Jammer-to-stgnal 
power Is a function of J/S, where J/S, the Jamming threshold, depends only 
on the characteristics of the receiver (including the operator) and the type of 
signal being received. For yu = /, 

^  -    *  \JlY   \   C<G'   1 f   ^   1' (13-25) 

The actual Jamming signal may differ considerably from the white noise 
standard assumed above. In this case, the threshold /«/5 would in gene-el 
also depend on the particular type of Jamming xignal employed as well as the 
characteristics of the signal and the receiver. The efficiency factor M, can be 
used to account for the relative effectiveness of practical Jamming signals as 
compared to the white noise standard so that a new J/S need not be defined 
for each jamming signal. For the actual jammer, Eq. (13-25) become« for 
the threshold, 

it- j \'J^V r G'Q~ V    s [VJ   [Gfi^e) 
1 

(13-26) 
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where ."■// is usually leu than unity but may be greater than unity in par- 
ticular caws and J/S is dcflnrd on the basis of white noise and is independent 
of the type of Jamminx signal 

iS.9 Rwilo Proximity FUM Jamming 
The geometrical picture of thr fuze jamming problem is more complex than 

those of the communications and radar problems. In the (use Jamming prob- 
lem, propagation effects, however, are confined to those which affect trans- 
mission characteristics at short ranges, 

The doppler proximity fuse functions upon approaching a target when the 
reflected signal reaches a »peclfied fraction of the radiated signal. The re- 
flected signal appears lo the fuise to be at a slightly different frequency from 
the radiated signal due to the motion of the fuie toward the target. This 
doppler difference in frequency (a few hundred cycle») appears as a relatively 
luw-frequency amplitude modulation. The doppbr frequency variation is 
amplified and, upon reaching a certain prescribed level, fires ths furc. 

Jamming a fuse is accomplished by presenting it with a Jamming signal 
stronger than the actual reflected signal before the missile reaches Its targe'.. 
Fuses can be made tu discriminate against certain types of Jamming signals; 
so that thi effectiveness of a Jamming signal must therefore be described tor 
a particular fuse. The calculation of the total power requirements for any 
given tactical situation depends primarily upon the number of Jammers re- 
quired lo cover the expected fuse frequency band and the power required for 
each Jammer to perform Its i'unction, This latter quantity involves the ctar- 
acteristics of the fuse and Jammer, the trajectory of the missle, and the target 
to be protected. 

Although . iveral Jammers may be required to provide protection over tin 
entire frequency range, it may be assumed that sufficient power can be given 
to one Jammer to cover one interval of that range. It will be this power per 
interval lhat *<il be rrferrud to in the following discussion. This power Is 
determu-v v hr geometry of the target to be protected, the physical pro- 
iwrtics of uvf attacking weapon, and the countermeasures device. 

The effect of geometry on the operation of fuses has been considered for 
many cases Including use of fuses against airborne targets (Reference 10) 
and use of fuzes against ground targets. The following discussion Is concerned 
with ground targets. The term protection refers to the prefunctioning of fused 
missiles on or above the horizontal plane (the ceiling) at a specified ver'ical 
dlsunca (iclling height) alxwc ground. Level ground is assumed. At any 
point on the ceiling the field strength measured by the fuze, called the 
effective field strength, must be sufficient to jam the fuze, The locus of points 
at which the effective field strength is equal to the jamming field strength is 
called the burst surface. 

mnrrnnr ii i    11 
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For protection of a ground area, the burst surface must intersect and ex- 
tend above the ceiling, thus intercepting a certain celling area, in which the 
requirements of ceiling height and sufficient held strength to jam the fuse 
are both met (Figure 13-9). The intercepted ceiling area and the burst 
surface above the ceiling area projected along the miuik trajectory onto the 
ground determine the protected area and the shadow area respectively. Both 
areas provide protection. When the missile comes straight down, the shadow 
area merges into the protected area. (Reference 11). 

Fim.'ki. U-9   Cilltng »rr», ground sits prottcled by It, 
«ml sddltlonsl shadow srca 

Jamming power as a function of geometrical conditions depends upon the 
radiatiuii patterns and polarlüatlon of both the Jammer and the fuse antennas; 
It must be determined separately for each basic Jummer-fuxe antenna com- 
bination. In general, the method is not analytic but requires graphical or 
numerical computation. (Reference 12). The following antenna combinations 
have been considered in a study by the Electronic Defense Group of the 
Engineering Research Institute of The University of Michigan (Reference 
11): 
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c) 
d) 
e) 
f) 

is) Vertical Jammer antenna, longitudinal fuae excitation, 
b) Horizontal jammer antenna, longitudinal (use excitation, 

Vertical jammer antenna, transverse (use excitation, 
Horlsontal jammer antenna, transverse (use excitation, 
Discone antenna with a corner reflector, longitudinal fuse excitation, 
Discone antenna with a corntr reflector, transverse fuse excitation. 

A typical example of the results of 
calculations is shown in Figure 13-10. 
The missile is acting as th» f>ue an- 
tenna and is longitudinal^ .«cited 
The AS-542 discone antenna wiu 
corner reflector is assumed for the 
Jammer. In thfc. example, the normal- 
ised protected area is shown for a 
missile arriving from the negative X 
direction at an angle of 30° with the 
X-Y plane. AT, is a nornuditing para- 
meter and Z Is the height of the ceil- 
ing area (Figure 13-9) above the 
ground plane. The protected area Is 
the projection of the calling arm on 
the ground. Shadow area, also cov- 

ered, is the projection on the ground of the burst surface above the ceiling. 
Note that In Figure 13-10 the covered areas are shifted to the right of the 
V axis since the fused missile is coming from the left. Also note that the 
area occupied by the jammer is not covered. 

Z is generally chosen to be 1000 feet. If Z/K, is chosen to be 0.1, the 
distance between the circles in the X-Y plane Is 1000 feet also. If /./K, is 
chosen as O.Chi, the distance bet'veen the circles is 2000 teal. The 0,05 and 
0.1 values of / K/ lie within the range of values to be expected from a swept 
jammer like the AN/MRT-4 (the AS-S42 discone antenna is used with this 
jammer) which is used Kgalnst howitzer shells. 

Fifumt U-10   ProUctid sm—AS-S42 dU 
com tnUnna with corntr rtltator, lon|l 

tudlnsl lu<( ruclUlli.n 

13.10 Other Aspects of the Geometry of the Jamming Problem 
The airborne Jamming problem discussed in Section 13.2 exemplified the 

method of attack required in most problems involving the calculation of 
jamming power or minimum jamming range. It is, however, a special case in 
several renpects, In the dm place, the assumption Is made that the Jammer is 
carried in the aircraft being screened. Second, the effect of the ground Is con- 
sidered only in a qualitative manner. Third, the results are dependent on the 
assumption that the target, being small in eittent, occupies ctuy & fraction of 
a lobe of the radar antenna beam. 
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Kuhn and Sutro made a more exhaustive and precise itudy of the Jam- 
ming problem In Report 411-93, "Theory of Ship Echoe« u Applied on Naval 
RCM Operation!" (Reference 13). This report was intended to *pply only to 
the screening of ships, and much of the rather complete Analyses contained in 
It was necessitated by the fact that the assumptions of the airborne case 
cannot be used; nevertheless, much of the information in Reference 13 Is 
applicable to the jamming problem in general. In particular, Kuhn and Sutro 
have developed relationships which permit tht target to Intercept more than 
one lobe of the radar antenna, fhwe relationships take precise account of the 
interference between the direct ray and the ground reflected ray, and also 
cover the case when the Jammer is not carried in the target. 

Another type of geometry problem wUich was not discussed in this chapter 
Is the determination of the area or volume of protection afforded by a mul- 
tiple number of Jammers, As examples of this type of prohlsm, the use of 
Jammers against artillery shells (Reference 14) or the use of Jammers by 
aircraft flying In formation against air-to-air missiles may be considered 
(Reference 10). In these cases, the patterns of the Jammers' antennas. Jam- 
mer powers, the spacing between Jammers, the direction of arrival of the 
missile, and terrain features (If applicable) must be taken Into account. 
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Effectiveness of Jamming . ^iialg 

R. H. BENN1GH0F,    H. W, FARRIS,    L. K. LAUDERDALE. 
R. H. RSCKARD,   T. A. WILD 

14.1 Gensral Coniideraliont Regarding Jatnining EffectiveneM 

14.1.1 The Conmi»* of Jamming Effe«UvmieM 
In order to give « uaeful meaning to the concept of Jamming effectiveneu, 

it it neceuary to specify the environment and condition- under which the 
Jamming effort is being pursued. Although it is conceivable tna* ' 'eld situ- 
ation may exist wherein one Jammer is directed against one p.'- .cular tlec- 
tronic equipment, in general the ECM picture is not so s:.- pie. In most 
situations a vast array of ECM equipment is directed against a complex 
electronic system which includes, for example, radio communication channels, 
search radars, and tracking radars. 

Obviously it would be impossible to predict precisely the over-all effective- 
ness of ECM in a situation of this nature. It would require thorough knowl- 
edge of many complex factors such M personnel training, morale, fatigue, 
weather conditions, etc., in addition to the purely electronic factors. It seems 
necessary therefore to evaluate jamming effectiveness In terms of the relative 
success of a Jamming technique against a specifk class of electronic equip- 
ments. This evaluation is sufficiently general to give guidance in the selection 
and apportionment of Jamming equipments, the choice of which is also based 
en knowledge of the electronic system that Is to be Jammed and the prevail 
ing tactical situation. 

14-1 
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14.1.2 ObMurln|; vertui Doeaptiv« Signals 
In the uiiwl MUM O( evaluation of Jamming effectiveneu, we refer to a 

maaiure which doei not involve saturation of Uw enemy's channel by brute- 
force techniques. That It, while his signal may be overwhelmed, his receiver 
it not. It is usually necessary to be more sophisticated, partly because he 'i 
likely to have a distance advantage to begin with and may, in addition, be 
using e transmission method which gives him a peak-power advantage. For 
example, the first case usually obtains in the communication situation where 
the jammer cannot hope for more than equal footing; i.e., both the Jammer 
and the target transmitter encounter the same path attenuation when radi- 
ating toward the receiver. Again, in the radar case, the targe», face» the 
inverse fourth-power law of attenuation while the Jammer, with its one-way 
transmission, may enjoy the inverse square law. However, as an illustration 
of the peak-power advantage, the latter example must be examined again, 
for the radar may use a high peak power with a low duty cycle, where the 
Jammer may very well have 'o operate on a continuous basis. 

The above considerations lead us to examine means by which we may beet 
make use of our available Jamming power, assuming that brute-force type 
powers will not be avaiitble to us, There are two distinct ways in which the 
enemy can be denied effective use of his electronic equipment. The first 
method, called obscuration, consists of transmitting a Jamming signal of such 
power and composition that the enemy's electronic data will be completely 
submerged in the interiersnce. In the other method, called deception, the 
Jamming consists of false signals that have similar characteristics to the 
enemy's electronic transmissions. These deception signals either cause the 
enemy to select the wrong signal, or saturate his facilities to the extent that 
uo sound choice can be made. 

Obscuration techniques, which deny all electronic information, except per- 
haps the fact that a jammer is operating, are clearly more desirable from 
the standpoint of completely nullifying the enemy's use of electronic equip- 
ment. However, assuming that the enemy's electronic systems make intelli- 
gent use of frequency and tpace diversity, it will not because of practical 
limitations introduced by the power, weight, and quality of Jamming equip- 
ment required, be possible to rely on obscuration techniques alone. Decep- 
tion techniques can be expected to play an important part in most Jamming 
efforts. 

14.1.3 Laboratory Evaluation veraus Field Evaluation 
The evolution of an Idea for a Jamming equipment is usually followed by 

a paper »tudy to determine feasibility and optimal design. After the equip- 
ment has been constructed there arises the question of how to evaluate its 
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Ability to perform the intended function. Since the device li ultlmctely to 
operate «gainit electronic equipment» under field condition«, It would eppear, 
at flrit perusal, that the only realistic way in which the performance of jam- 
ming equipment can be determined is by field evaluation. In general however, 
became of the man,, practical difAcultlei encountered In field evaluation!, it 
U necessary to combine both laboratory and field evaluations to iosure ade- 
quate measurement of the charsctsristics and performance of Jamming equip- 
ment. 

In field testing it frequently becomes extremely difficult to separate the 
effects of many related factors on Jamming effectiveness. The compilation of 
sufficient data to gain a thorough understanding of all of the factors related 
to equipment performance often becomes Impractical In view of the expen- 
diture of time and money required. By the use of simulation techniques, It Is 
normally possible to study Jamming equipment performances In the laboratory 
with a precision that Is virtually impossible in the field. Information nb- 
tained In laboratory studies can then be used to design a realistic and 
efficient field evaluation program. 

14.1.4 Relationship BetWMn 'ammlnr, Eilecllvanesa and! Suscep- 
tiblUty to Jannalng 

A natural consequence of the development of a catalog of Jamming sig- 
nals and their relative effectiveness measures It a determination of the sus- 
ceptibility of certain equipments to Jamming. It might at first appear that 
the logical organisation to determine Jamming effectiveness is also the on« 
to establish the measure of susceptibility. While this may be an economical 
move, It Is one which may be a handicap to the entire assignment. 

To determine the effectiveness of various Jamming signals, the engineer 
would like to have available to him a "universal" receiver- It Is representative 
of all receivers and don not embody the peculiarities of any one. It has large 
dynamic range, is linear where it should be to, doe» not tuppreis weak signals 
or noise in any other than theoretical fashion, receives all types of signals 
and demodulates them In an optimum manner and permits variation of its 
parameters, auch at gain, bandwidth, time constant, and the like with com- 
plete flexibility. With the receiver in hand, he Is free to compile a catalog of 
the relative effectiveness of a wide variety of Jamming signals, knowing that 
their ordering will be independent of any receiver peculiarities. Then, with 
tuch a catalog of tignalt and the appropriate modulations available, he it 
prepared to determine the suaceptibllity of lett-than-ideal receivers to the 
various Jamming transmissions which can be impreued upon their antenna 
termlnalt. 

In the abtence of the universal receiver, or ideal receiver, the specification 
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of both jammhig effectiveneM and susceptibility of receive» to jamming be- 
comes an "if-then" proposition—"// our receiver and target signal para- 
meters are as given, then the effectivpneas of FM-by-noise Jamming signal A 
Is three decibels better than AM-by-noise jamming signal A." Or, "If an 
FM-by-noise jamming signal A of x-kc deviation at v-kc modulation band- 
width is used, then our receiver, when tuned on frequency to signal B shows 
a higher degree of »usceptibility than when subjected to AM-by-noise jam- 
ming signal A." Such expressions and qualifications lead one to present his 
data In the form of curves, rather than strive for an unrealistic ulngl- num- 
ber. The sltuHtion is not unlike that of a manufacturer-customer telationshlp 
in an equipment transaction. As can readily be appreciated, a manufacturer 
does not present a number which evaluates the equipment in terms of t par- 
ticular use the customer has for the product, Rather, he presents a set of 
data which permits the customer to calculate the value of the product for 
his own use. Such should be the case in presentations of studies of both 
jmviming effectiveness and susceptibility tu jamming, but the dear speciAct- 
tion of the conditions is mandatory because of the very complete inter- 
dependence of the one study on the other, 

14.2 The Stasreh Radar Jamnilng Froblem 

14.2.1 IntriMlurtion and General Commenia 
Since the end of World War II there have been many technological ad 

vances that have contributed to the Improvement of search radar perform- 
ance. Microwave power sources capable of increasing the radar radiated 
power by orders of magnitude have been developed. Also, basic radar cir- 
cuitry and components have been vastly Improved in both performance and 
reliability, New circuits have been added to enhance the flexibility of radars 
opi'mtiiiK in a variety of interference and jamming environments and to 
insure optimum processing of radar data. However, the most significant 
single new search radar Innovation, with regard to decreasing vu'twrabiitty to 
electronic jamming, has been the acquisition of a rapid tuning capability. 

Formerly the problem of jamming a search radar was relatively simple. It 
was only necessary to tune the jammer to the radar frequency and transmit 
relatively little power to achieve successful jamming. The radar was con- 
»trulnecl by the Inherent characlerislit» of its miirowave power source to 
remain at a flxed frequency | consequently all of the jamming {tower could be 
concentrated In the radar receiver bandpass, thus producing • large jam- 
ming-to-signal power ratio. Under these conditions of "brute force" jamming 
the tyi>e of jamming waveform employed was of little consequence and was 
usually chosen according to convenience of jamming equipment design. 
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Now. the frequency agiilty of modern search radar» requires that the 
jamming power be distributed over the entire frequency-operating range of 
the radar in order to Jam successfully. This means that the actual Jamming 
power in the radar passband has been reduced by a factor of several hun- 
dred. The Jamming to signal ratio in the radar raelvei has also been reduced 
accordingly, with increased radiated radar power resulting In an even fur- 
ther reduction. 

From these consideratioa« It is clear that the choice of an optimum Jam- 
ming waveform Is centra! to the problem of maximising Jamming effective- 
ness. In general It can be stated that the Jamming waveform must satisfy 
three essential conditions in order to produce successful Jamming: (I) suffic- 
ient power, (2) uniform frequency coverage, and (3) a time structure of 
suffkien'. complexity to obscure taijet echoes or to produce numerous false 
targets that can not be distinguished from the true target echo. 

TkeortHcal Evaluation of Jamming Effectivenets. It was pointed out 
la 14.1.1 that a comprehensive f'ilysis of the Jamming effectiveness prob- 
lem Is virtually impossible bei.ase of the many interrelated influencing 
factors, This does not mean, however, that theoretical analyses can not 
prove extremely useful In providing an understanding of how various 
parameters influence ECM effectiveness, It is inconceivable that an experi- 
mental investigation could be conducted, even in the laboratory. In a ßnite 
amount of time that would produce complete data concerning the effective- 
ness of all possible modulations against a search radar system. Therefore it 
is imperative that mathematical models of the Jamming problem be con- 
structed In order both to guide experimental studies along fruitful paths and 
to interpret the significance of experimental data. 

The problem of detecting radar signals in gausslan (or receiver) noise has 
been treated by Luwson and Uhlenbeck In Reference 1, Marcum in Refer- 
ence 2, and others, Hok (Reference 3) has applied the principles of infor- 
mation theory to the Jamming problem to show that maximum equivocation 
of the radar receiver's output is obtained using bandllmited gausslan noimr. 
In order to bring in the decision proems explicitly, which is central to the 
problem of radar detection, the methods of statistical decision theory (Re 
ference 4) must be applied. Here a cost criterion is chosen, and the optimum 
jamming signal h defined as the one that maximizes the average cost of the 
decision that the observer makes when subject to Jamming (Reference 5), 

It has been stated previously that, in addition to the power and frequency 
spectrum of the jumming siKnal, the time structurs of the jamming wave- 
form is directly related to jamming effectiveness. The former two proiwrtirs 
arc adequately described using second order statistics, as, for example, will 
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be seen in the calculations In 14,2.4, However, aince spectral arnüysic does 
not preserve the phase information which is closesy related to ••vs waveform 
time structure, a further mL'hematical description of the jamming avefoim 
is needed, Middteton has suggested the use of complexity measures propor- 
tional to the natural logarithm of the probability densities (Reference S). 

When u human operator is employed as the decision making apparatus, 
as oppoted to an automatic search radar system such as RAGE, the rather 
indeterminate nature of the eye-brain process in the observer makes a com- 
plete theoretical analysis impossible. It is neceuary to supplement the mathe- 
matical de.cription of the man-machine system with data from carefully 
designed experiments. Accordingly It will be useful to review the essential 
features of some psychological studies in search radar visibility. 

Piyekoiogical Studies oj Starch Radar Vhibliiy. A rather complete survey 
of nume^us psychological studies related to the search radar visibility 
problem has been compiled by Baker »nd Thornton, and Williams (Refer- 
ences 6 and 7) has nviewed research ir radar visibiltty using both deflection 
modulated and intensity modulated displays. An analysis of JM major 
factors affecting visibility on intensity modulated radar displays was given 
by Morgan (Reference 8), This section wiil be concerned primarily with 
considerations advanced in the latter reference. 

There are many variables that affect the appearance of the radar display, 
such as pulsewldth, pulse repetition rate. Jamming spectrum, antenna beam- 
width, antenna rotation rate, cathode ray tube (CRT) bias, etc. However 
the observer Is not directly concerned with these variables. His objective is 
to detect a target in the resulting display; consequently the visual factors, 
which include background brightness and composition. Incremental target 
brightness, and target slie and duration, will directly determine the obser- 
ver's detectability threshold. 

Assuniing that the display background Is relatively uniform (this would 
be the case for obscuration Jamming), the task of the observe» becomes one 
of brightness discrimination. The target produces an inciemental brightness 
A/, which adds to the background intensity /. The threshold is conveniently 
expressed In terms of the ratio of A/ to / for a pattlcular /, Because of the 
large range of this ratio, the logarithm of (A///) is used. A set of curves 
depicting typical brightness discrimination threshold is given in Figure 14-i. 

The background bilghtness of a cathode ray tube is a direct function of 
the tube bios. Figure 14-2 illustrates this relationship at the time of peak 
excitation and at a time one-sixth second later. When a signal is applied t» 
the grid of the CRT, it produces a change in the bias voltage for the dura- 
tion of the signal pulse, and thereby produces an incremental brightness A/. 
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With the aid of Figure 14-2 « curve can be constructed, Figure 14-.), which 
Show« the rcliitiun.shij) between A/// Bn<l the ilgn«! voltage on the grid of 
the CRT, The curve In Figure 14-2 for a time one-alxth Mcond after peak 
excitation was used in constructing Figure 14-3, because the eye reaction 
time for maximum sensitivity in on the order of one-sixth second. 

Perhaps thr mon Important variable affecting target detectablllty, over 
which the o|)erator has control, is the CRT hi»«. As may be seen in Figure 
14-1, the human eye detects increments in brightness more readily A« the 
background intrnsity is increased. On the other hand, it nuiy be seen from 
Figure 14-2 that as the bias becomes l^ss negative (corresponding to In- 
creasing /) the slope of the curve, which is a measure of incremental bright- 
ness A/ per unit target signal voltage, becomes smaller, Thus, detectablllty 
at low intensities Is Impaired by the characteristics of the eye, »nd at high 
intensities by the characteristics of the cathode ray tube. 

Assuming a given target size (the size will depend on antenna benm^idth, 
target pulsewldth, target range, «nd the distance of the eye from the scope 
face) « plot of detectablllty veisus CRT bias can be constructed. This Is 
dune for targets of three different slses on Figure i4-4. It cun be seen that 
an optimum CRT bias, which depends somewhat en target sloe, exists, The 
calculated curves of Figure 14-4 compare quite well vith the experimental 
data given in Reference 7, Noise jamming which produces uniform back- 
ground brightness will cause the actual optimum bias to be shifted in pro- 
portion to the rms value of the noise. 

Other Important radar parameters that affect the brightness of the cathode 
ray screen are the antenna rotation rate and the pulse frequency. In order 
to produce a uniform background these two parameters must be compatible, 
that Is, the pub« repetition frequency must be sufftclently high for a given 
antenna rotation rate so as not to produce spokes on the screen. The back- 
ground brightness will vary inversely with the antenna rotation rates, and 
will be directly proportional to the pulst repetition frequency. Hy referring 
to Figure 14-2, which corresponds to a ret>etltlon frequency of 600 pps and 
a rotation rate of 10 rpm, one can calculate the effects on / of changes In 
the repetiticn frequency and rotation rate. Having determined the bright- 
ness in this manner, the required value of log (A///) may be found. 

Target pulsewldth and antenna beamwidth enter the detectablllty problem 
through their effects on the target size. Hy using methmls slmilkr to those 
of the preceding paragraph, the effect of these two parameters may br cal- 
culated. 

From this brief description of psychological studies of radar visibility, It 
can be seen that considerable progress has been made in gaining an under- 
itanding of factors governing a radar operator's performance. Under certain 
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tunditlons detection threshold» can be predicted with reasonable accuracy. 
However much work remains to be done In studying the effect of nolle which 
produces a nonunlform backRround. In thli connection, the notion of com- 
plexity measures, referred to earlier, may prove beneflcii«! in specifying Jam- 
ming noise In tnms of the display It produces. 

14.2.2 Typfis of Obecuratlon Jamming 
Obscuration jamming signals can be conveniently cianslfled according to 

the ratio of the Jamming signal bandwidth to the acceptance bandwidth of 
the victim radar, If the ratio is large the signal is called barrage Jamming; 
if the ratio is small the signal is called spot Jamming. Spot Jamming sources 
will not be discussed here, since they would not be effective (even when 
controlled by rapid eutonatic search-ami-luck equipment) against modern 
March radars having pulse-to-pulse frequency-shift capabilities. As men- 
tioned before, it is not practical to cover the spectrum with barrage Jamming. 
However, broadband barrage jammers can be provided with electronic 
tuning, and one or more Jammers can be deployed in frequency so as to 
best meet the existing search radar threat. 

The class of barrage Jamming signals can be further subdivided according 
io whether the modulation Is periodic or random. Periodic modulations are 
unreliable becauie of the likelihood of synchronism or near synchronism, of 
unknown phase, between the jamming and echo signals In the victim radar 
receiver, The performance uf random jamming Is thus more accurately 
predictable than that of periodic Jamming. Furthermore, a sufficient increase 
In Jamming power will nearly always suflke tu obscure the target echoes if 
random jamming is used, but not if periodic Jamming If used. 

Random Barraie Jamming Signals. The major random barrage Jamming 
signals of established general effectiveness against search radars are direct 
noiso ampilAed (l)INA), FM-by-noise, and AM-by-noise. In addition, 
random puls« amplitude modulation can be applied to any of these signals. 
The salient features of each of these signals are discussed below. 

Direct noise ampilAed is simply bandlimited gaussian noise. Since we are 
discussing barrage sources, it Is implied that the sjMCtral density is nearly 
constant over the victim receiver's passband; for practical purpises, then, 
DINA may br considered to be "white". Since It Is the same as thermal 
agitation noise except for power level. Its Jamming effect Is a large increase 
In receiver noise figure. DINA is the classical form of jamming, and has the 
most general utility of the known jamming signals. Although It may not be 
the best jammer in any specific situation, it U a good jammer In nearly all 
situations. In practice DINA is generated by amplifying low level noise 



14-10 ELECTRONIC COUNTERMEASURES 

that has been Altered to obtain the desired Jamming frequency spectrum, 
The output stage consists of a power amplifier of the traveling wave or dis- 
tributed amplißer type, 

Frequency modulation by noise is best discujsed after categorldng into 
FM-by-WH (wideband) noise and FM-by-LF (low-frequency) noise. The 
jamming mechanism is quite different for the two cases, as will be shown 
In the analyses of 14.2.4. 

Frequency modulation by WS noise attempts to produce »k« ««me resul» 
as does D!NA, using a rapidly tunable power oscillator, such as the back- 
ward wave oscilietor (BWO). A critical comparison of the relative merits 
of power ampliflers versus power oscillators ns barrage Jamming sources will 
not be attempted here. Selection of th^ best Jamming source will obviously 
depend on such factors as the relative sixe, weight, cost, end reliability of 
the power tjbet that are available In the frequency range of Interest. It I» 
of interest, however, to Investigate the mechanism by which FM by noise 
techniques can be used to produce Jamming that Is essentially indistinguish- 
able from DINA at the output of a given radar receiver, and to deter- 
mine the requirements that must be placed on the FM modulation parameters. 
Each time the frequency modulated carrier sweeps across the victim's pass- 
band, the victim receiver's Alter circuits are set to "ringing" by the impulsive 
character of the Input. If the modulation is random, then the receiver Input 
is a random time series of short pulses. If, further, the average frequency 
of these pulses is much greater than the victim bandwidth, then the condi- 
tions for the Ontral Limit Theorem are approximated, and the output of 
tne receiver Alter (usually H) is very nearly gaussian In its first order 
statistics. Thus, one expects the i-f output for FM-by-WH noise to be the 
same as for DINA. 

Fraqutncy modulation by LF noise uses the same microwave sources for 
its generation, but restricts the modulating noise bandwidth to be much less 
than the victim bandwidth. Thus, the ringing caused by one receiver crossing 
is usually nearly over before another crossing occurs. The l-f output wave is 
therefore u random tune series of distinct pulses whose duration Is approxi- 
mately the reciprocal bandwidth. This Jamming, when directed against search 
raditr*, exhibits two principal advantages and one principal disadvantage. It 
hü.' increased effectiveness because the ordinary radar second detector pro- 
duces more video power for a given i-f output (or receiver Input) power with 
FM-by-LF noise than with FM-by-WB noise or DINA. Thus, this source 
is more effkient in producing video Jamming than are the others. Also, a 
given video power is mure effective in Jamming small target displays on a 
i'l'l if FM-by-LF noise is used. This may be associated with a confusion 
effect caused by the resemblance of many of the bright spots to small target 
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echoes. The principal dludvanUge of FM-by-LF noise is that ft is relatively 
easy to counter, since the Jamming Is discontinuous even at the receiver out- 
put, and many or most cf the target echo pulses are free of Jamming If ob- 
served in real time. 

Amplitude modulation by noise enjoyed considerable early u«%«, and 
approximates D1NA in effect. However, it la difficult to prrluce a broad 
barrage, since the frequency coverage from a single AM-by-nolse source is 
limited to twice the bandwidth of the modulating noise. 

Iii randomly pulsed barrage (RPB) jamming, a background level of Jam- 
ming is maintained, and the level is increased by the pulse modulation. The 
duration, amplitude, and spacing of the modulating pulses should be varied 
randomly to prevent easy countering by the victim. The average Jamming 
pulse duration should match that of the expected victim radars, and the 
average Jamming prf must be much greater than the radar prf. The barrage 
Jamming signal before pulse modulation can be either DINA or FM-by-WB 
noise. 

RPB Jamming achieves high effectiveness due to the intermittent charac- 
ter of the Jamming In the victim receiver output, in the same manner as 
FM-by-LF noise. In addition, It is difficult to counter since the background 
Jamming Is continuous. This Jamming technique is best applied by pulse 
modulating in a tube having a higher peak than average power rating. 

14.2.3 Expcrtmcnlci Methods 
As discussed in 14.1.3, '.he complexity, expense, and inaccuracy of field 

testing often necessitates laboratory simulation testing of Jamming effective- 
ness. This is particularly true when a human operator is the decision making 
link, as in the case of search radar using PPI display. Accordingly, It will 
be valuable to discuss experimental methods of evaluating the effectiveness 
of barntge Jamming signals against PPI search radars. 

Practical Criteria jor Jamming Effectiveness. The first problem In design- 
ing a test is the establishment of a practical criterion to use as a measure 
of Jamming effectiveness. As mentioned before, the enormously compli- 
cated electronic warfare situation In a hot war environment forces one 
to the artifice of studying conflicts between a single target-borne Jammer 
and a single radar. For this case, a reasonable effectiveness criterion from 
the Jammer designer's point of view is the Jamming power required to 
reduce detection probability to a given value. In fact, the entire func- 
tion relating required power and detection probability la even more useful. 
Of course this power is also a function of target characteristics. Jamming 
antenna gain, range, and radar parameters. The first three of these vail- 
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sblei can be eliminated from conilderation In the Uboratory by aubiti- 
tuting radar input ilsnal-to-jammer (S/J) ratio for JammlnR power, a? a 
criterion. We have then for a criterion for Jamming rating of signal effective- 
neu agalmtt a particular radar, the ratios uf a »ignal power to jamming power 
(per megacycle) at the receiving antenna, correiponding to various values 
of detection probability, To insure reproduclbility and comparability of 
test results, the test conditions, including selection and conditioning of ob- 
servers, must also be speclAed. Thete conditions will be discussed later. 

Since detection thresholds are involved in the effectiveness criterion 
selected, then in effectiveness testing the methods used by psychophysicists 
in deternining sensory perception thresholds are applicable (Reference 9). 
The experiment should proceed from easy to difficult In discrete steps, and 
the forced choice method, where the observer is not permitted io reply "I 
don't know", has been found necessary for repruducibility of results, In 
addition, care must be taken to select test conditions which are reproducible, 
and to be consistent In these conditions. Descriptions uf testing details form 
an important part of the final data. 

As will be seen, further artifices are dicuted by experiment«! convenience. 
The«c, added to the complexity and variability of even the simplest field 
situations, make it impractical to attempt accurate predictions of jamming 
performances on an absolute basis. What are more within reach are esti- 
mates of jamming performance relative to some standard signal. Its ver- 
satility and the large volume uf data on its performance lead to the selec- 
tion of DIN A for that standard source. So we measure, principally, relalivr 
jamming ePectivencss between different sources, Thift is expressed as the ratio 
of jamming power level« fur equal detection probabilities. 

Test Conditions and I'roctdurrs. In the development of a testing pro- 
cedure, it remains to adapt the selected effectiveness criterion to the realities 
of the laboratory, The duration uf the jammiiig tests must be minimized 
fur two reasons. First, a progressive Jamming test is fatiguing to a con- 
scientious observer. Secund, the cust uf üata in term» of manpuwer and 
equipment is high (thuugh si Hi much lower than the cost of equivalent field 
test data). The designer of a jamming effectiveness experiment is called 
u|iim to make a very careful cumpromlse between tost on the one hand and 
accuracy and realism of the data un the uther hand. 

In a conflict between a single larget-burne Jammer and a single search 
radar, the jammer's mission is to obscure range infurmatiun, since aximuth 
information Is provided by the jamming source. In n forcrd*cholce simulu- 
tlun fxporimcni, then, it wuuld be natural tu fix the target u/.imuth, and tu 
require the observer to state at which of several possible range poalttont the 
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target la located. However, on a ll'I the detection probability varies with 
range, because of the variation of »pot »Ice effect* and ol subtended visual 
angle. The added experimental complication of this effect is avoided by 
fixing target range and requiring the observer to .'täte at which of several 
possible azimuth positions the target is located. 

A further artifice of interest is the elimination of antenna scanning modula- 
tion of the jamming noise; i,e., the noise is presented uniformly over the 
entire PPI screen. The purpose is u drastic reduction in observer fatigue. The 
Justifketlon Is the fact that relative effectiveness Is being measured. By the 
same argui.ient, complex antenna pattern modulation need not be Impressed 
on the simulated target echo; the use of rectangular gating waveforms sim- 
plifies the equipment problem, Nute that whenever an experimenter uses 
this Justification, he is assuming that the artifice Introduced has equal effect»; 
quantitatively, on the Jamming sources being compared. 

We have now outlined criteria and the essential features of a method for 
laboratory testing of relative Jamming effectiveness against a I'FI type 
search radar. Some artificial experimental conveniences luve also been de- 
scribed. An extensive program at the Johns Hopkins University Radiation 
Laboratory has been conducted with the above as a basis (References 10, it, 
and 12). The other salient features of this program will he describe!! below, 
to complete an example of experimental methods. 

The tactical model employed is an aircraft at a fixed range of 25 (nauti- 

iwihh« .Hir]—| 
Fiaimz 14-S   Jamming cRecUvcnew tcitlrg cquipmi nt 
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cal) mllei, operating a Jammer agaimt an AN/FPS-3 radar which is set to 
K» SO mile scale. 

The essential portions of the simulation equipment are shown In the 
functional block diagram of Figure 14-S. Both target and Jamming signals 
are generated at the i>f of 30 megacycles, mainly to avoid r-f simulation 
problems. Standard receiver and Indicator units of the AN/FFS-3 radar are 
used; the controls are not available to the observer. The automatic program- 
mer is controlled by a Western Electric tape transmitter and a suitably 
punched tape. Each time it is actuated by an answer switch, it sets the target 
aaimuth position according to a table of random numbers, The Esterltne An- 
gus operations recorder records actual tared aaimuth, observer's answer as to 
tuirnuih, and experimental data, The antenna rotation simulator furnishes 
synchro information to the Indicator, and triggers the antenna pulse generator 
at the proper azimuth. The antenna pulse is rectangular, and of such dura- 
tion as to simulate a 3 degree beamwidth. The simulated rotation rate in 
10 rpm. This is the maximum for the AN/FPS-3, and is used to minimise 
experiment time. 

During the experiment the noise (jamming) is presented uniformly over 
the entire PPI. The face of the indicator is divided by lines into six pie- 
shaped sectors, The target is presented In the center of one of these sectors, 
for each of two succewive antenna revolutions (scans), and the observer 
is required to signify his choice of the sector !n which the target appeared, 
before the next presentation is made. The test Is begun with a high S/J 

ratio, and proceeds by steps at one 
decibel to lower S/J ratios by changing 

'noise power; the signal power is held Axed. 
At every step 12 presentations are made. 
Ihe test continues ritil the observer 

| |. c    / misses more  than seven targets in any 
step. A sequence of ten observer testings 
constitutes one complete jamming effec- 
tiveness experiment. 

The data for each observer are corrected 
for the probability of correct guesses, and 
the result is a table of detection prob- 
ability estimates for various S/j values, 
These are plotted on normal probability 
paper, as in the sample jamming curve 
of Figure 14-6, A straight tin; is Atted to 

S 
i 
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Ft'JUM 14-6   Simple jamminK curvi 

the plotted data, under the assumption that the jamming curve is the normal 
signoid curve common in sensory preception testing, (This curve maps to a 



EFFECTIVENESS OF JAMMING SIGNALS 14-! 5 

straight line on probability paper.) The object ii to make a maximum like- 
lihood estimate ol the curve from which the true data arose; to do thii 
rigorously !■ a complicated procedure, requiring the use of a digital com- 
puter, It has been found, however, that a visual estimate of a leact-squares 
At produces all the accuracy that is meaningful in thw experiment. The 50 
percent intercept is taken as the individual observer's jamming threshold. 
The slope of the curve, which is of the frrm of a standard deviation, it a 
measure of how slowly the observer is jammed. The jamming thresholds, in 
decibels, are averaged for the ten observers, to give the "mean jamming 
threshold", {S/J)60%l as the result of the experiment. The relative values of 
(S/J) M_ for different jamming sources are then the required relative effec- 
tiveness data. The standard deviation of the Individual jamming thresholds 
Indicates the statistical confidence level of the result. A common value for 
this statistic is about one decibel. 

The S/J ratios have been measured at vldev as a matter of experimental 
convenience. These can be extended to i-f, where they are more meaningful, 
by circuit measurements. The rms error in experimental results from this 
program has been estimated to be less than one decibel. 

Obttrver Selection and Training. In laboratory testing of jamming effec- 
tlvoneu it it seldom possible to use actual typical radar operators as ob- 
servers, Thus the observers become simulated radar operators, and the 
degree of realism achieved mutt be considered. A minimum requirement it 
that the retullt permit prediction of thote which would obtain if actual 
radar operators were used. It would be preferable, of courte, if the observers 
produced the same results as would the radar operators. A series of tests 
comparing these two groups directly (Reference 13) Indicates that with 
reasonable care in the selection and training of observers, the desired simula- 
tion condition can be achieved. Following are some general recommendations 
on selection and training. 

A set of physical requirements (dealing mainly with vision) and a fixed 
upper age limit are desirable, since these reduce poor performances. While 
consistent poor performances can perhaps be justified by the relative effective- 
nett argument, ttill they produce an undue spread in data, and thus reduce 
the degree of confidence in the results. 

A further selection can be made on the basis of performance relative to 
that cf the established group of observers. This selection can readily be 
combined with the training procedure. Training runs should be made on a 
jamming source which does not Involve any deception; DIN A Is a good 
choice. A candidate Is then accepted as an observer whenever his average 
performance equals or exceeds a minimum standard. This acceptance stand- 
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ard is set » nx«d number of decibels below the average performance of the 
observer group on the same type of jamming. If the candidate fails to meet 
the acceptance standard in a given Axed number of training runs, he should 
be rejected for observer duty. 

A final remark on observer training Is that as with other »kills, training 
must be maintained if performance is to be consistently good. If the duties 
are very intermittent. It may be necessary tc maintain a regular training 
schedule for the accepted observers. 

Intfrpretatton oj Data. Let us assume that the results of laboratory jam- 
ming effectiveness tests are In the form of S/J ratios at the receiver i-f 
output (second detector Input), corresponding to a given detection prob- 
ability. But the jammer designer requires s specification of the radiated 
pattern necessary for a certain degree of jamming, given the tactical situa- 
tion and the victim's charecteristlcs. 

If we are willing to assume that the laboratory tests achieved perfect 
simulation, i.e., that the results are directly applicable to the field situation, 
then the required jamming power ctn be computed as follows. The antenna 
input ratio of signal-to-jamming per megacycle (Sn/JSt/nic) Is obtained 
from the i-f output S/J ratio by multiplying the latter by the l-f bandwidth. 
Then from the free-space propagation equations, the radiated jamming 
power required is 

/>.= 
PrG T a 

4,^(S7(VjH/mc) 

where I'T = radar transmitted power 
Cr = radar antenna gain 

ir a target cross section 
R — range 

Gj = jamming antenna gain in the direction of the radar 

If the experimental methods are similar to those described above, this 
value for Pj will be pessimistically (from the jammer's point of view) high. 
This is principally because in the laboratory, the observer's task has l)een 
made much simpler than is that of a radar operaior in the Aeld. The results 
of some tests performed at the University of Michigan Electronic Defense 
Group, give a quantitative example of this effect (Reference 14). Laboratory 
measurements were me.de, using the same jamming source, for a one-dimen- 
sional arrangement of possible target locations in the first case, and for a 
two-dimensional arrangement in the second case, In both cases, the targets 
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were presented le one quodrant of a PPI. In the first oue, there were four 
possible locstiom spread uniformly In «xlmuth through the quadrant but 
all at the lame range. In the second case, there were 16 poulble location, 
at all combinations of 4 «ilmuthi and 4 ranges, «pread uniformly through 
the quadrant. It was found that the threshold S/J ratio was about four 
decibels higher for the more difficult two-dimensional arrangement. 

It is apparent, then, that accurate predlcttoni of absolute Jamming ef- 
fectiveness cannot be expected from laboratory tests alone. However, a 
rather small amount of carefully obtained field test data can serve as an 
"anchoring point" for a large and detailed amount of laboratory data, thus 
extending the relative results Into absolute results. 

14.2.4 The Reaponsc of ■ Typical Radar Receiver to Various 
Types of Jantming 

For purpose of analysis a search radar receiver can be assumed to consist 
essentially of & narrow bandpass amplifier, a detector, and a low pass ampli- 
fier. This corresponds to the i-f, detection, and video stages of a conventional 
recover. Most radar receivers employ the superheterodyne principle wherein 
a frequency translation is performed on the incoming wave for the purpose 
of reducing its frequency to a more suitable value for amplification; however 
this process does not alter the important characteristics of the target echo 
and jamming ensemble. Consequently it is usually sufficient to consider the 
transformations occurring between the i-f amplifier input and the video ampli- 
fier output. 

As a consequence of the jamming power limitation discussed In 14.2.1, 
the jamming waveform will not, in general, be of sufficient amplitude to 
cause saturation of the receiver circuits, Receiver saturation does not guar- 
antee effective jamming; on the contrary, limiting, which is u form of satura- 
tion, is frequently utilized as an antl-jamming technique. (See 14.2.S.) For 
(he purpose of the present analysis, however, the receiver amplifiers will be 
assumed to be operating In a linear region. 

Calcuktioni Using Second Order Statistics. By making use of some fun- 
damental theorems of probability and statistics it is possible to calculate 
input-output relationships of various elements in the radar receiver. In 
fieneral, analysis of the linear circuit elements Is more straightforward; 
however, techniques for handling nonlinear elements, such a« the detector, 
have been developed. 

The autocorrelation function of a voltage waveform, v(t), Is defined as 
follows: 
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l!(r)=!hi -Lr17'    vit)v(.t + r) dt 
r-»» r f-ffi 

In mnny problem» of Interest the autocorreittion (unction can be equivtlently 
defined M: 

/«e     fat 
I      VtVsWi^Vx, vt, r) dvt dvt 

vt tnd Vt are values of v(<) at times h and It respectively, t m $t — $i, 
and Wt is the second order probability density function of »'(<)• The 
autocorrelation function is closely related to the power spectrum of a wave- 
form by the Wiener-Khinchine Theorem which states that the power spectrum 
is the Fourier transform of the autocorrelation function. 

For linear circuits, the autocorrelatio» function of the output can bs cal- 
culated using convolution integrals. If the circuit is described by its impulse 
response function, //('), then the output correlation function is: 

Ä«.(r)=t/*    Hf(t)Ri.(t + r) dt 

where H,{t) is the convolution of //{/) and //(-/), This leads to the input- 
output spectral relationship. 

where G'„ul and G{n are the output and input power spectra respectively, and 
£(w) is the circuit transfer function. The reader is referred to References 
15 and 16 for extensive background material and the proofs of these relation- 
ship». The latter reference also gives methods of handling nonlinear elements. 

Receiver Response to DIN A Jemming. For a gaussian noise input, t.hc 
output of the if amplifier can be written as 

Vo(<) = «(<) cos ur< -f ß(t) sin w,t 

where a(<) and /<{<) are independent, slowly varying time functions with 
gau»»ian properties having zero means and standard deviations <t, and u« = 
2wft with /,. being the 1-f amplifier center frequency. The voltage, vu(l), can 
equivalently be written as follows: 
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V»(0«M(«)MI[*<-4(0] 

with 

p(t) mm y/ZWTWU) »nd *«) m Un ■» [fi(i)Mt)] 

Since a(.') and ^(<) »re indspsndsnt 

«'.(ot,^8) = WtWWm = (l/iwe*) exp (-(«» + /»■) /I»»] 

where Wi and IT« are the first and second order probability density function». 
The output of a linear (or envelope) detector will be p(t). The ftnt order 

density function of the output can be easily calculated u follow«; by def- 
inition, 

but 

Thus, 

« s= ^ cot ^       and       ß ~ p »In ^ 

1    ff t*>       -p'Ccoa11 ^ + »In»»)     . ...      , 

r^«p("25L)^=» 

Therefore. 

IV .(f.) = i 
W.r«)exp(-^/2^).       fäO 

fO, <o 

Ulis 1» the well-known Rayleigh distribution. The average value of the 
output la 

, 
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The mean square value of the output Is 

The percentage of the total video power that is essentially d-c is 

% d-c = 100 [ 7(Ö'],/««,(0 ■ »00V4 =s 78.5% 

Äneivfr Retponte to PM-by-Noite Jamming. In order to gain an under- 
standing of how a radar receiver responds to FM-by-nulse Jamming, it will 
be helpful to consider the case of a signal that is swept linearly through the 
receiver passband. The i-f ampltfler can be approximated by a gausslan 
response. (A synchronously tuned amptlfter approaches a gausslan response 
rapiuiy is ih« number of stages Increases.) Thus the transfer function of 
the smpliAer is 

CWzsAtmpl- (W-.K,)V",1 

where A, is the gain at midband frequency wo, and 6 is related to the usual 
J-db bandwidih ß by the relation b* — ß*/* In 2. The linearly swept signal 
can be written v,(J) — /(» cos (St*/l) where 5 is the sweep rate. The ampli- 
fier output can be calculated by multiplying the Fourier traustorm of i\(i) 
and (J(U), then taking the inverse transform of the result. The envelope of 
the output ti,t<) is found to be 

MO = -^r^TITfif "P ]2W+lWl (--)" 

-Ma ~{t-ta)* 

where a — 5/6° ond ia — m/S. 

Consider first the case of slow sweep. If 0 << I, then 
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vM) ~ AiAa exp 1/ä§ 

wlth A 3= AtAB. Thit case for a given bandwidth and several «weep speedi 
li illustrated in Figure 14-7. The receiver output is a pulse of constant 

I,>I.>'. i,>i,*h 
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linearly iwept llfiul «Ut »weep MM) 

amplitude whose width varies directly with receiver bandwidth and in- 
versely with sweep rate. In the case of fast sweep rates, i.e., a >> 1, 

■■Ma —(I — ti,\3 i— —(t 
v.(0 - -^ exp      ^-JV   = Ah/y/1 exp =fi to)3 

1/6)« 

Here the situation is quite different. As shown in Figure 14-8 the output 
pulse amplitude is directly proportional to the receiver bandwidth and de- 
crrasfls with increasing sweep speed. The pulsewidth, however, remains es- 
sentially unchanged as the sweep speed changes. It depends only on the 
reciprocal of the receiver bandwidth. 

By utilising the foregoing considerations the response of a receiver to 
FM-by-nois' can be explained. Assuming a barrage width that is Urge com- 
pared to the receiver bandwidth, the sweep speed during any particular 
transit of the receiver passband by the randomly sweeping Jamming will 
depend, essentially, on jamming barrage width and the spectral composition 
of the modulating noise. If the noise spectrum has a sufficiently low upper 
cutoff frequency (FM-by-LF noise), the receiver output will consist of a 
series of Impulses of random amplitude and random structure, As the modu- 
lating noise frequency is increased (FM-by-WB noise), the random Impulses 
will begin to overlap since the pulsewidth depends only on the receiver band- 
width. As a direct consequence of the Central Limit Theorem of probability 
theory the statistics of the noise so produced at the i-f ampllßer will be es- 
sentially gaussian. 

Because of the gaussian properties of the jamming waveform that is pro- 
duced in the receiver by FM-by-WB noise, calculations uf the a-c and d-c 
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power output are identic«! to those given for DINA. In order to meet the 
requimrtenta for producing jamming that it equivalent to DINA, the foSlow- 
ing inequality muit be tatisfled: 

/»</»< h 

where /* ii the receiver bandwidth, jy It the average noise bssdwtdth, and 
/,' I* the jamming barrage width. Typical numerical values for theee qualitiei 
are /* = 1 mc, /y = S mc, /,/ = 300 mc. 

The receiver output power for FM-by-LF noise jamming can be calculated 
to good approximation using the quad eteady state method of analysis. The 
receiver is assumed to have a gauuian frequency response, thus 

«,(«) = ^i exp 
-2 In 3 (»-wo)1 

where /S is the usual 3-db bandwidth and «o = 2wfo, It being the receiver 
center frequency. The Input voltage is 

t»,(l) =/l„co. [^+ /'«(*')</<'] 

where m, is the carrier frequency and *(«) is a function of the modulating 
noise which has gauuian statistics. For slow sweeps, we assume that «(1) is 
a constant function of time. For the case where u„ and u0 coincide, i.e. the 
jammer is tuned to the receiver center frequency, the detector output is Ap- 
proximately 

«,(<) m AoAx exp 
i in Zr* 

Using the gaussian properties of «(/), we can calculate the average and mean 
square value of the output as follows: 

-77T    *£LLf 

exp 
2 In 2.v3 

—-j—exp 
AQAI 

i?~     ~ "4^ In 2 + JF 

N -4 In 2x» -*»   . 
^exp —^—exPT?r-d*.= 

V sJ In 3 +1/»1 

Note: a is tae rms frequency of the jamming waveform. 
The percentage of total power contained in the d-c component of the out- 

put ix 
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%d'C = 

For typical values of bundwidth fl and deviation a thii indicate! that the 
majority of the video Jamming power U contained In the a< component. Thli 
■upertority of FM-by-LF noUe over FM-by-WB nolae or DINA la produc- 
ing effective Jamming power at video haa been verified experimentally; 
however, aa ■-*•« luggeited In 14,3,3 and at will be dlicuaied further In 
14,2.S, there exlit counter<ountermeaiurei that alter thli observed superior- 
ity considerably. 

In the previous analysis of FM-by-noi«« Jamming the Jammer center fre- 
quency and the receiver band center were assumed to coincide. For success- 
ful barrage Jamming it is necessary that the Jamming be uniformly effective 
throughout the barrage width. 

The first consideration is the production of uniform Jamming power acrou 
the barrage. Since the voltage amplitude distribution of the modulating 
noise determines the characteristics of the frequency excursions of the Jam- 
ming signal, this parameter also determines the actual power-frequency spec- 
trum of the Jamming barrage. If the modulating noise has gauseian statistics 
the resulting power spectrum will have the characteristic bell-like shape of 
the gaussian function. In order to produce a uniform power spectrum It is 
necessary to alter the voltage amplitude distribution of the modulating noise 
before it Is used to modulate the carrier. Middleton has shown that the 
necessary transformation is the error function (Reference S), 

Starting with the modulating voltag« *(l) It is desired to find a transfor- 
mation f such that y(t) = g [«(<)] has a A^si order probability density 
Wiiy) that Ir constant over the Interval from y = —a to y = -fe. In 
order to satisfy the requirement that 

/*  Wi{y)äy=l 

(y) = ; 3o ' 
(  0 for | y | > o 

Now 
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-s- + -rr I   dy' mt -r- + fz? 
-x'* dx' 

~ V »  »^o <fc' 

Let 

then 

= Z« 

Thus the desired trkiuformation g, ii the error function. By iymmetry it !■ 
•een to hold for the region y < 0 and x < 0. A device that •pproxinutes the 
error (unction (called an "erfer") hat been constructed and tuccetsfuiiy 
used to produce a uniform Jamming barrage (Reference 17). 

Another coiuideration affecting the unlfm.ilty of Jamming effectiveneat in 
the barrage is the time structure of the Jamming wiveform. This will depend 
on the distribution of travetsals of the receiver pt^jband, or equivalently 
the distribution of level croaaings at various amplitudes of the modulating 
noise. "Erfed" noise does not produce uniform level croasings throughout the 
barrags, but tenda to fail off near the ends. If the modulating noite bandwidth 
sufficiently exceeds the receiver bandwidth there will still be sufficient cross- 
ings to produce gausstan noise at the receiver 1-f output. Modulator design 
limitations may preclude *li« use of an "erfer" noise modulation having 
sufficient bandwidth to produce an adequate radar receiver traversal rate 
near the ends of the barrage, particularly when the victim receiver employs 
a very wideband Dicke Fix. An alternative modulation consisting of the 
sum of a high-frequency periodic wave and noise may be used to produce 
a Jamming barrage having a relatively uniform power spectrum and receiver 
traversal rate throughout the entire barrage width (Reference 5). 

14.2.5 The Influence of Antl-Jcmmlng Techniques on Jamming 
Effeetiveneaa 

In the find assessment of the effectiveness of a particular Jamming modula- 
tion against a search radar system, it is necessary to concede that the victim 
radar possesses and nuLes efficient use of any appropriate anti-jamming 
(A-J) techniques. It is conceivable that a Jamming technique that appears 
to be quite effective against a conventional radar may be rendered useless 



EFFECTIVENESS OF JAMMING SIGNALS 14-25 

by the utliiution of a simple A-J device. Coaaequently, it it of intereit to 
rriew lome of the existing end proposed A-J techniques. For a more com- 
plete libting, the reader it referred to Reference 18. 

The ultimate goal in radar design it to produce equipment that r/lli con- 
tinue to perform its specified function regardleu of the prevailing Jamming 
environment. Because of physical considerations, absolute invulnerability 
can not, in general, be achieved. However, insofar at 1* practicable, such 
A-J devices as are required to optimise radar performance in the expected 
jamming environment should be provided. These A-J features may take the 
form of (1) devices that give the radar maximum probability of detectlns a 
Jammer carrying target, or (2) devices Uut prevent the radar being satur- 
ated or overloaded with false alarms to that, except for detecting the Jammer 
carrying target, the radar can continue to function effectively. The latter 
class of devices aie generally referred to as Constant False Alarm Rate 
(CFAR) techniques. 

An A-J technique may consist of a relatively simple alteration or addition 
to an existing radar or it may result in an entirely new radar tyttem detign. 
Many of the useful A-J devices are installed in a radar tystem in a manner 
such that they may be selected for use at the discretion of the operator. 
This gives the radar system the flexibility to allow adjustment for optimum 
performance according to the existing Jamming situation. 

A-J Techniques Retaled to FnqttSKcy CharacieritHcs. Search radar 
frequency agility, the importance of which was emphasiied in 14.2.1, 
may be considered as an A-J technique. Frequency agility may consist 
simply of the capability of fast mechanical tuning or, in ths ultimate 
form, a capability of changing frequency on a pulse-to-pulte basis. A related 
technique, called frequency diversity, consists of choosing the frequencies of 
the individual radars in a radar network so that they are distributed 
throughout the entire spectrum of frequencies that are suitable for search 
radr.rs. The combination of frequency diversity with frequency agility causes 
ma dmum spreading of the available Jamming energy necessitating the dilu- 
tion of a Jamming effort In order tu cover the search radar frequency band. 

Another counter-countermeasure (CCM) related to the radar's frequency 
characteristics Is called diplexing. It consists of using two transmitters which 
transmit pulses that are separated In frequency and time using the same 
antenna. The returns are separated using two frequency selective channels 
and the signal In the channel which contains the leading pulse It delayed 
such that the echoes now coincide in time. (Note: In some installations, time 
teparation and tubtequent delay are not utilised.) Video data from the two 
channel» are fed Into a two input coincidence gate, whose output Is always the 
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minimum of its inpuU. Thug the radar is impervious to Jamming that coven 
only one of the two transmitter frequencies. The obvious counter-counter- 
cnunteiYiSMsure (CCCM) against diplexing, as well as sgainst frequency 
diversity and frequency agility, is the simultaneous Jamming of all radar 
frequency bands in which activity is detected. 

A-J Ttchniques and FM-by-NMse Jamming. The desirability of using 
frequency modulation jamming is a direct result of the fact that electron- 
ically tunable microwave power generator! readily provide a broadband 
Jamming source that can be rapidly tuned to the frequency range of Interest. 
The mechanism by which an FM source produce» Jamming power In what 
is essentially an AM receiver was discussed in U.2.4. One A-J technique 
attempts to reduce the effectiveness o! FM Jamming by effectively reducine 
the response of the radar receiver when the Jammer sweeps through the 
receiver passband. Other A-J scheme« operate on the time structure of the 
Jamming waveform and seek to discriminate in favor of the target returns. 

Devices that make use of the former technique are variously referred to 
as FM Jamming blankers, guard band receivers, or "rabbit traps". One 
realisation of such a device is shown in a simplifted block diagram In Figur« 
14-9. The response of the wideband amplifter is fed to two paths,  (I) 

HHSH^IHSMS*^ 

I X «lawLifw i ^H- 
Fiouu 14-9   Block dUirsm of »n ?M Jammlns blsnlwr 

through a narrow-band notch Alter centered at the i-f frequency and then 
through a detector and amplifter, (ultimately the video pulse is applied to 
the gated i-f amplifter); and (2) through a delay line and thence to the 
input of the gated i-f amplifter, The delay is adjusted so that the characteris- 
tic delay of the circuitry in the other path i« balanced, and the I-f signal 
and the video gating pulse Arrive at the gated amplifter simultaneously. 
Thus the gated i-f amplifter cut« off the receiver when a Jamming sit;nal 
sweeps through the receiver pastband. The notched ftlter rejects the narrow- 
band target return thus preventing operation of the gating circuit by a desired 
signal; therefore the target echo will negotiate the recetvei and be displayed 
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except when it occurs simultbaecus!}- with sn impulse produced by the Jam- 
mer. Thii technique li quite effective apainst FM-by-LF no!». Its effective- 
MM decreaaea aa the modulating noise upper cutoff frequency U increased. 
Whan the condition for overlapping impulses at the wideband amplIAer out- 
put is reached the device la gated off almost constantly, and consequently is 
no longer effective. 

Another A-J device, which has found wide application as a search radar 
CCM technique, is known as the Dicke Fix. This device consists essentially 
of a wideband i-f amplifier that is inserted in a conventional radar receiver 
between the mixer and normal i-f amplifter as shown in Figure 14-10. The 

. .     r .     .  action of the Dick* Fix against FM- 
"^Mlgiim» r"* **• '—H^^ä***" by'"01»* J»mm,ni c*11 b« <i*»,'t*t'v*,y 

^^^            LJSCKJ described as follows: The impulsive 
Fiovas H-w Tb« DkM Fix tttponm of the wideband if ampli- 

fier to the FM Jamming have a large amplitude with respect to the target echo. 
The i-f llmiter limits the Jaunting pulses to a level commensurate with the 
echo. These clipped jamming pulses are spread over a broad spectrum, so 
that alter the narrow i-f filtering they are small compared to the echo. Also, 
the target returns are coherent on successive radar sweeps whereas the ran- 
dom pulses are not; therefore the target pulses add constructively during the 
integration produced by the display and thereby can be seen above the non- 
coherent Jamming pulses. The Dicke Fix is quite effective against FM-by- 
LF noise, but like the FM blanker decreases in effectiveness as the modulat- 
ing noise upper cutoff frequency is increased. Higher modulating noise 
frequencies are required to produce overlapping impulses (and consequently 
gausftian noise) in the case uf the Dicke Fix as compared to normal receiver 
because of the narrower impulse responae with the wideband I-f amplifier. 
The use of multiple independent FM-by-noise Jammers produces an effect 
similar to that of Increasing the modulating noise bandwidth "f a single 
Jammer, in that the average number of traversals of the victim receiver is in- 
creased in both cases, In addition to Its useful'wss against FM-by-LF noise, 
the Dicke Fix is also quite effective against other types of interference which 
have a characteristic pulse-like time structure. An extensive account of both 
the theoretical and experimental studies of the Dicke Fix and other im- 
portant A-J techniques is contained in Reference 19. 

Constant Fain Alarm Rate (CFAR) Teckniquet. The CFAR devices 
have been developed to prevent overloading or saturation by false alarms 
caused by a strong Jammer. This is espec'^Uy necessary in the case of an 
automatic detector where a target is reported whenever a preselected thresh- 
old level is exceeded, The CFAR device causes the radar to respond to 3 
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gignal to noise ratio instead of an absolute signal level above a fixed 
threshold. 

One group of CFAR devices operates on the principle of automatically 
adjusting the receiver gain to maintain a constant output. The gain control 
time constant must be long compared to the target pulsewidth; consequently 
this technique is most effective against Jamming that produces long pulses 
in the radar receiver. 

A more effective method of achieving CFAR performance results from the 
use of the aero-croaaing statistics of the signal and »olse. The Dicks Fix cir- 
cuitry can be used along these lines and as such is called Dicke Fix CFAR. 
For CFAR operation the limit level of the if limtter is set at a level that is 
well down into the receiver noise. Thus any increase in the receiver Input 
does not effect the output. The limiting does not destroy the aero-crossing 
information; consequently a large signal to noise ratio will result In a 
detectable target. As the signal to noise ratio decreases, the target aero- 
crossing information becomes submerged In the noise, resulting In the dis- 
appearance of the target indication, By a fortuitous combination of circum- 
stances, noise alone can produce a false target Indication; however, by the 
proper adjustment of receiver parameters, the false alarm rate can be main- 
tained at a constant and predictably low level. 

Combined Pasiivr-Aclive Detection Syilemi. in the event that a radar 
b successfully jammed In range but still retains the capability of passively 
determining target azimuth, there exists the possibility of utilising similar 
information from radars at other geographical locations to Ax the target loca- 
tion by triangulation. The principal difficulty encountered with such a system 
occurs in a multiple jammer environment. In this case an intersection of 
aslmuth strobes may or may not correspond to an actual target depending 
on whether or not the strobes In question were generated by the same 
Jamming source. Several systems, which utilise correlation techniques to 
eliminate ghost intersections, have lieen proposed and are under development 
(Reference 20). 

Successful jamming of passive-active systems that utilise correlation tech- 
niques presents a difficult problem, principally because a correlation device 
performs best uguinst a random signal, Several methods of jamming (not 
without considerable practical difficulties) have been suggested (Reference 
21). Fur example, transmitting uncorrelated jamming signals on different 
axlmuth from the jamming vehicle would appear to be effective from theo- 
retical considerations; however it is difficult to avoid having sufficient power 
i utliaU'd from the back of the Jammer antennas tu allow successful operation 
of the correlators. Another CCCM, which consists of transmitting correlated 
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noise Jamming from widely separated sources, is complicated by the difficulty 
of maintainin  correlation between two high frequency random noise sources. 

New Concepts in Search Radar Design. During recent years search radar 
systems have been proposed (several are in varying stages of development) 
that differ somewhat radically from the conventional rectangular pulse radars. 
The principal difference exists In the characteristics of the transmitted signal. 
Rectangular pulse» have found wide usage In radar because of the obvious 
ense with which range resolution can be obtained and also because of the 
predominance of microwave power sources with high peak power but low 
average power capability. The advent of microwave sources, traveling wave 
tubes, that operate most efficiently when the difference between the peak 
and average power Is minimised, has caused attention to be focused on the 
problem of achieving the benefits of more or less continuous wave transmis- 
sion without lots of range resolution. 

Essentially thit problem is solved by transmitting a relatively complicated 
waveiorm, then comparing the echo returns to a stored replica of the trans- 
mitted wave to establish the epochs of the various echo producing targets. 
The ditails of several systems are contained in Refrrences 22, 25, and 24. 
While it is not claimed that these systems will be Jam-proof, It is true that 
an entirely different Jamming philosophy (as compared to conventional 
search radar Jamming) may be required in order to achieve optimum Jam- 
ming effectiveness. 

14.2.6 Some Typical Rcaulu 
The following Jamming effectiveness results of the Johns Hopkins program 

are excerpts from Reference 12. They describe the performance nf important 
barrage Jamming sources against a typical search radar which is unprotected 
by ECCM. Detailed coverage of the test conditions will not be attempted 
here. 

The victim radar U the AN/FPS-3. The experimental method genmlly 
follows the recommendation.« of Section 14,2,3. The units of the FPB-J 
which are either used or simulau-d in the program are operated with normal 
parameter values for that radar. 

The curves of Figure 14-11 result from circuit measurements on the 
FI'S-J normal receiver, and »elfte S/J ratios at video output (CRT grid) tu 
those «t i-f output (second .!e»ector input) for »cv«>i«l important bnrrage 
Jamming sources. The dots on the cuives are typical values for the mean 
jamming threshold, (S/J)se%< The S/J intios corresponding to «'election 
probabilities other than 507' m,,y ta located on these curves by use of 
Figure 14-12, which is the approximate Jamming curve (or the "average" 
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obierver. The curvet and dots of Figure 14-11 are räpreur.utive of the Jem- 
min« tourcei lilted, with the following reitrlctloni on the Jamming para- 
meters: 

DINA . , barrage width mutt be several times greater than victim 
receiver bandwidth, Clipping of the D!NA does not change 
its effectiveness. 

FM/LFN Upper cutoff frequency cf modulating noise must be Ulow 
SO Kc. Deviation must be several times greater than victim 
receiver bandwidth. 

FM/WBN . Upper cutoff frequency of modulating noise must be above 
SOG Kc. Deviation must be several times greater than vic- 
tim receiver bandwidth. 

Rl'B Sources   Pulse recurrence period = 80 /a -e 30% 
Pulse duration = 4 ^s ± 30% 
Ratio of pulse peak to background (voltage) =s 4 ± 33% 
<± term Is the peak random variation from the nominal 
value.) 

For the FM sources, the Jamming effectiveness is not changed by using 
"erfed modulating noise to "whiten" the Jamming spectrum, at suggested 
in 14.2.4. 

Within the above restrictions, the Jamming effectiveoess of these sources 
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It constant over wide ranges of such parameters as deviation, upper and 
lower cutoff frequencies of modulating noise, location of the victim in the 
barrage, etc. The pulse parameters given are thoi« used In limited testing of 
RPB Junming; limiting value» are not known. 

From Figure 14-11 it is seen that the pulse-like sources are 10 to 13 
decibels more effective than the continuous sources. Nevertheless, FM-by-LF 
noise Is of questionable value, since its intermittent time structure makes 
ECCM quite easy. The pulsed sources offer high jamming effectiveness with- 
out being appreciably easier to counter than are their unpulsed counterparts. 
For example, with the pulse parameters listed, about half of the average 
Jamming power is in the pulses, and the other half is in the Irokground Jam- 
ming between pulsea. So even if the effect of the pulses were completely 
nuiiineu by ECCM, the lose due to investing Jsmming power in these pulses 
would be only 3 db. Against this we have « 10 to 12 db pin in Jamming 
effectiveness if no ECCM is used. 

It is noteworthy in Figure 14-11 that ihe variation In (S/J)M%1S much 
greater at i-f than at video. This Indicates that there are greater differences 
in circuit effects (Section 14.2.4) than In psychophysleal effects. 

14.3 Tbc TraeklBB Radar JatatatMg Problem 

14.3.1 Statemml of the Problem 
The term "Tracking Radar" as used here Includes several different types 

of radar, all of which have as their primary function to automatically 
supply position data on one or more selected targets for weapon control 
purposes. In must applications the coordinates supplied by the radar are 
aalmuth, eltvation and slant range, although In some cases radial velocity 
may he measured Instead of, or lu addition to, range. 

Angle data is usually determined by using servo loops to keep the radar 
antenna pattern centered on a selected target in which case only a single 
target can be tracked by each radar. In some more recent types multiple 
target capability and/or ability to continue searching while tracking are 
achieved by using a multiple beam antenna pattern or by time sharing a 
single beam. While this discussion will be concerned primarily with the single 
target class, many of the comments are applicable also to the multiple target 
class. 

Range Information, when desired, is obtained as In search radars by 
measuring the time delay of the target echo, so pulsed radar Is uird when 
precise target range is required. 

Target velocity information can be obtained from the time derivatives of 
the above coordinates, but if only the radial component of velocity Is re- 
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quired it i* often obtained directly from the doppler shift of the echo signal 
relative to the transmitted signal. 

An important part of the tracking process is the necessity of discriminattng 
against radar returns from targets other than the »elected ones. Discrimina- 
tion in angle is accomplished by the antenna pattern and in range by time 
selection or gating o» the received signals. In the case of doppler radars 
target signal selection is achieved on the basis of radial velocity. This inter- 
dependence between tracking channels may, under certain clrcuirwiances, 
become an important factor in ECM considerations. 

The object of ECM against radars is of course to degrade the target posi- 
tion data supplied to a «eapon by an enemy radar to the extent that the 
probability of success of the weapon is at least decreased (Reference 25). 
The application of a tracking radar, particularly the type of weapon It Is 
controlling, will strongly Influence the relative Importance of the various 
tracking channels (I.e. angle, range and/or radial velocity) and will also be 
the most Importatu factor In determining the extent to which the tracking 
data must be degraded for the ECM to be considered successful. A thorough 
treatment of this aspect of the problem will not be attempted here but some 
of the more obvious points will be mentioned briefly. 

If a radar Is to supply target position data for almin* of guns or rocket 
launchers or for command guidance of a missile, a higher degree of accuracy 
is required than If the data Is used only for steering a misalle to the vicinity 
of a selected target to allow a homing radar to lock onto the target. Similarly, 
a given angular error would have a much more STIOUS effect on the radar 
supplying command guidance iiiformation than It« ould on the homing radar, 
since the latter is much closer to the target and the range is constantly de- 
creasing. It Is also important to note that in sn-ne cases, for instance In a 
homing device using proportional navigation, fcngle rate information deter- 
mines the steering commands rather than angle information itself. 

Another important factor which depends upon the type and application of 
thd victim radar is the extent to which an operator cun aaslst or take control 
bS the target tracking and the time tsquired for reacquisltlon of a target If 
lock-on Is broken. Thin will be un important consideration in determining the 
effectiveness of deception Jamming and of Intermittent noise Jamming. 

Fur example in the ciwe of a ground-based tracking radar an operator can 
give his full attention to monitoring the range tracking function and, if 
necessary to reject intermittent or deceptive Jamming, can assume full con- 
trol of the range gate. At the other extreme in this respect k the airborne 
int^rreptor rader which Is operated by the pilot who must monitor the 
other tracking channels as well as operate any A-J devices and control the 
aircraft. 

The tactical situation In which the Jammer is used will also influence the 
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sffectlveneu of certain type» of Jamming «ignalu iniiofar as It will determine 
the characteristic! of the radars to be encountered. If violent maneuveri are 
to be expected, the tracking circuits of the radar must have much faster 
response capabilities and hence the time required to introduce an appreciable 
error will be greatly reduced. 

As In the case of search radars, jamming of tracking radars can be roughly 
divided Into two groups, obscuration and deception, depending on the in- 
tended Sileci on the victim radar, although In the case of tracking radars 
there is perhaps more overlapping of the two groups. 

The desired effect of obscuration is to completely destroy, or at least In- 
crease the uncertainty of, target position data while deception Jamming 
causes the radar to supply possibly smooth but erroneous target range, angle 
and/or velocity data. Speclflc examples of these two types of Jamming 
depend upon the tracking channel to be Jammed and the type cf radar. 

In general deception Jamming requires much less average p'-wrr than does 
obscuration, but necessitates a more detailed knowledge of the parameters 
of the victim r-dar and usually requires more nearly continuous reception 
of the victim radar's transmitted signal. The last requirement gives rise to 
fairly severe look-throogh and antenna isolation problems. The difficulty of 
achieving multiple radar jamming capability Is perhaps the principal weak- 
neu of this type of Jamming. 

14.3.2 Influence of Traoklng Typ« on Jwmming Signale 

14.8.2.1 Rang« Trackera 
The effectiveness of Jamming signals against range trackers in quite Im- 

portant since the results are applicable to nearly all pulse tracking systems, 
Including those that use monopulse techniques for angle tracking as well as 
some track-while-scan systems. It Is interesting to note that when monopulse 
or certain types of conical-scan angle tracking are used, the range tracking 
loop is probably the most vulnerable part of the system. 

The operation of a split-gate range tracker can be briefly described as 
follows: As shown in Figure 14-13, two adjoining gate pulses, each having a 
time duration approximately equal to that of the radar pulse, are generated 
within the radar. The time delay of the pair of gate pulses, relative to the 
transmitted pulse, Is mudi to correspond roughly with that of the desired 
target pulse, either manually or by an automatic search circuit. 

The gating pulses are used separately to gate the receiver video signal, and 
the Integrated signal content» of the two gates are then compared. An error 
voltage is developed which Is proportional to the difference In signal content. 
This error voltage Is used to adjust the position of the pair of gates until 
their signal contents «re equal. The error voltage is Integrated once or twice 

, 
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before it i» uied to tdjuit the deity of the gate pulie». The characteriitici 
of this Integrating circuit are one of the primary factor» in determining the 
speed of response of the tracking circuits to target motion and to a JammitiE 
signal. 

Tracking loops which have a single integration In the feedback path are 
referred to as velocity coupled since the error, being integrated once to give 
a position correction, corresponds to the velocity oi the gates. If no error 
is detected the velocity goes to sero and the position of the gates remains 
constant. If two integrations are performed on the error to obtain the cor- 
rection voltage, the loop is said to be acceleration coupled. If the error volt- 
age is zero, the acceleration of the gate position is aero and the velocity 
remains constant. 

In a completely automatic tracking system the integrating time ennstantt 
are limited by the required dynamic capabilities of the system, so that in 
effect the maximum "position memory" or "velocity memory" of the system 
is limited. It is obvious though that both of these feature», particularly the 
latter, are of considerable value to the tracking system when subjected to 
intermittent Jamming which will obscure the target fur short lengths of time. 

If, for any reason, the target pulse and range gates move far enough apart 
so that the gates no longer coincide with any pert of the target pulse, then 
the system is no longer locked on the target and reacquisition is necessary. 

Deception. If average power requirements alone are considered, by far 
the most efficient Jamming stanal against the split gate range tracker is the 
gate-sealer or gate-grabber. 



EFFECTIVENESS OF JAMMING SIGNALS 14-35 

Since the trtcker centers the range gste on the "center of gravity" of the 
time-ieiected echo pulse, it is obvious that shifting the apparent center of 
gravity of the signal away from the true target position will cause an error 
in the range output data. In the gate-grabber Jammer a series of pulses, 
similar to the target pulses and somewhat larger, is generated and synchron- 
ised with the radar pulses so that each Jammer pulse coincides in time with 
the true signal return within the radar. The position of these pulses in time 
is slowly changed so that they move away from the true target and ceuie 
the apparent center of gravity to shift, m that the range gates move awny 
from the true target. This process is continued until the range ptes no longer 
contain the target pulse and the false pube is then turned off, causing break- 
loch. The Jammers which accomplish this are described in Chapter IS. 

If the apparent acceleration of the false Urget is within the responne 
capability of the radar, the average Jamming power merely has to exceed 
the average skin return power in order to be successful. 

It is dear that a high degree of synchroniiation between the Jammer and 
the radar Is required for this type of Jamming. The repeater Jammers de- 
bribed In Chapter 15 provide this synchroniiation very effectively, but since 
transmission and reception occur simultaneously and since a target with ■ 
large effective cross section requires a high gain repeater, isolation between 
the receiving and transmitting antennas ow be a serious problem, 

To overcome the isolation problem a time sharing technique is sometimes 
used which involves alternate gating off of the repeater receiver and trans- 
mitter so that regeneration is prevented. The retransmitted signal from this 
type of repeater consists of t burst of pulses, each much shorter than the 
radar pulse. The radar receiver bandwidth being designed for the wider 
pulse will not be able to resolve the fine structure of the repeated signal 
and the burst will appear as one pulse. Of course a radar receiver can be 
modified (References 26 itrd 27) so as to be able to discriminate agninst 
this type of signal, but this involves increasing the bandwidth and possibly 
increasing the susceptibility to nuise Jamming. 

Several other anti-Jam schemes have been proposed to counter repealer 
Jamming. Since apparent motion of the signal center of gravity is caused by 
increasing the delay of the retransmitted pulse, the puil-off can only be ac- 
complished toward increasing ranges. If the rarme tracker Is made to track 
only the leading edge (or the lending portion) of the signal pulse it will Ig- 
nore the false signal, unless it is much larger than the true signal return. 
Moreover, if the portion of the signal pulse sampled by the range tracker Is 
narrower than the minimum inherent delay of the repeater, the false signal 
pulse will be completely ignored by the tracker. Pull-off cun be accomplished 
in the direction of decreasing range by delaying the Jammer pulse by a little 
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leu than « repetition period but thli move can be countered by varying the 
repetition rate of the radar, If pull-off ii achieved a rapid aearch toward de- 
creasing range a« toon at the false target disappears will minimise the off 
target time. 

Limiting the acceleration capability of the tracker to values which can 
reasonably be expected from a target also decreases the vulnerability of a 
radar to this countermeasure. 

A combination of the above counter-countermeasures would at least place 
very severe requirements on a gate-grabber type Jammer but would result 
in considerable added complexity of the radar, 

A similar jamming technique has been proposed which, while requiring 
somewhat higher iverage power than does a repeater, should be consldernbly 
le» vulnerable to countercountenneasurcs (References 28, 29, and SO). 

This technique consists of generating a train of pulses, at the appropriate 
r-f frequency and pulsewidth, having a prf very near but not equal to an 
integral multiple of that of the victim radar, Such a Jamming signal will 
cause at the range tracking circuits a series of pulses which appear to be 
moving slowly past the actual signal pulse, and the tracking gates will be 
pulled off the true target pulse In much the same manner as In the ciise of a 
repiuter. However, since the jamming pulses pass through the leading edge 
of the true target, edge tracking should afford much leu protection for the 
radar. Even though limited acceleration capability of the tracker may prevent 
the range gates from actually locking on and tracking a jamming pulse, the 
cumulative effect of a series of false pulses can move the gates completely 
off the true target. Reacqulsition of the target pulse, particularly in an un- 
manned radar, should be very difficult with this ty|>e of jamming. 

If the victim radar is using manually-aided range tracking it is quite 
possible that the judgement of a human operator and his knowledge of the 
tactical situation would enable him to completely reject the false targets 
generated by either of the above Jamming techniques. 

Obscuration—Noise Jamming. In this section are Included (hone types of 
lamming signals which are random in character and are essenllaily unsyn- 
chronized with the victim radar, the object of the Jamming being to over- 
whelm the tiirget signal <vith another signal containing no information 
regaiding the range of the target (References 31, 32, 33, and 34), 

The effect of noise jamming on a range tracking radar can be considered 
In two parts the effect of the radar receiver itself on the received jamming 
signal and the effect of the resulting video in producing erroneous tracking 
data. 

For the present let it he assumed that, regardless of the characteristics of 
il. ■ ' imminK signal ut the input of the receiver, the local time structure of 
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the resulting vide« will be quite slmlUr to that of the true pulse because of 
the narrow filter through which they both have passed. That Is, the video 
will roughly resemble a random sequence of target pulses, the amplitude and 
spacing of which wlit of course depend on the original Jamming signal at 
the receiver Input, but will be random. 

As the wptit-gate tracklng circuits sample this Jamming video along wtih 
the signal pulse, there will be, on some samples at least, a Jamming puU.e 
appearing within the range gates but not coinciding with the center of the 
gate pair. This will cause a false error signal resulting In a change In position 
of the tracking gates, which will not be centered on the true target. A se- 
quence of such samplings results in the range gate being Jittered about the 
true target position, the magnitude of the Jitter depending on the amplitude 
of the Jamming pulses, their frequency of occurrence, and the response of 
the tracking circuits to a given apparent error, There is of course a limit to 
the amplitude of jamming pulses which the receiver will pass and the response 
of the tracking circuits Is such that a single Jamming pulse will not cause 
sufficient error to move the tracking gates completely off the target pulse, but 
as the Jamming pulses become l.:rge end/or more frequent the probability 
becomes appreciable that a large enough succession of errors will occur in 
ihe same direction to move the gates off the target pulse, and break-lock 
occurs. 

From the above considerations it appears that the rms error caused by a 
given Jamming signal would vary inversely as the tracking time constant and 
this is Indeed the cose. However, break-lock is a peak error phenomenon and 
it can be shown (Reference 31) that the J/S ratio required to break-lock is 
essentially independent of the response time of the tracking circuits The 
time required to break-lock however, once the required J/S ratio Is achieved, 
is ptoportional to the tracker response time so that long tracker integrating 
times (i.e. a slowly acting servo) affords a great deal of protection against 
Intermittent Jamming. Of course, as implied above, a long integrating time 
also makes successful gate grabbing more difficult. 

It was stated in the discussion of the effect of noise on the tracking cir- 
cuits that both the amplitude and frequency of occurrence of the Jamming 
pulses influence the resulting error. It follows then that large, scarce pulses 
can be as effective as smaller frequent pulses. However, it is a simple matter 
for the radar to be made tu discriminate against these large, scarce pulses 
merely by limiting the video at the peak value of the signal. 

If the Jamming signal is such that the Jamming pulses at the radar video 
are overlapping to a large extent, limiting alone no lunger affords protection 
tu the trucking circuits since the target puW will nuw U riding un top of 
the Jamming signal and will be destroyed by the clipping. 

In cuiisidering Jamming of ;; rungc tracking radar it should be kept in 

f 
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mind that large, ground bated trucking lyitemi can afford to und often do 
have a human operator either monitoring the range channel or manually 
tracking the target using ar. A-icope prwcntation. 

Considerable work hai beer done un the effect* of noiw and Jamming on 
an A-icope presentaUon (Reference* 1, 35, 36, and 37). Lawion and Uhlen- 
beck particularly have coniiidsred the role of varioiu radar paramentero on 
theie effect*. Many cf the factor» conildered in theie itudiei are of intereit 
only in the jamming of an A-Kope in a warch radar. 

In the caie of trackin« radar, where the target Is being Marchlighted and 
the target pulie is conrtantly dlipiayed on the scop«!, tucceuful r.oii« Jam- 
ming requires that there be euentially no blank space« in the Jamming video. 
If even a fairly small percentage of the target pulnti are unobccured, the 
correlating effect of the A-scope allows them to be seen through ths noise. 
li frequent but short blank spaces occur in the Jamming, the baseline of the 
presentation becomes pronounced and the target pulse can be detected by 
the "baseline notch" effect. 

In view of the above discussion, it appears that a criterion for effective, 
not easily countered, obscuration Jamming of either an automatic range 
tracker or a manually aided tracker is that the video noise produced by the 
Jamming be dense in the vicinity of the target pulse for essentially every 
repetition of the pulse (Reference 38). Assuming no synchronisation be- 
tween the JamiHng and the radar, this means that the Jamming video be 
detwe all of ihr time (i.e. no holes in a time plot of the video). 

Il ■ihocU be kept in mind that, unless the spectrum of the jamming video 
covers the same band as does thai of the signal, the Jamming can be at least 
partly discriminated against with simple Alters. 

With the above considerations in mind, the effectiveness of various Jam- 
ming signals against range trackers can be considered. The techniques for 
generating these signal* have been discussed in other chapters. The choice 
between ÜINA, AM-by-noise or FM-by-noise for a particular Jamming ap- 
plication would probably depend more on such considerations as ease and 
efficiency of generation and the width of the r-f spectrum to be covered than 
on the effectiveness of the resulting signal. 

The effect of DINA on an automatic or manually aided range tracker i» 
fur most purposes the same as receiver noise If the width of the transmitted 
spectrum is greater than that of the victim radar. The latter condition should 
be Mtisfted to insure the generation of sufficiently wideband video noise. 

Amplitude-modulation by nokt is easily generated at relatively high power 
Icve'iA and for this reason it often used in applications where a fixed or slowly 
tunable »pot jammer can be used, that is against fixed frequency radars. 

The development of voltage tunable power tubes has also made this type 
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of JAinmlng practical agatmt even rapidly tuned radan with the help of some 
sort of automatic frequency lock-on technique, Here again though, the jammer 
output spectrum must be at least as wMe as the paesband of the victim 
radar in order to insure suffkiently high frequencies In the resulting video, 
This mea.» of course that the jammer modulating noise would have a spec- 
tral distribution roughly equivalent to the passband of the victim radar's 
video ampllAers, This may be a rather severe requirement against radars 
using very short pulses on the order of 0.1 psec. 

The availability of high power BWO's such as the Carclnotron has made 
the generation of FM-by-nolse practical at power levels r-quired for jam- 
ming. This type of jamming is particularly suited to barrage jamming over 
a wide band of frequencies, since the width of the output spectrum Is deter- 
mined by the amplitude of thn modulation signal rather than by Its band- 
width. 

The barrage width required from a jammer will probably be dictated by 
such considerations as the number of jammers available to cover a given 
barrage. Since the effectiveness of FM jamming against an AM receiver 
depends on slope detection on the skirl» of the radar receiver response curve, 
the jammer frequency deviation should be at least several times as wide as 
the victim radar bandwidth, but since a need for wide frequency coverage is 
assumed, this requirement will automatically be satisfled. 

The response of a radar receiver to FM-by-nolse has been discussed earlier 
In this chapter and It will sufRce to mention here that the need for producing 
wideband, everywhere dense video noise in the radar receiver requires that 
the band of noise used for modulating the jammer be at least as wide as the 
victim receiver and preferably twice as wide. In effect what Is required is that 
the average time Interval between passes of the jammer carrier through the 
receiver pauband be less than the ringing time of the receiver (approximately 
yi BW), It should be repeated here that if the radar Is unprotected by pulse 
interference rejecting or similar A-J circuits this requirement probably does 
not apply against a completely automatic tracking radar. 

Against a well protected radar the above requirement may very consider- 
ably decreaiw the effective width of a jamming barrage produced by FM-by- 
nolie. For example if gausslan noise is used as a modulating signal the 
average rate of passes throuRh a receiver passband falls off fairly rapidly as 
the receiver Is tuned away from the center of the barrage (References 5 and 
38). In addition to this the power density spectrum of the barrage will be 
approximately gausslan shaped so that the jamming power Intercepted by 
the victim receiver also falls off nt and is tuned away from the center of 
the barrage (References S and 12), It is a fairly simple matter to change 
the "haractcr of the modulating noise in such a way as to result in a prac- 
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ticttlty uniform power deiulty across the entire Jammer output barrage, but 
this cause» the average rate of passei through the carrier tc fall off even 
faster toward the edges of the barrage (Section 14.2.4), The wide band widths 
of must tracking radars make it difficult to solve this problem by the most 
straightforward approach of including such high modulating frequencies that 
the average rate of passes remains sufficiently high across most of the band. 
Other solutions are being investigated (Reference 38) such as those sug- 
gested by Middleton in Reference S. 

14.3.2.2 Velocity Trackers 
In some tracking radar applications, notably missile seekers, precise 

unambiguous range information is not required and target discrimination 
may be accomplished on the basis of the doppler shift cf the echc, This allows 
the use of a relatively simple type of radar, the c-w doppler radar, a block 
diagram of which is shown in Figure 14-14. As the name Implies, the trans- 

mitted signal it unmodulated (ex- 
cept perhaps for roding purposes). 
The return signal Is shifted In fre- 
quency by an amount depending 
on the radial velocity of the target. 
The speed gate shown within the 
dotted lines is a servo loop which 
in effect tracks the doppler shift 
with a very narrow filter, The angle 
tracker responds only to those sig- 
nals which Indicate the proper 
radial velocity. 

Because of the 100 percent duty 
cycle of the transmitter, time shar- 
ing between transmitter and re- 
ceiver Is not '•usslble and a serious 

isolation problem results. The transmitted power of such a radar must be 
limited to a relatively low level to prevent blocking of the receiver. 

To avoid this Isolation problem some doppler radars have pulsed trans- 
mitters with a receiver blanking gate during the transmitted pulse which 
allows much higher transmitted power, In order to avoid doppler ambiguities 
these radars must have a very high pulse repetition frequency and hence a 
very high duty ratio. For practical purpusea doppler tracking is usually 
done only on the main line of the received signal spectrum. 

Range information can be obtained with a pulse doppler radar at the 
expense of considerable couiplication. A method of range tracking which Is 

Kiev»»  14-14 
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sometime» used is shown in Figure 14- 
15. Since only on« line of the aignai 
spectrum is puted by the speed gate, 
the signal at the range tracker is no 
longer a pulse. Range error is deter- 
mined by time Jittering the gate ap- 
plied to the signal in the receiver. 
This imposes on the signal an ampli- 
tude modulation which is rttained on 
the output of the speed gate. This 
modulation is analysed in the range 
tracker to determine the magnitude 
and direction of tha range error, and 
the appropriate correction made to 

center the range gate on the target pulse. 
Because of the high prf the range information Is ambiguous. If unambig- 

uous range is required the ambiquit»« can be resolved by switching the prf. 
Another effect of the high prf is eclipsing of the return signal from one trans- 
mitted pulse by a later pulse. In some models eclipsing Is avoided by varying 
the prf in such a way that the return signal always falls between two trans- 
missions. 

The most important difference between the two types of doppler radar 
from the ECM viewpoint is the higher power of the pulse type, and Jamming 
techniques designed to be used against them are quite similar. 

Because of the extremely narrow bandwidth of the speed gate Alter, bar- 
rage Jamming of either the C-W or pulse doppler radar would be very in- 
efficient. Spot noise Jamming also would seem to be very difficult because of 
the required accuracy in frequency set-on. 

Repeater jammers naturally satisfy the accur«** frequency set-on require- 
ments and st tht same time lend themselves very wc'l to deception tech- 
niques. Repeaters are described elsewhere in this volume ait^ so will be dis- 
cussed very briefly. 

Since the doppler radar achieves target selection by tracking the frequency 
shift of the target echo, one goal of the jammer is to cause the speed gate to 
move away from the true doppler frequency, This can be accomplished by 
imposing a false frequency shift on the repeated signal, starting the shift at 
zero and gradually increasing it. If the frequency shift is then abruptly re- 
duced to seru Hgnin the speed gale will no longer be tracking and reacquisl- 
tion is necessary. 

The requirements on the jammer tu accomplish this speed-gate grabbing 
are only that the repeated signal exceed the normal skin return from the 

, 
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target and that ins puii-öff rau be kept «ithir, the scce'.sfsticn capsblHty of 
the victim radar tracking loop. 

If the victim radar it a puiie-doppler type (Reference« 39 and 40) so 
that range information U available (even though it may be ambiguoui), 
range rate may be determined and compared with the apparent radial vel- 
ocity indicated by the doppler shift. If the tracking loop if made to ignore 
doppler thifts which do not agree with the range rate meaaurement the gatea 
would remain locked on the true doppler shift. 

One augr^ited Jamming technique for countering thta CCM ig to uie a 
pulied repeater and vary the delay of the repeattd pulee to cause an ap- 
parent change in radial velocity. This apparent rate of change of range li 
made to agree with the falae doppler imposed on the repeated signal. In cer- 
tain application« the doppler shift of the target echo may be used for other 
purposes than target discrimination. For example the detonation of a guided 
missile fuse Is often controlled by the indicated radial velocity of the target. 
In such a case Jamming may lie more effective if the false doppler signal '• 
programmed to cause premature detonation of the missile warhead. 

Sitiu) the angle tracking loop of a doppler radar derives error information 
from only that part of the signal which is passed by the speed gate, capture 
of the speed gate makes possible the introduction of false angle Information 
also (References 41 apd 42). This may be accomplished by modulations dis- 
cussed In the following sections. 

14.3.2.3 Angle Trecker« 
Conkal-Scan Tracking. The effect of Jamming signals on conical-Kan 

angle trackers will probably continue to be an important consideration in 
the design of countermeasures systems to be used against airborne tracking 
radars, particularly missile seekers, since there appears to be a strong prefer- 
ence for conical-scan tracking In these applications. 

The operation of a conical-Kan tracker is shown In Figure 14-16. Although 
target selection is achieved In this example by range gating it may also be 
done on the basis of radial velocity as described previously. 

As the antenna rotates, the narrow pencil beam Kans a cone shaped pat- 
tern. If the target Is not on the axis of the Kanned cone, the amplitude of 
the signal leturn will vary sinusoidally at ihe Kannlng frequency. The mag- 
nitude of the variation is proportional to the magnitude of the error, and the 
phase of the variation, with respect to reference signals generated within the 
radar. Indicates the direction of the error. The error signal and reference 
signal «re used as shown to position the antenna mount in a direction to re- 
duce the error to sero. 

If the radar Is of the pulse type, the angular error is derived from that 
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part of the return ligtuil which hw been selected by the range gitw. Thli it 
necemry M that returu from object« In approximately the HUM direction, 
but at different rtngea will not influence the tr&cker. 

In order to counter such a radar a jammer must elthei prevent the radar 
from detecting the amplitude vartationt which indicate an error or cause 
within the radar an apparent error signal which will be acceptable to the 
error detecting circuits but which differs from the true error in such a way 
that the tracking error is incnased. The latter method will be referred to as 
deception Jamming. 

ExamplM of the first, or masking type, of Jamming are c-w and high- 
frequency noise such as described above for range tracker Jamming. In spite 
of the age, it is often fairly easy 10 saturate the radar receiver with either 
c-w or noise so that the nrnplitude variations, whicft indicate an error, are 
loat. 

There are CCM available which prevent aaturation and make It possible 
for a con-scan tracker to track the noise source iUelf. However, these anti- 
Jam techniques Involve a loss of target diKriminatlon by range K*'« or speed 
gates so that although the radar could angle track on a single noise source It 
should be vulnerable to dispersed noise Jammers, particularly during the ac- 
quisition phase. Such a dispersion can be accomplished by a number of 
techniques such as Jammer carrying decoy», many aircraft In a formation 
equipped with Jammers, Illuminating chaff clouds with noise, etc. 

Deception Jamming (References 42 and 4i) in general requires less power 
than masking since it Is not necessary to saturate the radar. 

To use the deception type of Jamming against a pulse radar it Is not 
enough merely to amplitude modulate a c-w carrier with the con-Kan loblng 
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frequency ilnce the video «mpiinsr of the rtder will UAUklly reject luch low 
frequenciet. It U necemry to niperlmpoM the fslie error »Ignal on a modu- 
letlon which will be ptswd by the »dar video amplifter. This Utter modula- 
tion can of course be pule« aynchronlied with the radar pulwi aa in a repeater 
or some other type of high frequency modulation such M that uied w^ain»« 
the range tracker above. 

Hie low frequency falae error modulation can then be luptrimpoaed by 
amplitude modulating at the detired frequency or by frequency modulating 
at half the desired frequency with a deviation of several receiver bandwidths, 

In order to implement the deception type of jamming moat efficiently, the 
scanning rate of the radar antenna must be known. If the radar uses the same 
antenna (or trantmissicn and reception, the radar pulses Incident on the tar- 
get will vary I» amplitude at the scanning rate whenever there Is a tracking 
error. If, however, the radar is semlactive, that Is the transmitter Is located 
remotely from the receiver as in the case of many missile-borne homing 
radars, then the transmitting antenna is not scanned and It is very difficult, 
If not impossible to observe the radar scan frequency. Some later models of 
active conical scan radars have been designed to prevent scanning of the 
transmitted beam. WitL sufficient Intelligence information it may be possible 
to predict, within sufficiently narrow limits, the »canning rate of a radar 
likely to be encountered in a given situation. 

For convenience of discussion we will consider three different cases: 
(1) The frequency and phase of the victim radar scan rate are observed, 
(2) The scan rate is not observed, but a probable scan rate Is known within 
say a few percent and (3) No Information Is available regarding the sc ut 
rate. 

In case (i) the optimum false error signal with which to modulate the 
jamming is obviously a sine wave at the scan frequency but differing In 
phase. In case (2) the band of possible scsn frequencies can be covered either 
by slowly sweeping the jammer modulating frequency or by modulating with 
a narrow band of noise centered at the most likely frequency. 

In case (i) It can only be assumed that if the victim radar it a con-scan 
radar its Kan-frequency is somewhere between 3Ccps and several thousand 
cps. It Is not practical to modulate the jamming signal with a band of noise 
whose spectrum covers this wide range of frequencies since the radar angle 
tracking servo responds only to modulation at frequencies within about one 
cycle per second of the scan frequency, so only a very small percentage of 
the jamming power would be effective. Similarly, It would not be practical 
to sweep the modulating frequency over the band since the response of th« 
servo is such that times of the order of one second are required to cause a 
substantial erro.. If the sweep speed is slow enough so that the modulating 
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frequency ii within the pusbuid of the Mrvo for »bom one Mcond, it would 
tske about 15 minutet to cover the ränge of pouible fretiuenciee, tnd evsn 
then there would be IUI error caueed for only About two «scond» of euch 
sweep. It «ppeen that In thii lut CAM the deceptive type of angle jamming 
has Uttlo value althouih 0» masking type meutiooed previously would still 
be effective, causing the radar to lose range information and to sacrifice 
target discrimination in order to home on the Jamming signal. Since in this 
case the signal amplitude variation which is characteristic of con-scan radars 
is not observed, one would probably not know whether the victim radar is a 
conical-scan or a itnonopulae radar and the best approach would seam to be 
to tteat it as If it ware the latter. Countermaasuires against monopulse radars 
are discussed in the following section. 

Monopulse. The sequenUal nature of error detection in the conical scan 
tracker sometimes results in noisy tracking and Si also the source of a vulner- 
ability to certain types of Jamming. In a monopulse tracking radar, angle 
information is derived from each pulse. Monopulse radars fall into three 
groups—amplitude compurioon or simultaneous lobing, phase comparison 
or interferometer, and a combination of (he first two. 

An amplitude comparison monopulse radar is shown in Figure 14-17. Two 
identical Channels are required to track in both aiimuth ar..l elevation. Each 
channel has two antennas, cocked slightly so thai their center lines form an 
angle as shown. An angle error Is indicated by a diffeance In amplitude of the 
signal return in the two channels. The amplitude comparison can be made 
at any stage of the radar (r-f, i-f, or video). In the example shown the com- 
parison is made at r-f, while the actual error Is determined by phase detect- 
ing the difference signal with the sum «i;nal. 

In a phase comparison monopulse. Figure 14-1?, the two horns of a chan- 
nel are placed so that their centerllnes are in the same direction but the horns 
themselves are displaced by several wavelengths. If a target U on the canter- 
line the return signals to the two horns will be in phase. If the target is off 
the centerline the signal will reach one horn before the other and the hern 
signals will be out of phase by an amount depending on the angular error 
and the horn separation. 

The above systems require four antennas to track in asimuth and eleva- 
tion. A system has been designed which reduces the number of antennas to 
two by combining the amplitude and phase comparison types. If two antennas 
are mounted so that they are displaced In the horizontal (Figure 14-19) and 
their center lines form an angle in the vertical plane, then aaimuth elevation 
error will be indicated by a phase difference and elevation error by an ampli- 
tude difference. 
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Of ihe thf«* types detcrlbed, amplitude comptrlion appean to be by far 
the mott common. The complexity o( the waveguide circuitry of monopulae 
radars h*» discouraged their uae in some airborne application!, particularly 
miiatle seekers, but they are widely used in ground based Are control systems. 

Jamming techniques against monopulM radars can be divided Into the fol- 
lowing groups (Reference44): 
A. Off-Frequency Jamming (which depends on imperfections of design or 

construction) 
t,  Image Jamming 
2. Skirt Frequency Jamming 

B. Multiple Source Methods 
1. Blinking 
2. Formation Jamming 
3. Cross-Eye 

Image Jamming (Reference 45), that is jamming at the image frequency 
of the radar, depends on the fact thht the phase angle at 1-f between two 
signals at the image frequency is the reverse of that which would appear et 
1-f if the two signals were at the normal response frequency of the receiver. 
Since the phase comparison monopulse determines the direction of the error 
by the direction of the phase error between the two horn ftignal», image Jam- 
ming causes the antenna to be driven away from the target If the Jamming 
power exceeds signal power. 
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In nmc monopuii« radar» slight difference« in length of signal paths from 
the horns are compensated lor by phase shifts at i-f. For signals at the image 
frequency however, the compensating phase shift adds to the original phase 
shift and the original error is doubled Instead of being canceled, This effect 
can be obtained even in amplitude comparison radars if the compensated 
error is Urge enough. 

Image rejection in the radar would eliminate, or at leant make mors diffi- 
cult, effective image Jamming. 

Skirt frequency Jamming refers to Jamming at frequendea on the skirts of 
the response curve of the radar. Its effectiveness depends on unbalances be- 
tween sum and difference channels at these frequencies where rapid phase 
shifts are present in each channel. Of course it can be effectively countered 
' , r  e(ul design and construction of the radar. 

A well designed monopulse radar can track very effectively on a single 
source of noise Jamming (Reference 46). However, in most applications of 
monopulse, range information is also required and as discussed previously, 
noise Jamming is an effective countermeasure against range trackers. 

Whether target range or doppler shift is used for target discrimination, 
noise Jammers located remotely from the target will affect th* angle tracking 
circuits and cause an error since neither time nor frequency gating will favor 
noise radiated from the target. Dispersed Jammer techniques should be as 
effective against monopulse as against conical-scan radars which were dis- 
cussed previously. 

Blinking refers to jamming (either noise or repeated signal) alternately 
from displaced points in an aircraft or from separate aircraft. The effect is 
to Increase the wander of the tracking point. 

Cross-eye (References 47, 48, 49, 5C, and 51) or phase front distortion Is 
a multiple source technique in which radar signals received at one point in 
an aircraft are ampliAed and retransmitted from a second point as far as 
possible from the first, while signals received at the second point are shifted 
in phase by 180 degrees and retransmitted from the first point, Analysis of 
the technique Is quite complicated but it appears that a large Jamming to 
signal ratio is required to be effective. Because of Inherent delays in the 
retransmission, the technique can be countered by obtdnlng angle Informa- 
tion from only the leading portion of the signal pulse, 

A summary of the above technique» Is given In Figure 14-20, which was 
taken from a paper (Reference 44) by Walters of the Johns Hopkins Uni- 
versity Radiation Laboratory. 
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14.8.3 Expwlramtal Msthod« of Determtnittg Jammlnf 
ESMüVMIM« 

Simulation. Because UM weight or ipace «Howled to ECM equipment is 
neceunrily limited, and since the «eight ot the equipment increases rapidly 
with an increase In powet output capability, it 1« important that the jamming 
signal radiated by the equipment be designed for maximum effectiveness, (or a 
given amount of power. Although Acid testing Is eseentlal as a Anal step in 
verifying the effectivenew of Jamming equipment, reliable data regarding 
the relative effectiveness of various types of Jamming signals Is best obtained 
In a laboratory type test (References 1, 12, 31, 36, and 37). Since the para- 
meter of principal Interest Is the ratio of Jamming power to signal power 
required to produce a given degree of Jamming of a particular typo of radar. 
It Is desirable to control as many as possible of the other variables involved 
such as: target velocity, range and aspect; Jammer antenna pattern; signal 
and jamming propagation; ground clutter, etc. 
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In the !i"!d it I« very difficult to reproduce teit conditions several times in 
order to determine the relative eflectiveness of several type* of jamming sig- 
nals, whereas in the laboratory it is relatively simple to hold constant all of 
the parameters which would affect the comparison. 

' -ile the ultimate in versatility and control of conditions U probably 
achieved by complete simulation of the radar by means of on anales corn- 
puter, it often require« a sacrlftre in realism, for example, the antenna and 
r-f circuitry of the radar and Jammer may be over-simplified. 

A good compromise between reellsm and versatility appears to be to set 
up tin actual radar on a test range with a reflector or a repeater to provide 
a target signal (References 51 and !2}. The jamming signals to be evaluated 
cnn be transmitted to the radar from the same location as the simulated 
target to provide a completely closed loop test. It is a relatively simple matter 
to instrument the radar and signal source to Indicate the actual error pro- 
duced by Jamming as well as the tracking error present without jamming. 

Tett Range. An example of such a test range is the one at the Johns 
Hopkins University Radiation Laboratory. The range Is indoors and about 
40 feet long which ti sufficient to avoid near field antenna effects with small 
airbui ne radars. In order to simulate target» at realistic ranges an AN/UPM- 
11 range calibrator is uited. This device mixes the signal from the radar with 
a local oscillator signal, delays 'he i-f signal with a quartz delay line and 
uses the same local osclllatot to convert the delayed i-f signal back to the 
original frequency. With this device any modulation of the illuminating 
energy (due for example, to scanning of the radar antennc) is retained in 
the simulated echo signal. 

If a realistically noisy target signal is desired the AN/UPM-11 has pro- 
visions for amplitude modulating the repeated signal in accordance with an 
external voltage. 

Since the delay line in the UPM-ll is fixed, target range motion is sim- 
ulated by delaying the synchronising pulse In the radar and varying the delay 
time, Angle motion of the target is accomplished by attaching the horn of 
the AN/UPM-l 1 to the end of a movable arm and feeding the horn through 
a rotating feed. 

Because of the short ranges involved the radar transmitted power is 
reduced by means uf a directional coupler and a dummy load. The short 
range also reduces the required power level of the Jamming sources, and 
makes possible the testing of some jamming signals which may not yet be 
available at power levels required under field conditions. 

Fur example using a low power klystron as the primary source it is rela- 
tively easy to produce (References 31 and 30): frequency modulation of the 
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kiyitron by a wide variety of waveform», including nolle, up through video 
frequencies; amplitude modulation at high audio frequenclet by uiing ferrlte 
modulator!; »uppreued carrier AM by video frequency or i-f »ignali or noise 
by means of balanced mixers; single sideband, suppressed carrier AM by 
video or i-f signals or noise by means ot a modified balanced mixer. 

Of course other Jamming signals can be generated using traveling wave 
tubes and cerclnotrons, etc. 

Measurement o] Jamming to Signal Ratio. The ratio of total Jamming 
power to peak signal power is easily measured at thn feed of the repeater 
jamming horn. If a calibrated attenuator is used to vary the Jamming level, 
the Jamming power can be read with a bolometer at one Attenuator setting 
and other settings related to it. 

One technique for measuring signal power at this point is to Ax the radar 
receiver gain, noting the peak Mgnal amplitude at video, then substituting > 
calibrated signal generator for the UPM-11 and noting the output level t 
which the signal produced at the radar video equals that previously obtained 
from the Ul'M-ll. The signal generator can be eaaily checked against the 
bolometer used for the Jammer power measurement. 

If a comparison i» desired of signal power and that portion of the Jamming 
power which falls within the radar receiver pauband, the mean square output 
of the r«(i«t i-f amplifter can be measured with a cathode follower and an 
r-f thermocouple. Since only a comparison of signal and Jamming power is 
required. It is not necessary to calibrate the device. With the jammer turned 
off a »ignal power reference is obtained by noting the thermocouple output 
due to A c-w signal of the same level as the peak of the pulse signal used 
above. The Jammer output level is adjusted with the calibrated attenuator to 
cause the same thermocouple output (with the signal off) and the attenuator 
reading noted. With this attenuator reading giving unity J/S, other readings 
can easily be related to it. Of course saturation of the radar receiver should 
be avoided during the power measurement. 

14.4 The CommunicaUont Jamming Probtem 

The problems of communications jamming differ from those of radar jam- 
ning In several respects. For example, the jamming transmitter does not 
necessarily have a distance advantage over the desired signal transmitter in 
the communications case, whereas In the radar case the jamming transmitter 
can take advantage of the two-way transmission requlremauts. Further, the 
communications signals in general have had ihelr power conosntrated In much 
smaller portions of the spectrum, although with spread-specttum techniques 
seeing increasing application, this may not be true in the future. 
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Two inodek c( radio communications which arc important in modern 
warfare are voice and coded data links. In the grou aipect, both of these 
modulations are of continuous-wave type rather than bains 0' * pulsed 
character. 

14.4.1 Data Link Jamming 
It Is difikult to generalise about the characteristics of pulse-coded data 

link systems. Less laboratory evaluation work has bean done with ECM 
than in the voice communications case. It can probably be assumed that the 
designers of these systems have taken precautions to use utmost time and 
bandwidth ecunumy to transmit the desired message. However, they still 
have the advantage in wide latitude of trade-of! between message speed and 
bandwidth. Military data-link systems in the United States have shown in- 
dividual channel bandwidth differences of a thousand to one, with correspond- 
in« variations In total message time. Systems in which individual channel 
bandwidth Is very small generally employ frequency multiplexing as well as 
time multiplexing to reduce the complexity of the system whereas with 
broadband systems, time multiplexing suffices. 

Present systems are almort completely nonredundant because of the 
elementary stats of the data-link art, but future systems may well contain 
as much redundancy as is consistent with the amount of traffic to be bandied 
by each channel. Presently, since the systems are able to accept only signals 
conforming to a rigid set of time speciflcaUons, they are vulnerable to any 
sufficiently strong extra energy pulse placed in the message bandwidth 
during the message time. The effect of such Interference is to causa rejec- 
tion of all signals so disturbed. It is very doubtful whether "Intelligent" jam- 
mer« which falsity the victim message are feasible. This Is because of the 
high degree of Intelligence Information which would be required and because 
of the high degree of timing accuracy with which the Interfering signal 
would have to be injected in order not to interfere with the various parity 
checks In the victim signal. 

The addition of higher power transmitters and more directive antennas to 
the data-linV systems wilt result In proportionately higher power required of 
the ECM t oment, particularly in situations where receipt of an answer 
by a ground station is not necessary for continuous information flow. Ground 
station powers may eventually become so great that airborne data-link Jam- 
mers are no longer feasible. 

14.4.2 Voiee Communlcallona Jamming 
The problem of denying the enemy utilisation of the electromagnetic spec- 

trum for communication purposes is, like other aspects of the countermeas- 
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urM-countercountermsMurw game, changing RS >ew communicfttloni tech* 
niquet become in integral part o( the millUr; tcture. The development 
of ipread-tpectrum and noiielike modulation Khemei, together with more 
•ophiaticated correlation methodt for collapcing a broad spectrum back down 
into a narrow bandwidth and bringing the signal up out of the natural noitie 
or the jwnining eignal have changed the jammer» problem from that of in- 
tereepting and identifying a fairly narrow-band, high eignal-to-noise ratio 
•ituation to one of diatinguishing a peeudonndom proceaa from truly random 
noise and devising a jamming technique which will be effective in rendering 
auch a algnal uselean at the intended receiver whore an appreciable amount 
of a Hori information reprding the signal exiau. Such trends require that 
the Jammer have available more complete information on the target signal 
in order to accomplish its miasion. Sophistication in jamming techniques be- 
comes necesaary aimply because of the difficulty of utilising brute force 
methods throughout the frequency spectrum. 

However, considering the very large number of communication systems 
employing convention.-.! AM and FM methods. It is well to examine also the 
jamming of stub systems and the attendant, problems of evaluating Jamming 
effectiveness. 

14.4.8.1 TheoMtleal ConalderatloiM 
Hok (Reference 53) has shown that the theoretically attainable Jamming 

effectiveness grows directly with the available statistical and exact historical 
Information about the targnt signal. Utiliaation of this informaUon in pro- 
duction of an effective jamming signal results in specialised and elaborate 
jamming equipment with a resultant increase in the equipment's vulnerabil- 
ity to changes introduced in the target system. Repeaters and memory 
devices represent a trend toward such equipments insofar as they attempt 
to make use of the information available to them and try to become par 
tially predictive in their operation. 

The study of optimum Jamming signals is dominated by those lignals 
having a gaussian amplitude distribution because it has the highest entropy 
of any distribution of given average power, as well as providing the largest 
entropy intersection attainable with any other energy distribution, such aa 
that of the target algnal (Refetence 53). The effect of the Jamming la, 
desirably, to maximise the uncertainty et Ute receiver as to what target algnal 
was transmitted. 

The generation of gauaaian noiae at appreciable power levels in various 
portions of the communication spectrum has always been a major problem 
and so studies of the effectiveness of other jamming signals, such as are repre- 
sented by carrier waves modulated by video frequency gaussian noise or 
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other signals h«ve been of intoreit (Reference» 54, 55 and 56). Two of time 
ligniils are commoniy referred to u AM-by-noUe and FM-by-noi«e 

On a theoretical basis, Stewart (Reference 56) hat concluded that FM-by- 
noiae is superior to AM-by-noiae for general-purpose jamming of either AM 
or FM communications, particularly from the standpoint of existing tech- 
niques of power generation. 

Theoretical studies of the effectiveness of jamming tignaia may logically 
be expected to have made excellent use of the work of Rice and Shannon 
(References 57 and 58). Certainly the reduction in the capacity of a channel 
to transmit information is a suitable measure of the effectiveness of jamming 
or of the resistance of the channel to Jamming activity. This point of view 
was manifesied In part in Chapter 8 by Tanner in the discussion of "A 
System Approach to the Countermeasures Preblem." The experimental justi- 
fication of ihe methods is not quite so clear-cut because of the difficulty in 
controlling or specifying all of the variables involved in test runs employing 
willful operators, Approaches to this problem are treated in the next section. 

14.4.2.2 Evaluation of ia*...niiig EffecUveneas 
Each of the several constraints characterising military communication 

systems—signal-to-nolse ratio, limited message ensemble sise, coding opera- 
tions, feedback from receiver to transmitter, redundancy, time for message 
tranamission, synchronisation, type of modulation, directivity of the com- 
munication link, etc.—has a bearing on the jamming effort required to be 
effective. A simple "yes" or "no" is more difficult to jam than a quotation 
from a field manual. If the receiver can request a repetition or if the trans- 
mitter can switch to Morse code on demand, the jammer's task is changed, 
It therefore becomes necessary to define a meaningful test which will yield 
valid us well as reliable results. 

The timL-honored method of checking communication systems is the use 
of the articulation test. Extensive laboratory testing programs (References 
59, 60, 61, 62, 63, 64, and 65) have been carried out using the conventional 
test procedure in which a receiving operator writes down each isolated word 
he hears over the system under test and u percentage correct is obtained 
as the measure of transmission success in the face of jamming or interference. 
General Electronic Laboratoriei has developed an articulation testing device 
which yields an over-all evaluation of the system without the necessity for 
either a transmitting operator or receiving observer (References 59 and 63). 

One approach to the problem attempts to remove some of the objections 
to the articulation, test procedure, these being the lerk of consideration for 
the time of message transmission, the failure to allow structure or redund- 
ancy in the transmitted message, and the lack of opportunity for feedback to 
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b« iticorpo.-ated. Ail of these characteriitiu appear in military transmiHioni. 
A comequence of theae conilderationt wu the development of the "Map 
Teat" at the Electronic Defeme Group at the University of Michigan, The 
tett li adequately covered in References 66, 67, 68, and 69. The basic idea 
is represented in Figure« 14-21 and 14-22. The transmitting observer selects 
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riovnt i4'21   Bt«ic eommunlnttoni tyUtm 

FIUVM 14 7?   Th« EDO diamond m«p 4 (or lix town routt» 

one of a limited ensemble ol 973 possible routes on a grid of "towns" whose 
names are the letters of the phonetic alphabet. Each route of six towns 
represents a Axed amount of information, 9.925 bits, to be transmitted In 
a minimum (and measured) amount of time when Jamming U being utilised. 
The receiving operator records the route received on a similar grid. Various 
forms of feedback may be employed, such as a noise-free channel, a jammed 
channel, a low-capacity channel with a light to signal the transmitting oper- 
ator to proceed with the transmission, The limited choice available to the 
transmitter at each grid Intersection is representative of the structured 
redundancy of the map; the receiving operator knows that only a limited 
choice is possible. The measured time for ttansmtsslon can be tauen as the 
Jamming effectiveness measure for each J/S ratio and for each experimental 
arrangement of parameters, By way of reference, a six-town map can be 
transmitted In the clear in about two seconds by trained observers; If they 
require more than twenty «econds for transmission under Jamming conditions, 
they stand a very small chance of getting the message through at all. The 
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test glvei excellent quantitative reitilu in the laboratory. Some examples of 
the effectiveneu of varioui types of Jamming of AM and FM systems as 
found in this type of test are given in Figures 14-23 and 14-24. 
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The Jamming of conventionf I modulations such as AM and f M has been 
well covered since World War II (References 70, 71, 72, 73,74, and 7S) and 
Jammers employing noise or other random-character modulations for fre- 
quency modulation of an r f carrier have been shown to be effective under 
ordinary circumstances, The effects of lack of set-on accuracy on the part of 
the Jammer (Figure 14-25), the determination of optimum Jammer para- 
meters for specified situations, and the effects of receiver counter-counter- 
measures tactics have been studied in detail. While no one set of numbers can 
be employed to cope with all field situations, the Figures 14-25 and 14-26 
represent some special cases, the former illustrating the effect of Jammer off- 
set in frequency with modulation parameters optimised for each misalign- 
ment value when working ogainst an AM receiver, the latter showing a case 
against an FM receiver, the capture effect being noticeabl« for the continuous 
Jamming signal but being comparatively ineffective when used In a 50 per- 
cent duty cycle. It may be expected tha' itctuai field situations will require 
lower values of J/S because of the many nuisance factors at work against 
the target channel. 
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Of concern in recent ywn bu been the dUcovery that • U-. gel FM receiver 
may detune from hit own Intended iransmisalon, «nd thereby from the jam- 
mer who can only assume a properly tuned system against which to operate, 
and be able to read through extremely high Jamming levels (In terms of J/S 
at the receiver terminals) with little difficulty. This situation Is depicted la 
Figure 14-27 which shows laboratory data for a working r-f link »ubjected to 

FM-by-noise Jamming, It is ap- 
parent that the effectiveness of the 
Jamming decreases as the receiver Is 
detuned to the region of the back 
slopes of the over-all receiver char- 
acteristic. In view of the very large 
amount of FM equipment in use, 
this effect Is a significant threat. 
Hellwarth, Rothschild and Row 
have studied this situation and 
concluded that a time-sampling 
phenomenon is at work, permitting 
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occur» cften enough for normiit modulstion schemes to that the receiver ia 
able to construct an intelligible ineswge at large J/S ratio*. This work is 
treated extensively in References 76 and 77. 

A means of combating the detuning effect, at the expenie of jammer com- 
plexity and J/S ratio, Is to arrange to have a jamming signal In the re- 
ceiver's pfcssb' id all of the time (Reference 76). Figure 14-28 iliustratei 

Ftoust 14-21   Amplitude »psstra ot Jinr.mlng lismli uMd to dtfnt dstuntm 

three techniques fur accomplishing this task. While the detuning scheme 
cannot be employed against r-f noise Jamming, or DINA, a barrage jammer of 
this type requires several time» as much power as the ftrst two alternatives 
given In the figure. The third approach requires two separate transmitters, 
synchronously modulated by a video noise signal. 

Detuning of an AM receiver Is nut an effective counter-countermeasures 
technique, 

Because look-throujih on the part of the jammer is often desired, and 
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beckUH all look-through equipments involvt • umpilng of the target trem 
miulon, the queiticn of effectlveneu of jamming which li time-xharcd 
arlsei. It has been «hewn (Reference 78) that the effect of one type of ttme- 
iharlng of FM-by-nolw is to degrade the effectivenen of the Jamming. 
Figure 14-2« (lliutratti this situation for varioui duty cycle« of the Jammer, 

The dealAbUlty of having some 
knowledge of target-link behavior 
when subjected to Jamming led to 
the development of a continuous- 
monitor Jamming system which 
used the Jamming signal as a local 
oscillator knd synchronous control 
signal so that a visual display pro- 
vided continuous Information as to 
whether the victim had left the air 
or not. Another feature was audible 
read-through so that an additional 
•valuation of the effectiveness of 
the jamming could be ascertained 
from the victim transmission and 
feedback. This work I« covered in 
Reference 79. 

At this writing two of the current 
problems In the study cf J&mmlng 
effectiveness center around single- 
sideband and pseudorandom trans- 

radio  communication   Is  well-known, 
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missions.  The  former   method  of 
although the problem of jamming such signals Is only now becoming of 
concern because of the Increasing adoption of SSH techniques by military 
organisations. 

Pseudorandom techniques are being found increasingly In radar, communi- 
cations and control systems (Reference 80). They are being used for one 
or more of three possible special objectives: an A-J advantage, signal hiding, 
or message security. The ftrst objective concerns working satisfactorily In the 
presence of a large amount of jamming. The second considers a» attempt to 
avoid detection by a nonintended receiver, The third relates to encoding 
properties which may accrue from the use of deterministic signals resulting 
from an application of a linear shlft-reglster-generated sequence. 

In one form of employment (Reference 81), "either one of two waveforms 
Is broadcast from the transmitter; the receiver, which Is generating the exact 
same sequence In synchronism with the transmitter, crcsscorreiates Its Inter- 
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nally genentea waveform with the incoming signal to determine which of the 
two was broadcast. The peculiar advantage« of the digitally-generated wave- 
form in this application are that the resulting waveform has a wide 
bandwidth, th« power is nearly uniform throughout the bandwidth», and the 
autocorrelation function is approximately aero outside of the narrow peak at 
sero delay." 

It is apparent that th« intended receiver already has a great deal of 
knowledge about the signal being transmitted. This aggravates the Jam- 
mer's problem in many cases if synchronism has been established because of 
the possibility that the signal may be spread over an appreciable portion 
of th *c'rum or may be so far down in the ambient noise as to be difficult 
to detec »nd identify as one which should be Jammed. Such a sophisticated 
system wli> mlrc sophisticated Jamming techniques if it \z to be other than 
brute force in u.   "- 

The bibliography on this chapter will be found to contain many references 
whose titles will suggest other aspects of the Jamming effectiveness studies 
which have taken place in recent years. 
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15 
Radar EGM Repeaters and Transponders 

W. E. AYER 

15.1  IntrwIucUon 
Since World War 11, a large and important group of counternwaaurei 

technique! hat been developed which li based on the ladiatlon of deceptive 
ilgnals flmulating radar target echoe«. In comparison with !ess sophisticated 
techniques such as spot and barrage Jamming, these newer approaches are 
very attractive from i;he itandpnint of average power requirement and hence 
result in equipmenu which are light in weight and small In slie. Repeaters 
and transponders make use of more of the characteristic Information of 
the signal to be countered and thus can be mere efficient in "getting Into" 
the radar receiver involved. In working against pulsed radars, for example, 
a repeater utilise» the time of arrival of individual pulses to determine 
the time of transmission of similar echo-like signals. The duty factor of the 
output stage of the repeater or transponder will thus be comparable with 
the duty factor of the radar being deceived: "one-way" Jammers (spot, swept, 
barrage) must have a continuous power output roughly equal to the peak 
output of the repeater or transponder. 

Before proceeding with the discussion, definitions of the terms "repeater" 
and "transponder" will be given which are descriptive of &uch arrange- 
ments when used in electronic countermessures. 

Repeater:    A receiving-transmitting system which, during at least a 
portion of its program of operation, autornaticaily amplifies and reradiates 
the signal received at its input. 

Tramponder:    A receiving-transmitting system which does not possess 

15-1 
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the "ttrslgbt-through" feature of the repeeter, but depend» Initeitd upon 
■ome frequency memory or tuning procedure to effect transmJuion at the 
approximate frequency of the input eignai. 

It ihould be emphaiized that these deflnitions are tomewhat arbitrary 
and are formulated for maximum convenience with regard to the counter« 
meaiure« art. A particular conceuion in thii direction it Involved in the 
repeater definition. At will be shown later, lyitemi of importance exiit 
which start their "progtam" as straight-through repeaten and ftnitth in 
a traniponder mode employing frequency memory. By definition, auch 
arrangements will be called repeatera. 

The development of elective countermeuuree equipments employing 
repeater and transponder techniques has become possible with the availability 
of wideband VHP, UHF and microwave amplifiers and oselllatcrs. De- 
vices of fundamental importance to the new techniques include distri- 
buted amplifierJ. traveling wave tubes (TWTs), backward-wave oscillators 
'BWOs) or carcinotrons, and voltage-tunable magnetrons. Distributed am- 
plifiers are now quite commonplace and are treated In the literature of 
References t and 2. The various microwave tubes enumerated above arc 
discussed in Chapter» 26 and 27. 

As indicated previously, the common denominator of ell systems In the 
repeater-transponder category Is their use of deception or confusion to 
counter the radar equipment« which they operate against. Very real ad- 
vantages over so-called "brute force" technique-! are available: (1) The low 
average power output requireinents generally result In equipmen's of modest 
stse, weight, and power consumption. (2) In many situations, the successful 
operation of the equipment results In the desired nulliftcation of the radar 
without betraying the fact that countermeasures are being employed. This 
latter performance characteristic can be extremely Important, for It means 
in effect that the enemy I» accepting Incorrect information and is being de- 
ceived. In the presence of spot or barrage Jamming, on the other hand, 
the enemy realises that he is being Jammed and finds that the Information 
which he seek« is being denied him. Hr can then attempt to obtain the in- 
formation he wants by other techniques (radars in other frequency bands, 
triangulatlon on the Jamming signal, etc.). 

To assume from this that all the advantages He with repeater techniques, 
however, would be very dangerous indeed. Brute-force methods offer one 
extremely Important advantage not generally shared by repeaters and trans- 
ponders; it may be descHlwd by a single word: universality. A noise- 
modulated signal of adequate power will obscure a target to all types of 
radar equipments. A pulsed reply of particular characteristics, on the other 
hand, may be expected to constitute an effective countermeasure only against 
a specific class of radars. Equipments employing repeater techniques thus 
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mutt have their perfornuinc« churecitrissiei tailored to perform given 
functions (though several operating mode* may be combined in a cingle 
equipment). Although the limitation of nonunlveriality makei it neceuary 
to obtain intelligence information to aacertain the characteristic« of the enemy 
redan and restricts the usefulneu of a given equipment, the unique aü- 
vantagei of deception and confusion systems, when properly used, make 
them an Increasingly Important part of the total countermeaiures art. 

In Section 15.2, the parameters of the repeater-transponder problem are 
discussed, showing the relationships between systems gain, operating fre- 
quency, and target cross section and radar and Jammer output powers, radar- 
Jammer range, and antenna gains. Section IS.3 is devoted to the arrange- 
ment of the r-f circuitry of typical repeaters and transponders. Section IS.4 
treats the common deception techniques in use today, with a discussion 
of the general nature of circuit arrangements which will produce the various 
deceptive modulations. 

15.2 Paranwtere of the Problem 
To establish the possibility of deceiving an active system by means of 

repeater or transponder techniques, the deception system must possess ade- 
quate gain and powir output capability to provide a signal at the radar 
receiver Input which is at least commensurate with the true echo signal 
received from the countermeasure-equipped target. The pin and power 
requirements may be separated conveniently since they depend upon several 
different parameters. 

The total gain requirement Is directly determined by three considerations: 

1. The effective radar croet section of the countermeasure-equippnd target. 
2. The Jamming-to-echo signal ratio  (J/S ratio)  required to produce 

the desired effect at the radar. 
3. The frequency of operation. 

A plot of the system gain require- 
ment to produce unity J/S ratio at 
the radar is given in Figure 15-1. 
The chart It used by locating the 
intersection of operating frequency 
and target cross section lines and 
interpolating the system gain from 
the adjacent constant-gain lines. 
Thus fur a target cross section 
of 100 square meters and an operat- 

»mm*mmii>m ing frequency of 100 megacyl-s per 
FIOUK 15-i   Svii.m Gain Re.        second, a gain of approximately 62 

qulnd lor Unity J/S Ratio decibels is required for unity J/S. If a 

^ 
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fitiily typical J/S of 10 decibels were desired, the corresponding system 
gain requirement would be 72 decibels. The total system gain thus deter- 
mined includes receiving and transmitting antenna gains referred to an 
Isotropie radiato; as well as the net "electronic" gain in the repeater proper. 
Thus, if horn antennas having 10 decibels gain were used for transmitting 
and receiving st th« repeater, the active gain requirement in the above 
example would be 72 minus 20 or 52 decibels. 

The system gain requirement is aimply the ratio of the effective radar crow 
section to b« simulated to the capture ar?» of an isotropic radiator. For the 
unity J/S condition plotted in Figure 15-1, the required power gain U given 
by 

0 ■ U X 10**, (*■,)• (1S-1) 

where Atlt the target cross section in square meters and F is tht operating 
frequency in megacycles per second. The gain requirement a* developed in 
the example above must frequently be considered to be a minimum value 
which is reached as the radar-to-target range decreases to the smallest 
separation at which the postulated J/S ratio is to be obtained. In all systems 
in which saturation (power limiting) Is approached or achieved at this 
closest point of approach, the system gain will decrease with decreasing range, 
Thus, achievement of the desired gain at minimum range will result in 
a gain in excess of the required value for large ranges. Allowance must be 
made for this "excess gain" in all systems depending upon isolating 
mechanisms to prevent loop oscillation. 

The maximum power output that must be developed by the equipment 
Is determined by the following factors: 

1)  The effective radar cross section of the countermeasures-equipped 
U-^at. 
The J/S ratio required to produce the desired effect et the radar. 
The power gam of the countermeasure transmitting antenna. 
The effective radiated power (ERP) of the radar to or countered, 
The minimum range at which the countermeasure Is to perform. 

Items t and 2 determine hew large an apparent target the equipment must 
simulate and are Identical to the first two considerations previously stated 
for gain determination. Item 3 Is conveniently thought of as establishing 
the transmitting antenna cross section with which the desired apparent target 
size must be simulated. Items 4 and 5, in conjunction with 1, determine the 
true target echo power with which the countermeasure must compete. 

The calculation of the power output requirement may be carried through 

2) 

i) 
4) 
!) 
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u follows: (1) Determine the Incident power density st the target by means 
of the relation 

a /a 
Ft*» —  i'ai   vittt per square meter (15-2) 

where /', and Cr are the output power in watti, and the antenna power gain 
of the radar to be countered and Ä is the radar-to-target range in meters. (2) 
Find the apparent reradtated (terget echo) power by multiplying the power 
denaity by the radar erOM ««.ilv.. (•) s! tbs target (Thl* power it that which, 
if radiated at the target by an Isotropie antenna, would produce a signal 
at the radar «qua! to that due to reflection from the target.) (3) Find the 
"electronic" power output (P«) required of the countermeasure by multiplying 
the reradiatei power from step (2) by the J/S ratio desired and dividing 
by the gain of the iranamitting antenna (G,) referred to an Isotropie radiator, 
lite above series of steps may be combined to give the following expression; 

p' - ^s; ' T" *'"' (15-3) 

F'uu«s 13-2   Bltietlvt EUdUted 
Rtputtr Powtr (or Unity J/S 

Halle 

Equation (15-3) has been utilised 
to develop Figure 1S-2. In this 
plot, normaliaed valuea of 1 square 
meter (or target cross section and 
unity J/S ratio have been utilised. 
The use of the chart Is readily 
understood by (ollowing through an 
example. Assume the following par- 
ameters: 

P,m   2S0kw(+S4dbw) 
Gr = 2250 (31 db) 
R —     10 nautical miles 
„ = 100 m'(+20 db) 

lO(lOdb) 
I0(l0db) 

J/Sm 
G, = 

The combination of /', and G, gives an ERP for the radar of +83 dbw. An 
ordinate of this value and an abscissa of 10 miles yields a normaliaed ERP 
of —11 dbw. This Is converted to equipment power output by adding 20 
db for the awumed 100 «quare meter radar cross section, adding 10 db 
for the desired J/S ratio, and subtracting 10 Ub for the countermeasure 
transmitting antenna gain, The required power output Is thus — 11 dbw + 
20 db =: +9 dbw or 8 watts. 
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For the hypotheücai situation assumed in the example Just carried through, 
the minimum gain and power output requirements for the equipment have 
been entablished at the minimum range at which specified performance is re- 
quired. With these two quantities determined, tk> minimum-range input 
signal may be found directly. The input signal to the repeater is equal to its 
required power output (+9 dbw) less the required electronic gain (52 db) 
Referring tha output power to a milliwatt, P[a s +19 db» -S3 db s= 
-13 dbm for the example cited. As the range is changed, the output power 
required varies in accordance with 20 logio {Ri/Ri), corresponding to a 
30 db change for a 10 to 1 range variation. The corresponding input signal 
power will vary in the same way with range, whereas the required gain will 
renuln constant. 

With all parameters of the problem specified, the minimum {fain and 
minimum output power as determined above may be said to be "consistent." 
That is, an equipment designed with gain and power output capabilities pro- 
portioned as indicated will become gain- and power-limited simultaneously 
as range decreases to the value utilized In the design. If similar performance 
is then required at a smaller range or against a more powerful radar, for 
example, a proportional Increase in both the pin and power output of the 
repeater will be required. 

1S.8 Baal« Ra-ii« Frequency Syateme 
In this section, several o! the basic arrangements will be considered by 

means of block diagrams, followed by a description of the various tech- 
niques and devices currently utilised for signal amplification, 

15.8.1 Straigkl-Tbrouffh Rapealm« 
The simplest r-f arrangement, conceptual'.^, and one of considerable prac- 

tical importance, is shown in the block 
diagram of Figure 15-3, This configura- 
tion Is referred to as "straight through" 
because the signal is received, amplified, 

*—t\ tm****** j"—* and reradiated without frequency trans- 
lation. It is "wide open" In frequency in 
the sense that It Is receptive at all time» 
to input signals anywhere within its 

fundamental  (and frequently difficult)  re- 

w, 

PKIUKS !J-.i SinlKht-Throuih Wid.- 
Op«n Reprkttr 

operating-frequency range. A 
quirement of this arrangement is that the decoupling or isolation between 
receiving and transmitting antenna« must exceed the active gain at all fre- 
quencies. If this requirement la not met, the system will orfciliate at one or 
more "natural" frequencies determined by the amplitude and phase char- 
acteristics of the complete loop. 
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18.8.2 Swept Repealers 
For totat deception lyttenu, it may be necetMiy, desirable, or both, to 

operate on i iweeping narrow-bend bull rather than on the continuously 
wide-open bads dlKuued above. Thui, if a number of c-w ilgnale are present 
•imultaneouely and can be countered effectively by periodic replies from 
the repeater, this arrangement may be advltabie. The peak output capability 
of the equipment it thereby reduced to that required to handle a ilngle »Una!, 
and prablenu of small-signal suppression are largely eliminated. 

In its simplest form, such a system would appear as the straight-through 
repeater of Figute 15-3, wi^S the addition of a swept narrow-band filter 
(perhaps a motor-driven cavuy) in «eries with the amplifier chain ahead 
of the output stage. A more elegant r^pronch, potsesslng several itdvan- 

tage» 'er the simple swept Alter ar- 
rangeme>. U 111' .arated in Figure iS-4. 
The incoming «ignalt are first ampli- 
fied, then translated by means of a 
miser and swept local oscillator to a 
convenient intermediate frequency. 
Most of the required system gain Is 
achieved by a narrow-band i-f ampli- 
fier, after which the signal Is translated 
back to the received frequency by 
■nesni of a second mixer and the 
common local oscillator. This ampli- 
fied signal then drives the broadband 

power output stage and the signal is reradiated. In this arrangement, only 
a small portion of the total gain must be achieved on a broadband basis, 
simplifying the circuitry, A second advantage, to be discussed in more de- 
tail later, is that delay may be conveniently Introduced in the i-f section 
to cause a shift of the transmitted signal frequency with respect to that 
of the received signal. This effect, which can disrupt the operation of some 
active systems utilising doppler shift, results from the change in the output 
frequency of the swept local oscillator, which occurs during the time re- 
quired far the signal to pass through the I-f section. 

Fwvu IS-4   Swept Doubl« Con- 
writon Rtpmter 

15.S.S Gated Repeaters 
In applications where it is impractical to obtain sufficient isolation between 

receiving and transmitting antennas to prevent repeater oscillation, or when 
it Is necessary to perform both the receiving and transmitting function with a 
single antenna, it is necessary to introduce time gating. A simple gated two- 
antenna repeater is illustrated in Figure 15-5, and its operating program in 

0 
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I- — r, K 

J 
Fiou»» U-J   Sltnplf Gcttd ktpMttr 

r, ■•'•r,»»» r, «♦» f.« 

Figure 15-6. SUrting it the bcRinning 
of a receiving period, the input amplifler 
it gated "on" and the ouiput «mpllfWr 
gated "oft." The tranimittlng period 
«tarts at the end of the receiving period 
and last» for a time T* at which time 
the output amplifier la gated "off." For 
a period Tx, both output and input 
amplifier» are held off. This time, fre- 
quently described tu the "cool-off pe- 
riod," i« required to allow direct aignalt 
between antenna» aa well aa refiectlo u 
from nearby objects to fall below the 
Input amplifler threshold. The length 
of this off period depends upon the 
characteristics of the particular re- 
peater involved and the environment 
in which the antenna(i) operate. 

Allowance  for  the  loss  of  on-fre- 
Fiov« 15-6   Pro,r.»ofa.tsdR.pwUrqu4ncy ^ and ^^ „^^^ (rom 

the lesa-than-unity duty cycle inherent in gated systems is necessary. Usually, 
the gain and power output must be increased by the factor (1/A)1 over 
the values determined in Section 15.2, A is the transmitting duty factor, 
T„/{'iT„ -f Ti). Thus if A is 0.316, "peak" gain and power output must be 
increased by 10 decibels to realise the desired on-frequency values. This 
relation holds exactly when the repetition frequency of the gating system 
Is In excess of half the receiving bandwidth of the active system being 
countered, so that none of the sideband power resulting from the gating 
process Is effective. The (1/A)" factor is thus simply the ratio of carrier 
power to peak power for a gated signal. In practice, it is usually found that 
the relation is correct for equipments designed ta work against inherently 
narrow-band c-w systems, but is slightly pessimistic where active systems 
employing short pulses an? concerned. 

15.3.4 Singie-Frequeney Trnnspontiers 
The basic arrangement of a simple single-frequency transponder is shown 

In Figure 15-7. This sort of equipment, in view of lu restricted capability, 
has largely been supplanted by more versatile devices. Operation of the 
system of Figur« 15-7 is as follows: The receiver (typically a superhe- 
terodyne) is tuned to the frequency of the radur tu be countered to provide 
a trigger pulse to the transmitter euch time a puls« is received, The trans- 
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-dib*- 

Fw n 15-T 

mittcr It limlliriy tuned to the radar 
frequency snd tranimits one or more 
pulsfi for each trigger input, the num- 
ber and timing of the output puliei 
conitltutlng the deception. A trannmlt/re- 
ceive twitch (T3 ' imiliar in radar 
practice it utilised to allow operation of 

8linplf8ln«!..PMqucno the equ|pment  with a ilngle antenna. 
This type of device, without deceptive 

i«m T 

Tranaponder 

mcjuuialion, it in common menge u a radar beacon to Identify end extend the 
detection range of friendly aircraft. 

1B.8.S Se«rch-Lork-J«ai Tranapondere* 
A much more tophiitlcated transponder than that ihown In Figure 15-7 

employ* very rapid automatic tuning U provide essentially simultaneous 
operation against a number of pulaed radars. One form of this arrangement Is 

illustrated in Figure 
iS-M. The operation Is 
as follows: The lead- 
ing edge of a received 
pulse is detected snd 
amplified by a wide- 
band video amplifier 
end is used to initiate 
the sweep on « voltage- 
tunable oscillator. The 
output of this oscilla- 
tor is applied as a local 
oscillator signal to a 
mixer which has the 
received signal applied 
to Its input. The local 

FIOUM 15-8   EtomnU of Swrch-Lock-Jsm Trtn.pond«r oj|c|1|,tor  sw8ep,  „p. 

Idlv over the operating frequency range of the equipment until the difference- 
frequency output of the mixer is within the bandpass of the connected l-f 
amplifier. The l-f output signal is then used to stop the voltage-tunable 
local oscillator and the frequency-deteünlnlrig vuliage is clamped at this valwi 
for a predetermined period of peihaps several tens of microseconds, When 
sweep-stopping occurs, a second hluh-powercd voltage-tunable oscillator is 

•Sec Kcttrcnce i. 
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gated on, operating u the transmitter during the "stop" period. The trans- 
mitted frequency is arranged to approximate dosely the received signal 
frequency through appropriate modification of the applied stopped-sweep 
voltage to compensate for the i-f offset and any differences in voUage- 
frequency characteristics of the two oscillators. 

The signal acquisition process just described must be completed during a 
single pulse from the radar. Since the radar pulse may last one microsecond 
or less, large bandwidth«, small delay times, and very (ast sweep rates are 
mandatory. Techniques of this sort were not feasible until the advent of 
elcotronicaily tunable oscillator» and are now successful only when careful 
attention is given to circuit design, To the extent that transmission of the 
required deceptive signals can b« accomplished within a few tens of micro- 
seconds following a given received pulse, an equipment of this type can 
be effective against several (possibly 10 or more) radars which are "looking" 
at the target simultaneously. This multiple-signal capability results from the 
low duty factor (typically 0.001) employed by pulsed radars, and the random 
times at which pulses from & number of unsynchronlsed radars will arrive. 

1S.S.6 LoW'Fraquency Arapll ft ration* 
The principal method for obtaining an appreciable output power for broad- 

band operation below approximately 400 megacycles per second employs a 
number of beam tetrode» In A distributed amplifier configuration. For ex- 
ample, six 4X25UB tubes (250 watt dissipation tetrodes) will provide a c-w 
uutput power of 100 watts and a power gain of 10 declbela over the 10 to 
300 megacycle per second range, Low duty-cycle pulse operation of such an 
arrangement will yield peak output powers in excess of a kilowatt. A second 
method of obtaining relatively high output powers in Ulis portion of the 
spectrum employs a number of narrow-band amplifiers each of which covers 
a small portion of the total frequency band. Inputs and outputs of the several 
stages are paralleled by means of frequency-selective networks. This arrange- 
ment has more complicated circuits than a distributed amplifier, but has the 
advantage that several signals at different frequencies may be handled simul- 
taneously with lew trouble from small-signal suppression. 

Low-level gain is obtained In this frequency range either with distributed 
or cascaded amplifiers. Distributed amplifiers are simple and tend to be 
quite reliable since the failure of a tube or two in a muititube stage will 
result only in a niimln«! decrease in gain. Amplifiers composed of a number 
oi caKaded stages will generally require complex Interstage networks to 
realize a sulubly flat over-all gain characteristic, but will usually use a con- 

•Si-e RelvretKct i «nd 2. 
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■iderably «iMller number of tubes to obtain a given gain and bandwidth. 
The choice betwetn th« two approachet can be made only by considerinfi ail 
factors of a »peclftc application. 

18.3.7 Klgh«Frci|tt«t(7 AmpllAeatlon 
Alt wideband repeaten above 400 cr $00 megacydei currently depend 

upon TWTII both for low-level gain and output power. It appears likely that 
development of negative grid tubes specifically suited to distributed ampli- 
fier» will extend the upper frequency limit of this technique to 1000 mega- 
cycles within the next few yean, but coverage of t r.« remainder of th. mkro 
wave spectrum ic likely to depend entirely on TWTs, for the foreseeable 
future. A large liuwbnr of different TWT types an; now available, with much 
progress being n,^ In providing increased runedness, longer life, lighter 
weight, higher power outputs, und lower noise figures. 

A typical low iev?! tub« covers an octave In frequency anywhere between 
th« limits of .100 «mi 12,000 megacycles, provides 30 decibels of gain over 
its band, and ha*, a saturation (maximum) power output of several tens of 
milliwatts, Tubes with these characteristics are available with permanent 
magn*. focusing, Wgh leu than S pounds, and require only about 10 watts 
total pawei ■npue, Similar tubes are available which provide an output of 
about one watt ;;ui require about SO watts total Input power. 

In the higbet (tow»' ranges, bandwidth« of 1.! to 1 are typical. Powers of 
100 to 200 watts r-w ear be obtained from solenoid-focused tubes exhibiting 
20 decibel» «( gain, Pul*wd powers in excess of 1 kw at 30 decibels of gein 
ara eommmi tar solenoid focused tubes, and some tubes of these capabilities 
have been made with pernutrwnt magnet focusing. 

18.3.8 ElaetronlflftÜy Tuswl»!« DCVIM« 
A number of development» in recent yoars have led to the capability for 

rapid electronic tuning. For th« Uiwrr frequencies, the principal tncl is a 
variable Inductor which is tunad by changing the amount of direct current 
paeswd through a control wlr.uing. Devices of this type may be employed as 
th« tui.'ng elements of amplifier and oscillator circuits, Operation is practical 
up to s«v»ral hundred megacycles, and bandwidths of an octave nr ' be 
retl'aad. HUh-power models can be etvuloyed to obtain about 100 w. of 
output power. Voltage-tunable capaclturn are available and offer promise for 
us« In plac« of (or in conjunction with) curr«nt-tunable inductors. An im- 
portant inherent advantage of the tunable capacitot is Its lower "inertia," 
resulting in higher tuning rates for a given tuning power. 

In the microwave region, the must important electronically tunable device 
Is the backward-wave oscillator (BWO). This member of the TWT family 
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!■ available In a wide variety cf tuning ranne» an«! power output«. Bandwidthi 
are typically i .5 or 2 to 1, and tubea are avaikble covering ail principal rudar 
bands. Tubei for operation at frequencies in exceu of 30 kmc have aleo been 
built. Continuous output powers of several hundred watt» are obtainable at 
frequencies below X-band; low-level tubes tuitftble for local oscillator service 
are available to provide continuous coverage to about 40 kmc. Both solenoid 
and permanent magnet focusing are used at ail power levels, with current 
developments favoring the lighter and more efficient permanent magnet 
structures. 

A promising offshoot of the BWO Is the backward-wave amplitsar (BWA). 
These devices have the same electronic tunaHllty and other general charac- 
tarbtk-i as the BWO, but function as ampllftere to provide upwards of iO 
decibels gain at the tuned frequency. Passbands for a given tuning voltage 
are typically a few tenths of a percent up to one or two percent of the tuned 
frequency, depending on the adjustment of the beam current. 

Probably the most Impressive feature of backward-wave tubes from the 
ccuntermessures point of view is the extremely rapid tuning rates which may 
be employed. At S-band, for example, typical tubes will oscillate continuously 
while being swept at rates as high as 10,000 megacycles per second per 
second. The search-lock-jam arrangement depicted In Figure 15-8 requires 
tuning rates of the order of 20 percent of this ...sslmurr. cspability. 

15.4 Deception Techniques 
In this section, a number of deception techniques will lie discussed with 

emphasis upon how a desired effect may be accomplished with a given r-f 
system arrangement. Although it is not practical to consider all of the pos- 
sible combinations of r-f systems and deception techniques In detail, it is 
believed that the examples used here will allow the reader to assemble for 
himself other arrangements from the "building blocks" provided. 

15.4.1 False Target Generation 
The most important deception technique against search and ground-con- 

trolled intercept (GCI) radars consists of the the generation of a number of 
false target». This technique has two objectives: (1) The enemy will be 
unable to ascertain which of the targets hs sees are real, and hence will have 
diflkulty in taking the approp-iate action. (2) He will believe that a massive 
attack is being made from a given quarter and will commit his retaliatory 
powers to counter this attack, while the real striking force is approaching 
slightly Inter from a different direction. 

A multiplicity of false targets which will appear at constant range but over 
a large aximuth sector can be obtained with a straight-through repeater. To pre- 
vent the identiftcatlon of the real target by comparing echo amplitude, some sort 
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of automatic gain coniroi (age) It required in the repeater. One arrange- 
ment !» Indicated in Figure 15-9. The 
detector and the age amplifier are de- 
signed to cauie the repeater output to 
vary invenely with the strength of the 
received signal on a pulse-by-pulte 
basis so that tittle or no output is ob- 
tained when the main beam of the 
radar "looVt" at the target, whereas 
maslmum output power it radiated 
when the liluniination by the radar it 

Fioua. IM   FslH-Tsrwl Rspsstsr ^ , ](m ^   slnce t proh!bmve,y 
large dynamic range would be required in the repeater to prevent at least tome 
aslmuthal variation in the falte target amplitude, which would be tymmetrlcai 
about the true target petition, an additional subterfuge it detirable. One 
approach it to Introduce a random gain modulation or gating in the repeater 
to destroy the symmetry of the radar display. This is typically a "slow" 
modulation which changes the output tignal amplitude appreciably over a time 
corresponding to several hundred radar pulse periods, A second superimpvued 
mouulation is desirable to Increase the realism of the false targets. This is 
again a random modulation, which changes the output signal on a pulse-to- 
pulse basis io simuiale the normal target sdntillation. in a wideband micro- 
wave false-target repeater, all three of the "modulations" disrussed above 
might be combined and applied to the control grid of the output TWT. 

The false targett produced by the system jutt described can be satisfac- 
torily "real" in all respects but one: they all appear at the same range from 
the radar. As such, the radar may be unable to select the true target for 
retaliation, but it It extremely unlikely that the radar's position Is the focal 
point of a precise radial attack. To add the missing dimension of variable 
range to the false target picture, some tort of "frequency memory" mutt be 
incorporated. The tingle-frequency transponder of Figure 15-7 possesses this 
memory In the form of the fixed tuning of the receiver and transmitter and 
can be used sallsiactorlly against a single, fixed-frequency radar. The search- 
lock-jam configuration In Figure 15-8 can accomplish the same result against 
a number of fixed- or variable-frequency radars. To "show" the radar a 
number of radially aligned targets, a fixed gating program would be provided 
giving the desired target sps'ing. The three modulations discussed in connec- 
tion with the talse-target repeater can be added to the search lock-)am trans- 
ponder to create a wide variety of effects. The gating program can be altered 
on a random basis or as a function of the signal power received from the 
radar to produce clusters of targets at various ranges and asimuths. 
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15.4.2 Ranfc Gate Patl<CMI* 
A deception which hu been found to be quite effective tgkintt pui»e track- 

ing radar» involve! "itetling" the timing «ate which during normal operation 
of the ndar It accurately centered at the target echo r&nge. Tbc: video ilgnal 
which luppllea age to the radar receiver and control» the angle-tracking func- 
tion! U taken through this gate, no that a deception which cauaes this gate 
to loee the target will disrupt the tracking function. A repeater with fre- 
quency memory or a March-lock-jam transponder arrangement may be used 
to perform range gate stealing. (Frequency memories employing several 
hundred feet of delay cable and a TWT to operate as a multimude memory 
have been used successtully in microwave gate-stealing repeaters. This type 
of memory is discussed more fully In Chapter 24), The program of a range 
gate pull-off cycle is as follows: Initially, the countermeasures equipment 
repeats the pulses received from the radar with minimum delay. If tke decep- 
tion is to be successful, this minimum delay must usually be small in com- 
parison to the radar pulse length, and the peak output power must provide 
a reradiated power density in excess of that due to the true target echo. 
Typically, J/S ratio« ot If decibels or more are sought. With the above con- 
ditions fulAlled, the countermeasure has "captured" the gate and the reply 
is slowly delayed with respect to the recelvd signal (and hence the true 
target echo) until a total delay of 2 to 10 microseconds Is achieved. Typical 
pull-off rates are o< the order of 1 microsecond per second. With the raage 
gate pulled off the target, the delay is snapped back to a minimum value. 
Since the radar range gate is unable to fellow the fast recycling, it is left at 
the range corresponding to the maximum pu!!-off, where no target echo is 
present, so that range tracking is lost. If the radar has a range search 
function, it may reacquire either the target or the false pull-off signal on its 
next cycle, If the pull-off operation is continually repeated (at a constant 
rate or preferably with some randomness of rate and period), the radar will 
operate for only a small portion of the time with true target Information, 
and the tracking accuracy will be seriously degraded. If the radar is manned 
and has provision for manual override of the automatic range tracking opera- 
tion, a skilled operator may be able to increase substantially th« percentage 
of time that the radar operates on true target data. KIs Job is much more 
difficult and fatiguing If random progrgmming of the pull-off is employed. 

Tie circuit arrangement of a typical range gate pull-off repeater is shown 
in Figure 15-10. In the absence of an Input signal, the r-f switch in the 
i\VT/deiay cable loop is open and the Input tube functions as a straight 
amplifier. When a signal Is received, it is detected and causes the program 

•See Reference 4. 
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unit to close the memory loop and limulUneouily pulae on the output TWT 
with a »eif-Kpnernten pulse which k ap- 
proximately the same length us that rm- 
ployed by the radnn to be counter« I, At 
■ucceuive pulies are received, the mem- 
ory loop In repeatedly closed, each time 
for a period equal to the maximum delay 
which will be used in the puil-off cycle. 
Meanwhile, the on-pul»» applied to the 
output tube are progreuively delayed in 
time until the maximum offset it reached. 
At the conclusion of a cycle of operation, 
the pulses applied to the output iube re- 

to the minimum delay time and the program is repeated. Randomness 

FlOVU iä-iO    nanie Gata 
OS lUpttitr 

Pull- 

vert 
of the pull-off operation, if employed, is controlled by the program unit. 

15.4.8 8ecB-Eat« Modulation* 
A second deception which may be used against tracking iradars employing 

conical »ran angle tracking utilises modulation of the repeater or transponder 
output at or near the conical-scan frequency employed by the radar. A par- 
ticular form of this technique, which has proved to be very effective, uses 
square-wave (on-off) gating of the output stage of a repeater at a variable 
frequency which includes the scan frequency of UM radar being countered, 
As this modulation approaches the radar scan frequency, increasingly large 
error si^itals appear In the radar servo loops, causing rapid random gyration 
of the antenna system. Frequently, the transients thus Intrsduced are suffi- 
cient to cause the radar to lose the target completely. Since the scan channel 
passbands of radars of this type are quite narrow (typically 1 to 4 cycles), 
the modulation in the countermeasure must be swept slowly if a maximum 
effect Is to be realised. Against typical ground-based equipments, sw^ep rates 
of the order of 1 or 2 cycles per Mcond per second give optimum results. 
The low sweep rates which must be used in this technique point up its prin- 
cipal weakness; a considerable amount of time is required to cover the 
range of scan rote* likely to be employed by the enemy, w that disruptive 
effects will be introduced in any one equipment at relatively Infrequent 
intervals. The effectiveness of this technique (particularly when combined 
with range-gate pull-off as discussed later) Is so great, however, that even its 
Infrequent application may be adequate to render the radar useless. 

*See Rttertnct 4. 
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15.4.4 iiivrrBr-<;«ln Modulittion * 
As an alternative to the noncoherent sc&n-rute modulation, as discussed 

above, the modulation envelope of the tracking signal may be detected, in- 
verted, and applied to the counter measures system to present an Inverted 
error signal to the radar. This approach depends upon the fcet that all con- 
ical-scan systems operate only by virtue of angular error signals derived from 
the target echo, and hence there will always be some conical-scan modulation 
of the pulies received at the target. To be most effective, a deceptive repeater 
of this type Is gated on only during the minimum 180 degree segments of the 
received modulation envelope. Rather high J/S (20-30 db) are required to 
introduce angular errors at the radar in excess of a beamwidth. The power 
output required from the Jammer Is quite modest, however, since the large 
gain necessary to realize an adequate J/S ratio is "active" only during mini- 
mums of the received pulse train. The virtue of the inverse modulation 
scheme as compared to swept scan-rate modulation is that It works continu- 
ously at the scan rate of the applied signal and can be made to operate 
effectively against a wide range of conical-ncan modulation frequencies. A 
principal disadvantage of this technique is the difficulty encountered in 
devising a system that can work effectively against a number of radars simul- 
taneously. Arrangements capable of simultaneous operation with good effi- 
ciency against two or three radars have been built, but beyond this, the 
complexity appears to outweigh the results obtainable. 

15.4.5 Combined Range-Alible Decppllonf 
Tie effectiveness of the angle modulation schemes Just discussed may be 

increased (in some situations by a large factor) by first pulling the range 
gate away from the i:arget echo and then applying the angle deception. 1'he 
advantage of this procedure Is that the deceptive angle modulation, when 
applied, Is not in competiti< n with the target echo signal which yields true 
angle error information, This combination technique is particularly desirable 
for Increasing the disruption of the radar function when inverse gain is 
employed since this type of angle deception Is characteristically less violrnt 
in Its effect on the radar when taiget com|)etltion Is present, with much less 
tendency to break track. 

15.4.6 Velodty-Gat« Pull-Off^ 
Active radar systems of the c-w doppler type may be countered by steal- 

ing the velocity gate of the locked-on system. This is analogous to range- 

*SM Ketrrencc» 3. 6, »nil 7. 
tSM Hcff rcmc 4. 
tScf Kdcrcncc 6. 
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Kate üteiilinK In pulsed (time) systems. Here gatlnR is in frequency, so that 
a frequency shift of the output siniml with respect to the received siKmil is 
required to accomplish the same soit of effect. The frequency shift operation 
li accomplished in microwiive repeaters tlnouffh "serrodyne" (sawtooth) 
modulation of tSt c irect vultuKc applied to a TW tube helix. This technique,^ 
which is discussed in Chapter 24, provides an output slfmal which Is dis- 
placed from the input signal by the frequency of the applii 1 sawtooth. 1'he 
displacement will be upward with respect to the input signal if the sawtooth 
voltage is positive (the sloping portion of the waveform increasing with 
time). Conversely, a negative-going sawtooth will result in a downward 
displacement of the output frequency. 

By changing the frequency of the sawtooth modulation on a programmed 
basis, a velocity-gate pull-off may be accomplished. Since gate widths in 
radar systems of this type are quite narrow, it Is necessary to initiate the 
program with an offset no greater than a few hundred cycles. Assuming an 
adequate J/S ratio (perhaps 10 db), the velocity gate may be stolen by 
increasing the sawtooth frequency at a rate commensurate with the velocity 
tracking rate capability of the system being countered. When maximum 
desired offset has been achieved (values of 5 to SO kes are typical), the saw- 
tooth may be "snapped back" to the minimum value and the cycle repeated. 
When working against certain types of equipments, it may be desirable to 
hold the offset at a maximum value for a short time while additional modu- 
lation such as AM noise is applied, Total pull-off periods of the order of 1 
to 10 seconds are typical for operation against most c-w systems in use at 
present. It is quite often advantageous to use a down-frequency pull-off in 
preference to an up-frequency one. This preference results from the fact 
that some c-w homing missiles utilise a drop in doppler to arm or detonate 
the warhead. 

At \ HF and UHK frequencies, a circuit arrangement of the sort depicted 
in Figure 15-4 can be utilised to produce frequency offset of the output 
signal. A variation of the amount of delay in the i-f section can ')e usod to 
change the amount of offset. Convenient techniques for rapid delay variation 
are not available, and the alternative approach of changing the oscillator 
sweep rate Is more practical. A serious difficulty with all techniques Involv- 
ing sweeping is the reduction in on-frequency power due to the low effective 
duty cycle. Another technique which has bettn propoMd for the generaliun 
of frequency-shifted signals at the lower radio frequcru ies and which appears 
suitable for broadband operation is as follows: The signal to be shifted is 
applied to a phase-shift network which has four output! with, res|>eclively, 0 ', 

♦Sw Rdi'ii'mv s 
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90', 180°, and 270' shift to its input, Each of thene output* feeds a separate 
gated amplifier, the outputs of the gated ampllAers being connected In paral- 
lel. A four-output gate generator would be provided to gate on the amplifters 
sequentially to produce the effect of a rotating phase of the output signal, 
The sampling rate would determine the amount of offset, whereas the "direc- 
tion" of the sampling would establish the up or down direction of the shift. 
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16 
Fuze and Communication» R* ■»» alcr* 

B. F. BARTON 

16.1 inlrodurlion 
Consideruble effort has been made in the United Statei to develop repeater 

jammers tor use against radio doppler proximity fuxes. Devices with some of 
the attribute» of a repeate' have also been constructed for use against com- 
munication links. In spite of their common frequency range (below 500 
megacycles), typical devices for the two applications have substantial dis- 
similarity, The dissimilarity results from different design objectives in the 
two instances, Fuze repeaters have been built which simply provide, for cer- 
tain fuzes, a successful imitation at the fuze of the normal return signal. On 
the other hand, the effectiveness of the cummunicution Jamming devices often 
depends on confusion or masking. 

In comparison with other fuze countermeasures equipments, re|)euters have 
a high potential utility against broad classes of radio doppler types. The 
merit of the simple repeater* as a communications jammer is not clear. In 
fact, one finds that the merit of repeater-like communication jammers usually 
depends strongly on their variations from the limple repeater. The emphasis 
on /«!»• re|>euters in the following discussion rejects this appraisal. 

16.2 R«illo Doppler Proxlmlly Fuac Prlnelplfs 
A discussion of the use of repeaters against radio proximity doppler fuzes 

♦By »Implc rspeater i« mesnl s ckvltt which tun provide * contlflUotH »mpllfltd re- 
flrctlnn ol it received »imwl, or u device »uch at s i>hort-d;Uy rrpestrr which sppcsri to 
do thlk In (ipemtlon asslnst certain targeu. 

16-1 
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is conveniently intruduced with u brirf di.tcuision of the sinKle-channe! radio 
doppler fuze. A multitude of sin-.mis may be radiated by such a fuze; thene 
ftlKnaU produce a voltane at some reference point of the fuse which IH often 
eutlly described in the form 

f( = /l(*)coi IW-f *(OI, (16-1) 

where o>(, Is the radian carriur frequency. Examples of sinKle-channel fuzes 
which have been studied in the U.S. include: 

!.  CW juie \A(t) constant; ^.(0 constant! 
2. i-M jute \A(t) constant; for sinusoidal modulation waveform 4.(1) s 

Au sin (t„mt \ 0,,) | 
J. I'D (pulse dopp'.er) juze \A{t) a pulse waveform; In the ideallfed case 

<£(') i» constant within each pulse, and there is essentially no correla- 
tion of r-f phase of successive pulses] 

4.   Noise jute \A(t) and *(/) are stochastic variables) 

It is useful to regard the doppler fuze as a practical correlator. Recall the 
definition of the cross-correlation ^(AO of the functions e,(t) and /(<); 

-    lim   ,"ii  / e. 
•r 

^«(AO  :      Hm   ,_. / e,(t)j(t - L\i)dt 

Similarly, the autocorrelation il'i^AO of e,(0 is defined aa 

i r *n(/\t) lim  ....  I e,(t)e,(t - AO * Hm -      / r,i 

The latter is suKKestive of the normal operation of a fuze radiatin« a siKnal 
f»(<)i in that the product of f,(t) and a delayed return siKiiai proportional to 
v,(t ~/\t) is obtained and then fed through a narrow-band filter In doppler 
fuzes (this process is approximately equivalent to IntrunitiiiK and averaging). 
Ku» operation differs from true autocorrelation, however, in that A< 1« 
actually varied slowly, so that only a limited time is spent in any Increment 
of delay. This is true of printical correlators in general since an infinite inte- 
grat.on time is impractical Cross-correlation is, in a similar way, suggestive 
of the fuze processing when an externally generated signal produces a voltage 
/(') at the reference |M)int. 

It Is informative to consider the generation of a triggering signal in a 
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doppler (use in some detail. The return signal «,(() for a fuze radiating a sig- 
nal Riven by Eq (16-1) is assumed to be well represented by the expression* 

ef(0 =*^(«-AO = M(<-A<)coslu.(,(<-A0 + <l>(t~&t)\. (16-2) 

Making the further assumption of uniform relative motion between the fuze 
and the reflector (I.e., A< — A'u ~ (WK/«««)', where «u,( Is the dopplsr fre- 
quency and A(o is a con.«'-    > Eq (16-2) becomes 

erU) = * ,1 [   ' ( ' - ^) •   A«,,    cos i^„ + m\l - m0&h 

+ .|. (.-;)- A..]) 
Here, the parameter *o has been Incorporated In the new parameter ki, 
which also characterizes the multiplier gain. 

In normal operation, a triggering signal is Altered trorn the output of a 
multiplier circuit, which forms the product r,(/) «,((). The product MO 
MO can be written in the form 

-~'kAU)A I < ( » - ']■) - A/u Icos hu,ut I m,! - «„A*.. + «(0 

HK1 ~I«)-^ 11+ ikMt)A 1'('"")~A'"I 
• COS i mtt - wuA'o   + ♦ I   / ( I    - ^"^ - A<u  1  " *< I 

where h incorporates *i end a Alter gain com*" . The former of these addi- 
tive terms is at approximately double the culler frequency for a narrow- 
band assumption; that Is, for 

A(t)<M       for nil, < 

dA(t) 
dt 

dt 

„M 

<< mt 

for all / 

for all t 

where M is a constant and , < < I. The »Ignul represented by thi» term Is 

*The time vnrlstlon of the implltude (i( th« return klRnnl due to time vsrlatluii ol puth 

(actor U to be UeKribrd by the factor *„ 
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normally filtered (averiged) out; the triRgerlng signal is in fact selected, 
with filters and amplifiers, from the multiplier output 

MO«,«)        5   *'1,"-!| ' {'      2)     A^ I 

• cos I m„t - m/\tn -f ^ I ' ( > - ■^:) - A<« 1 - ♦«) i (16-3) 

Bandpass amplifiers passing a frequency band around the doppler frequency 
ud are employed In CW, PD, and noise fuses. Near «„• the energy density in 
the spectrum of e70) ei(i) Is high for these fuses. 

The spectrum of er(t) e,(t) may have several maxima of energy density 
fur other possible radiated signals, such as that of the FM fuse. In the 
specific case 0! the FM-by-sine wave fuze, <•,(*) «,(<) contains (ideally) 
discrete components at ttum ± u4 (n = 0, 1, 2,.., )«where wm Is the (radian) 
modulation frequency. An FM fuse in which the amplifier passes the com- 
ponents ut nuim 41 <"« *nd «"« ~ u4 '» termed a Jn fuse. A number of poe- 
sible triggering signals, each of which has its peculiar time variation of ampli- 
tude, are available by choice of n. 

The term of r,(/) r((<) Hiving rUe to the spectral concentration near u is 
easily obtained for idealizations of the radiated signals listed at the beginning 
of this section. SpeclAcally, Kq (16-.?) may be written in the form 

MO MO =   J -.H(/M I  ' ( » - ^))- 
A<'> 1 

• cos (•..,/< - W(IA<II + 0(1) cos (cn< + «..,)) 

where 

* l^'-:)-^ - *«) = a«) cos {u,kt + «k) 

Now, for the utiwl fuse rurUations, It Is found that the time variation (if any) 
of (;(<) is very slow, so that 0(0 may be regarded as essentially constant for 
a few periods ut the frequency u, If the time variation /1(f) is also sufficiently 

»low, it is observed that r.lt) '•,(<) is essentially «n FM signal with carrier 
frequency ■„,) and sidebands separated by some frequency u>k. These com- 
ponents arc then regarded us varying slowly In amplitude with kA{t)A(t — 
A'o), and perhaps with a slow variation of the modulation index a(t). To a 
good upproximatlon in the usual case, then, the resultant spectrum contains 
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line» at m ± ntuk, which vary very »lowly In amplitude u kA {t)A (« — A'u) 
/, [a(0]. The true doppler term of this function !» the carrier component, 
the itmplitud« of which I» taken a» /MAO and which varle» with */l(0 
A(<-Ai(«) J» \a{t)\. The variation with time of the amplitude of the 
several component» is thus dependent on rt. In the specific case of the FM- 
by-»inusold fuze radiation, It is readily shown that Eq (16-3) has the form 

er(0 «.(O = 1 *f" cos i wt - m&tn + --Aw 

lin ^ 2«7 2      ,) CM  j   '"",' V U j+      2     Jf 
In this case, A (/) is a constant, c, and 

mm 2*.. 2    ) 

—('--Kr) 
«* m« A'o 

2 

The amplitudes of the doppler components ^*( AO "e given In Table 16-1 for 
»evcrul of the fuie types previously listed. These /MAO depict the idealized 

TABLE 16-1.   Doppler Tomponent Amplitude» 

A'uli  1 yfr 
M.lihllllih ill Ihi/i/ihr 
I'umfitmiil !./(.,() 

Spnhl .lt\Hiiilillim> 

IAS * 

/„IM ; *.-7„|';''.ill ;•' Ml) i" a rmulHI i 

I'D ; • -7. • ■■■■'• 
I'ulw riin|ir|ii' 

llM        li"' 
Int ill/' ■   / ■   in'/'   |   ,", 
in mi llilrurl 
/  «l|UI'«WIIIH IH-MIHI 

Nui't' 

llur|ii|N' (il 
t .in .    ...    1 

n     ...    / 
( min»l Inlir- l.lll nit 
hivprvly «llh .   1) 

Hl'l 1lllU!Ml.tt   nm   . 

*|ii'i Iniin nl Hii!!h 

A« 
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lime variation tif the amplitude of the doppler slKnal, iipiirt jrom variations 
dar to path jactor, antenna pattern, and scintillations of the reflector. The 
assumption» made In each case are also listed.* The /MAO are sketched 

In Flxure 16-1 for likely fu/.e 
parameters. The /14 are plotted 
versus delay A< (which is linear 
with t for our assumptions), a 
maximum of A,, occurring at A' 
- 0 for the examples «Iven.f 
When /(.((AO tends to remain 
small for A' larger than some 
value, the associated edi) is said 
to give a range-cutoff character- 
istic (e.g., the PI) and noise fuws 

KKIUNI. 10-1   Sketch of At (AO a« a func-     above). 
llon 0' A' The preceding discussion dealt 

with the basic operation of single-channel doppler fuses. Actual ;a,<es are 
very likely to have a number of properties which result from special tech- 
niques such as those listed below. Such ttchnlquw can only be mentioned 
briefly here, and the mention should be regarded as suggestive of the 
variety of possibilities rather than as cotnpnbeniive (Reference 1). 

1) CVT (controlled variable-time) action 
2) Point-contact detonation capability 
3) S|>ecial ampliflers 
4) Multiple-channels 

The t"VT Dring is widely used in modern U.S. fuze«. The fuxe activation 
is delayed in «uch a fuze by a mechanical timer for an Interval after projec- 
tion which can be preset prior to use. The objective is to arm the fu«e shortly 
before the anticipated burst time; the interval of fuae activation Is held to 
aboi't »wo seconds in the case of artillery rounds. Such a mechanism not 
only provides protection against premature bursts at the launching site but 
also limits the time available for electronic countermeasures. Radio proximity 
fu/es for use against ground targets may also be expected to detonate on con- 
tact, such a characteristic providing ("CM protection against dudding (as by 
saturation of the flue amplifler). 

A second special technique involves the use of amplifier» having responses 
which are tailored to characteristics of the (doppler) triggering signal which 
can be anticipated in ipeciftc applications, l-'or example, one may establish 

"Tb« At contain an arbitrary gain conntnnt k. 
■i.-M A" i* pruportlonal to th< nutncorrclattim of the radiated »Ignal. 
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the approximute rate at which the amplitude of the doppler «ignal increase!! 
wi'h time in an application »uch a» a bomb drop, A nonlinear circuit can 
then be employed in the amplifier, which discriminate» aKainit .vitumlx havin« 
growth rules outside the expected range of values, The use of nn amplifier 
requiring such special pro|)ertics of the triggering signal is intended primar- 
ily as « CCM feature. 

Two (or more) ol the single-channel fuze rinuits such as those discussed 
above may be incorporated into a mulilple-channel tuM. It is possible, by 
proper Interconnection of such channels, to reduce cither dudaing due to 
component failure, or vulnerability to countermeasures, or both, 

16.3 Batic Conililerfe'.ioiM In I »Inn R«pealer Jamm«m Againal FuM>a 
The original objective in using re|)eatrrs against proximity ftues was to 

simulate a passive reflector proximate to the fuze with an active device 
located perhaps remote from the fuze. In implementing this scheme, how- 
ever, a basic problem arises from the fact that substantial gain may be 
required within the device to offset the large path factor loss resulting from 
the remoteness of the repeater from the fuse, A Jammer with useful gain 
which employed a single antenna for both receptioa and transmission would 
oscillate if operated continuously. The super-regenerative re|>cater, which will 
be discussed subsequently, Is Just such a device. 

As altsrnat've solutions, one may have recourse to either a two-antenna 
system or a system which employs a memory device and time-shares Mween 
a receiving and a transmitting mode. Disadvantages of the two-antenna 
system Include the bulk of two broadband antennas in the fuze frequency 
.ange and the antenna isolation problem, which proves particularly diflkult 
over the wide frequency range for which operation is sought. The solution 
Involving •ime-sharlng has been widely employed in U.S. repeaters. 

It is shown in Reference 2 that thr range r,/ at which a fuze will IM- pre- 
detonated by either a (matched) single antenna repeater or a repeater with 
two Identical closely «pared (matched) antennas can be expressed in the 
form 

r,        .4 Ha A, a,.    - vU! /(^)//(#,<M//(».</>) 
(16-4) 

Here 
Mu "Michigan Height"      the inaximuni height above an InAnitely 

conducting ground at which the fuze will function when oper 
atlng without interference. 

A/ = mean wavelength of radiation 
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G,        —■ RHin of repeater antenna relative to Isotropie radiator 
A ^r n'peuter power gain 
/;        ss discrimination factor s (Ei/E,)* = the square of the ratio 

of the jamming Held strength at the fuze necessary to detonate 
the fuze to the field strength of the normal return signal at the 
fuze necessary to cause detonation 

t{p)     ss polarization factor between jammer and fuze antennas 
I,{8,4) = relative pattern factor for jammer antenna in the direction of 

the fuze 10§/;S1 for any («,0) palrj 
li{fl,4>) = relative pattern factor for fuze antenna in the direction of the 

lepeater. |0g//S 1 'or any (9,4,) pair] 
In Eq (16-4) It has been assumed that r« Is proportional to the effective re- 

peater antenna length £.>, for which the substitution £/ = Ai(i?jCj/120ir*)H has 
been made. R, Is the real part of the series antenna Impedance, Equation (16-4) 
indicates the function relationship of jammer range capability to the several 
parameters of the tactical situation. The parameters MM, K/, and // are fuze 
properties and are therefore independent parameters in a specific Jamming 
attempt, whereas Gh ],, and A are properties of the ji nnwr. D-factor, HP), 
and the maximum jamming range r< are mutually controlled factors uf the 

fuze and jammer relationship. 
Kquatlon (16-4) Is plotted hi 
Figure 16-2 for//,/, m I. 

Now, let us consider it sample 
calculation In which a very favor- 
able jamming situation Is as- 
sumed; 1.1., j{p) /,(«,«) /(«,*) 
= I, or aligned jammnr ami fuze 
antennas. For 

IM 
i.,44 It lumittn itM.1 

c, = I 
D    - 10 decibels 
A    = 125 decibels 
HM = 33,3 feet 
A,    = 6 feet 

one finds 

r <    ■■. 4600 feet 

Kini «K 16-.'   Usln-Ksnge  Curvw, Two-Wsy 
Probttm 

One way of increasing the maxi- 
mum range of the Jammer in the 
above example is by using a di- 
rectional Jammer antenna.  How- 
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Mmimuti tilt burti hii|til 

I' U(»ful I 

FlQimx I6~i   llluilrktion of i Jtmmc; Prctcctlon of a Ground TBIW Arn 

ever, the tuitioii value of the device may be reduced NlgnlfKantly by such a 
modification, This ta llhiRtrated in Figure 16-3, where a jammer ta portrayed 
protectinK a ground target from iirtillery fire The area protected by the Jam- 
mer is related in a rather compücated way to a volume in space which Is the 
intersection of three volumes: 

1. The volume containing possible shell trajectories, which is a simple 
tube for locallxed gun emplacement and target. 

2. The volume between the locus of CVT activation of the fuze and the 
minimum safe height for fuze predetonation, which is essentially u 
volume bounded by two planes for a simple tube of trajectories and a 
localised target. 

3. The volume in which useful coupling is achieved between the jammer 
and fuxe antennas. 

The objective of the above discussion was to suggest that the area of pro- 
tection can become quite small when substantial Jammer antenna gain is 
utilized,* Furthermore, since many factors of the tactical geometry cannot 
readily be controlled at the jammer, the locus of this area i.« not easily char- 
acterised in practice. Thus, a careful compromise between repeater antenna 
gain and range capabiliiy must be made to insure tactical utility. 

16.4 The Time-Shared Repeuter 
The basic time-shared single-nntennn rt-priitfr t.<* illustrated in Figure 16-4. 

The transmltislun and reception intervals of a prartinl Kruund-based single- 

•Allowsncc mini ului be made for Ihr time intrrvsi »Her CVT srllvation hrlore » 
muUlchsnnel jammer underukci Jamming of a tiwcinc futi' «ml fur the tlmt' nrcdi'd to 
procru a nlvcn fuic. 
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HHl—CED—{ ? 
PIOUKI 16-4   Time-Shared Slnglc-Antrnni Rr- 

pMttr 

antenna system are normally »ep- 
united by an interval of inactivity 
a few microsecond« ionn. Durin« 
this Inactive Interval, echoes from 
nearby objects which would 
otherwise saturate the repeater 
Input circuit during reception are 

l>ermitted to die out. The duty factor of the equipment can be made to 
approach one-half by making the length of the repeater delay large compared 
to the length of this inactive interval, Sonic (quartz) lines provide large, 
com| act delays for this application; units with deiays of as much as two 
mlllisecoiuis are available Transducers have limited these quartx delays to 
Imndwldths less than about 10 megacycles, and center frequencies to less 
than perhaps SO megacycles per second, The wide frequency band of pos- 
sible fuxv activity can be covered with such a delay line by using a suiter- 
heterodyne technique, In such a circuit, some portion of the total r-f fre- 
quency band is converted to an i-f band in an input mixer. The Input mixer 
is followed by an l-f section, which contains most of the repeater gain as 
well as the delay unit, The output of the l-f faction is then reconverted to 
the r-f band using a second (output) mixer. The frequency band covered 
instantaneously by the repeater can then be vitrled over the total r-f band 
of the equipment by appropriate local oscillator tuning. 

A second basic problem of the time-shared single-antenna re|)eater is the 
transmit-recelver switch (TK) unit, One solution to this problem depends 
on the use of a distributed ampliAer, (DA)  as the repeater output amplifier. 

3= *< 
. 4liMifc,IM 

Kuirst 16-S    Him k DlRKrnm of a Simple Tlme-ShaKd BapertMltrodym Krix-nirr 

Figure Ifi-S is a block diagram of a luperheterodyne repealer In which the 
output 1)A Is used us the TK unit. During reception, transmission cannot 
occur due to the presence of a large negative bias at the control grids of the 
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power distributed amplifier.* Received slxnil« travel In a reverse direction 
down the power DA plate line. Transmission Is permitted only when an ap- 
propriate Rating ilKnal is applied at the power DA ((rid line. Durin« trans- 
mission, either the optional Input ampllfirr n\ the Input mixer serves as a 
reverse termination (or the power DA ptaiv line. The reverse termination 
power of a DA approaches the forward termination (or output) power at 
certain frequencies, so that substantial power absorption capability is neces- 
sary In the input circuit of a high-powered device, 

Two basically different patterns of local oscillator frequency variation have 
been employed In fure repeaters developed In the United States, The local 
oscillator has been swept continuously in the case of ihe short-delay repeater 
(Reference 3) and stepped in the case of the long-delay rei>eater (Reference 
4). It will be recognized that when the local osritlator of a repealer is swept 
continuously, as in the short-delay repeater, there is a difference in the mean 
frequency of the received signal and the mean frequency of the subsequent 
transmission. Thus, there is what may be referred to as an "urtifidai duppler 
shift" of the transmitted signal. This phenomenon may actually be used to 
advantage since In many t&ctlcal situations there Is negligible (natural) 
doppler shift of the signal returned by the repeater. For a device utilizing a 
2-microsecond delay line, one finds thit an urtlfidul doppler shift of 600 
cps results for a local oscillator sweep late of 300 tm per second per second. 
With an instantaneous repeater bandwidth of 10 meixacydes, repeating of a 
signal at some given frequency then occurs for about ii milllsiH omts. A re- 
quirement by the fuze of return signal |»ersistence in excess of J3 milliseconds 
cannot In- met, of course, without lowering the sweep rate of the equipment. 

It will be noted that, as the repeater delay is it 'reused for the continuously 
swept repeater discussed above, the sweep rale must be reduced proportion- 
ately in order to keep the artificial doppler shift constant. Thus, as repeater 
delay Is increased. It becomes increasingly difficult to cover the frequency 
bund in which fuze activity is likely within Ihe CVT life of a fuze. On the 
other hand, ihe D-factor of the repeater against the CW fuze Is nearly pro- 
jtortional to the square of the reciprocal of the transmission duty factor, for 
delays substantially less than a period at the doppler frequency and for a 
limited peak rcpiMicr output power. In actual practice, the duty factor of u 
2-microsecond repeater for use against urtillery shells is small (perhaps one- 
sixth) since the time needed for echoes to die out is often as much as K 
microseconds. 

Each component of the fuze radiation produces at the time-shared repealer 

'Additional Kiiiln« nmy \K employ«! in ihe tniumltUr Mellon ol Ihe repeater, s> 
ihown by the dnshüd lines »1 KIKUIT Ift-S. 
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output a signal having a discrete spectrum, the lines of which are separated 
by the fundamental frequency of the repeater gating waveform. The conse- 
quent signal Impinging on the fu^e is also offset by whatever natural doppler 
shift is present. In addition, in the case of the short-delay repeater, the 
Impinging signal Is offset by the artlfklal doppler shift due to local oscillator 
tuning. The fundamental frequency of the gating waveform is relatively 
high In the caae of the short-delay repeater. A* a result, In the case of the 
C'W fuze, only the doppler-shlfted carrier (natural plus artlAcial) of the 
spectrum radiated by the repeater is effective In generating In the fuze a 
beat signal in the doppler frequency range. 

The long-delay repeater covers the total r-f band by stepping the local 
oscillator frequency and utilizes a delay time T of the order of one-half of 
the period of the highest doppler frequency generated in normal operation 
among the fuzes to be countered.* During a J&mming attempt against the 
CW fuze, the local oscillator frequency is maintained constant, producing 
a return signal carrier differing in frequency by the natural doppler shift 
resulting from the relative motion of the fuze and jammer, The Arst side- 
bands of the signal returned to the fuze by the long-delay repeater again 
differ from the fuze frequency by either the sum or the difference of the 
fundamental frequency of the repeater gating waveform and the natural 
doppler frequency, The novelty of the long-delay repeater lies In the choice 
of a T (and hence in a choice of a fundamental frequency of the gating 
waveform) so low that the frequency separation of the sidebands of the 
return .dgr.al Is In the doppler frequency region Which return signal com- 
ponents produce brat frequency components lying within the fuze amplllWr 
passband de|)ends on the passband of the amplifier and the natural doppler 
shift occurring in a given jamming aUempt.f 

One very reasonoble long-delay repeater design de|)ends on a choice of 7' 
such as that mentioned in the previous paragraph. For such a choice It Is 
likely that either the carrier or one of the Arst sidebands of the return signal 
will produce a beat signal frequency within the fuze ampliAer passband of 
those target fuzes having the highest floppier frequency In .lormal operation, 
Lower beat frequencies (for fuzes having lower doppler frequencies in normal 

*Long-d«lay rtpMUr luninii hn» Iwrn accumpllthcd by «.'quvpeing amonz t wt u( Axccl 
(rci|ui'ncy local MeiUaton, The choice of reprilrv delay time 7' I« connldsred (urlhrr In 
Ihr ni'st imrittiiHplv 

tTh* I«.«! frtqwncy iixnul Is gsncnUd, In i (uir rmpluyinn «n o«dlUttnK dstictar, 
du« ID Uh- lock-in phenomenon of atclllaton, "I.ock-in" rcd-r» to the «ynchronlMtlon of 
un imclllHtor by an vMrrnnl uliinal when the external ultinal U of tuflUlrnt itremlh and 
I» kullklently i low to the undUturlied oscillator freifjency. In the "oulllatlnii detector", 
a di'U'i'tlon niiinul (that In, a beut frequency »Ittnul when Ih« normal return or a janmhiK 
»iKiittl Itnplntte» on Ihr fu/e) I» uenrrulrd by ihr nonllneurlty of operation of the OHII- 

lalor tubr and can lie obtained irom »omr convenient port of the onclllator circuit, 
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operation) may be obtnlned limply by not trnnsmittinK in certain of the 
powible tranomiulon periods, These techniques permit effective JammlnK for 
the wide range of natural doppler frequencies that might be encountered in 
tactical situations. 

In closing the discussion of superheterodyne fuze repeaters in particular, 
it is worthwhile to comment that there is a practical advantage in selecting 
mutually exclusive frequency bands for the ft, 1-f, and local oscillator sec- 
tions of an equipment. Problems associated with stray leakage are minimised 
in this way; for example, one reduces the danger that leakage from the local 
(wiliiitor section may saturate either i-f or r-f amplifiers. However, the loci 
of both the r-f and i-t bands are constrained to some degree. The r-f band Is 
determined by the equipment application, whereas the i-f band Is restricted 
by the limitations of delay lines. This problem may be solved best by using 

a double-conversion technique. Fig- 
ure 16-6 shows a possible choice of 
frequency bands for the various 
sections of a repeater covering the 
60 to JOO-megacycle band und il- 
lustrates the frequency separation 
nrliuiple. 
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KmpKiymK Doublr Convenlon 

The Suprrrviienrrailvr 
Ki'prater 

The   superregenerative   repeater 
(Reference 5) is a !,u|)erregenera- 
iivc receiver In which the regenera- 
tive loop  (i.e.,  the oscillator)   Is 
coupled bilateraily to the antenna. 
The heart of the superregenerative 
receiver  is an oscillelor in which 
oscillations are allowed to build up 
rciwlitively.  Intermediate to these 
growth   periods,   the   oscillator   is 
loaded  heavily   (quenched)  In or- 

energy  stored   in  the oscillator  circuit, 
the r-f pulses (oscillations) build up 

the noise is present 
from the 

der  to  dissipate  rapidly  the  r-f 
In the absence of an impinging aignal, 
from circuit noise. When a signal signiAcantly above 
during pulse initiation, however, the oscillations grow essenliully 
signal. Thus a small signal which is present at the time of pulse Initiuiion 
Influence! both the phase and frequency of the pulse. 

In  the case of the aui>erregenerative receiver the pulses are quenched 
before the oscillator loop can saturate, for Impinging signals in sonu' range 
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of ampiitudf«,* The pfaks of a »uccesslon of pulses tend io follow the AM 
audio wuveform of the incoming sipuil line« the (iim\ ttinplitude of the pulst s 
is chmely reluted to the miiKnitude of the inipinf{lnK siuiml at puliie initin- 
tion, Thus, the envelope of the raceUer pulset is mi upproximate reproduc- 
tion of slow AM on an ImplnginK signal within the dynamic range of the 
circuit. 

The pulse» generated in the regenerative loop of the superregenerative 
repeater are radiated as a result of the bilateral coupling between the loop 
and the antenna. There is u maximum usable growth period (pulse length) 
for the sujierregenerative repeater which results from the existence u( radar 
echoes, and varies from site to site. This limilaiion arises from the ttct that 
the repeater saturates rapidly when the return energy become« excensive, 
the saturation time depends on the terrain characteristics of a given site. The 
pulse length which may be employed also defends on the prf being employed 
and the average power limitation of the equipment. 

The amplllkation .1 of a superregenerative repeater (and receiver) in 
which complete quenching is achieved between pulse», for very narrow-band 
signals at levels smaller than that which produces saturatior., is a function 
of the frequency of the applied signal.f This gain dependence Is portrayed 

In Figure l6-7tt, and 
may IK- contrasted, as 

own in Figure 16-?b, 
with the gain de|>end- 
ence when quenching is 
incomplete, When the 

Vcr.u. frequency Chsrsctsrl.tlc. ..( biindwidth of the re- 
ceived signal is signilV 

cant compared to the width of these gain curves, there may be considerable 
difference between the spectra of the received and transmitted signals, In 
this situation, the ipeclrum of the signal transmitted by the repeater de- 
pends in ü relatively complicated way on the exact character of the re- 
ceived signal during the periods of pulse initiation. 

Two problems discussed in connection with the time-shared repeater are 
again encountered with the superregenerative repeater. Successful super 
regenerative repeater operation against the CW fuze depends on the existence 
of a doppler shift of the transmitted signal, unless the envelope of its trans- 
mitted signal generates an audio waveform at the fu«e. It is impractical to 
maintain an artificial doppler shift (audio) with such a device, so that jam- 

*t'li'urly, tht «almulluii level I» related U> the dynamic mnue ui luch a receiver, 
tAmiilltknlinii refer« In thl> cane to the ratio ul the mitiinitudo of the Input iltinal to 

the nuuiniludi' of the peak pulte amplitude 

III C»m»i,i« 4u»mfi..g 

FuitmK 16-7   (lain 
Superreui'iierative Repeater« 



FUZE AND COMMUNICATIONS REPEATERS 16-1S 

miiiK rffrctiveneu mny depend on relative motion of the Jummer and fuze. 
In addition, the inKtnntaneoua bundwidths of known üuperreKenrrHtive re- 
peater» are very small compared to the band of possible fuce activity. Useful 
sweep rates arc restricted by the slimnl persistence requirements which are 
likely In modern fuce«. As a result, the r-f band which can be covered effec- 
tively with such a Jammer is narrow, 

16.6 Design Phllitaophles for General Pnrprtm Kegtruirr* for Use 
Agatnal Radio Doppler Fuaea 

The preceding discussion of repeaters has bt«.. conflned to their use 
against CW fuzes. Repeaters are welt-suited to this use, and both the time- 
shared single-antenna repeater und the superregenetutive repeater have 
operated successfully against specific CW fuses. Conclusions as to the utility 
of repeaters against doppler fuzes in general are much more tllftuult, In par- 
ticular, there are A variety o? relatively simple fuzes, the Idealisations of 
which have range-cutoff characteristics. The D-factor Is large for repeaters 
located remotely from fuzes having good range-cutuff characteristics. On the 
other hand, one expects such range-cutoff characteristics to be continuous. 
Thus there is a possibility that, for some ranges greater than the design burst 
height, a short-delay rrprater signal may have a reasonable D-factor against 
many doppler fuzes. This suggests that a small short-delay equipment with 
an omnidlrectlonai antenna might provide reasonably efficient local protec- 
tion against proximity-fuzed shells. The merit of such an equipment de|>ends 
In part on whether there is sufficient advantage. In a speclfk application, to 
predetonation at a range of a few times the normal burst height. 

Alternatively, a Jsmmer design may be predicated on specilk npictrj 
properties of the enemy fuzes. For example, large repeaters (which m.. 
have substantial jamming range to justify themselves) are constructed' .1 
the assumption that fuzes with restricted range-cutoff capability will be 
encountered. Such design assumptions may be justified in certain instances. 
In particular, a siwciftc property may be characteristic of fuzes for a specific 
application as a result of volume limitation, economic factors, or the- state-of- 
the-nrt. However, it Is very difficult to successfully predicate the design of 
equipments with broad utility on fuze properties resulting from specific cir- 
cuit techniques. 

16.7 The Use of Repeater Jammen Against Convenlloniil Voiee 
Communleallon Links 

The merit of the simple repcuter as n jammer against conventional voice 
links has not been proven. The use of a simple repeater to effect a reduction 
of the field strength at a target receiver Is generally impractical, even though 
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this csn he done In principle Neither can use be made nf the fact that a 
repeater wilh proper gain and a delay of «ufAcient length would act ai a 
comb filter to sideband components cf the communication signal. The iliffi- 
culty here is that such Altering may well not greatly reduce message intel- 
ligibility, Thert is even a danger that in using a repeater for communication 
jamming, the repeater will actually augment the direct transmission. Finally, 
the periods of transmitter inactivity for the time-shared repeater result in 
periods during which the communication link is not jammed.* 

A multitude of voice communication jammers can be envisioned having 
some of the properties of a repeater, but having p3tential merit as a result 
of basic variations from the simple time-shared repeater.  Consider, for 

Kiovst 16-8   Eximple« of Rrpeitrr.ltke Jammert 

example, the systems block-diagrammed in Figure 16-8, Figure 16-8a is an 
idcullsation of the simple time-nhared repeoter. In the system of Figure 16- 
Hl>, A number of simple repeaters are operated in parallel. A "babble of 
voices" jamming signal can he reradlntcd by using various values of delays 
(of the order of seconds or longer) in the several channels. In practice, .«uch 
u jamming signal would usually be generated with a system analogous to 
Figure 16-Hc. in this system, samples of the modulation signal are obtained 
und .'•lored in a tape memory, In the meantime, the carrier of the received 
signui is obtained: a narrow-band Alter is employed for this purijiuse In the 
Illustration, A jamming sitrnul is then obtained by modulating the extracted 

*Thr duly factor lor rrrrplion oi nume equipment« dluuiwd below may, however, be 
rather tm«ll. 
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carrier «Ignal simultaneously with several of the stored modulation sample». 
The system of Figure 16-8(1 permits modulation of the extracted carrier 

with waveforms havinp any desired dependence on the properties of the re- 
ceived signal. Figure Ift-Hd Is In essence a spot Jammer and therefore differ» 
greatly from a simple repeater. On the other hand, the systems of Figures 
l6-8h and 16-3d may be essentially equivalent; for example, equivalent 
babble of voices Jamming might be generated with the two circuits. 

The systems of Figures l6-8c and 16-8d have a weakness Inherent to spot 
Jammers In that they must be tuned to the channel which is to bt' Jammed. 
Figure i6-8e Is a broadband counterpart of Figure 16-8d, but has the great 
disadvantage thai the sidebands of the received signal are present in the 
retransmitted signal. One Is again confronted with the danger that com- 
munication may actually be Improved by the repeater. The effectiveness of 
such a Jamming equipment it therefore critically dependent on the masking 
properties of the modulation introduced at the Jammer- 

Voice communication Jammers analogous to the systems of Figures t6-8c, 
d, and e have been constructed and evaluation studies are continuing (Refer- 
ences 6, 7, 8, and 9). Conclusions as to the relative effectiveness of the 
various schemes are particularly complicated when multiple-purpose eauip- 
ment, such as a Jammer Intended for use against both AM and FM com- 
munications, are under study. 

16.8 The t'a« of Re|>«aiera Affolnat Codmi Rsidio Trsuiamiaaion Linka 

16.8.1 Iniroductlon 
It Is convenient to classify coded radio transmission links as asynchronous 

although the delineation is not clear-cut. Examples of links which are re- 
garded here as asynchronous Include those which are hand-keyed, and 
common teletype. In the latter case, start and stop pulses are transmitted 
with each character, a character consisting of some small Axed number of 
pulses for a given coding. These start and stop pulses may actually be used 
to obtain synchronization within the individual characters, but such links are 
regarded as asynchronous In this delineation. By contrast, synchronism Is 
maintained for periods of the order of days in other (synchronous) links. 

Asynchronous coded radio links often employ frequency-shift keying. In 
any event, the information bandwidth of asynchronous transmissions is 
often small, the bandwidth of the spectrum of the transmitted signal is often 
comparable to the information bandwidth, and there are essentially a set of 
chnructeristic Irequencies of transmission. For example, there are two char- 
acteristic frequencies in the case of a Simplex teletype channel. As would 
be expected, efficient Jammers of asynchronous links such as those mentioned 
above radiate spectra concentrated near these characteristic frequencies, 
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In the caw of common lelHype, one lyiw ol error which can be produced 
by jamming and known ao "hit" reMulU frutn Interference with the charact?r- 
Ijy-character ■ynchroniMtiofl (that \», hy inducing error« in the time of 
character read-outs). An error in one or more character« may be generated 
In this way each time character Synchronisation is broken. It has been 
found that a major reduction in transmission eftkiency can be obtained 
reliably, in the case of a Simplex channel, if a jamming to signal J/8 s-atio 
greater than about six decibels can be achieved at the receiver Input. Such 
jamming can be accomplished with a variety of devices, which have output 
•pMtra concentrated near the rharai eristic frequencica ol the target link, 
including repeater-like devices similar to those discussed In connection with 
voice communication jamming, 

Kquipment of «[«clal design can be employed fur coded communications 
over distances short enough so that a «ingle reliable path exist«. Hit« can be 
greatly reduced in this way at R fixed J/S ratio. For example, prediction cir- 
cuits can be utilized to improve the probability of synchronising on the 
proper pulse. In general, one finds that as the degree of synchronism of the 
target link is increased, the jamming problem car. be made Increasingly 
difficult. 

Synchronization of a transmission link permit« Increased reliability of 
transmifsion in the presence of jamming (anti-jamming (A-J) advantage), 
or increased message security, or hiding, or some combination of the above, 
as compared with asynchronous links. These improved link properties can 
be obtained by transmitting a signal, some property of which is pseudn 
random. Hy this is meant that this property of the transmitted signal Is 
being varied in a pattern related to the level variation« of a (binary) pulse 
sequence. Short samples of these pulse sequences, which are often generated 
with a shift-register, look much like a random telegraph signal. However, 
these pulse trains are in fact periodic (commonly having periods of the order 
of days) and can readily be reproduced at a receiver for use In decoding 
provided the necessary interconnections of a shift-register generator have 
been made known (Reference 10). Correlation techniques or higher special- 
ized demodulation schemes are employed in decoding at the receiver of such 
a link (Reference 11). in general, the decoding is strongly dependent on 
synchronization and on an exact knowledge of the pulsr sequence employed 
in encoding at the transmitter. The requirement of brevity permit» a dis- 
cussion of only the following example of the many possible coding schemes 
which can be employed. 

One encoding scheme (Reference 12) depends on the generation of a pair 
of binary sequences at u transmitter, One bit of information can be 
transmitted In some lime interval through exercising a choice as to which of 
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thr two pulse sequences is employed In cunstructin$( a signal for transmission 
in this time interval. The chosen pulse sequence might be pussrd through a 
narrow bund filter, augmented with noise, and the resulting waveform used 
as a modulation signal during the transmission intervnl, At the receiver, a 
decision as to which of the two possible pulse trains was employed in gener- 
ating the modulation waveform Is made after determining the correlation 
between the received signal and signals generated In a ilinilar manner at 
the receiver with each of the pulse sequences, 

The autocorrelation function of the sequences discussed above can be 
ina ic to approximate the sketch of 
Figure   16-9,   The   width   of   the 
spikes of the autocomlation func- 
tion can be made smaller by sim- 
ply    decreasing    the    pulsewidth, 

"'""*"    which produces an increase in the 
rmvu lb-o   IdimlUed Autocorr»!stlon Fun.    imntiwldth  of   the  spectrum,   The 

tlon of Binar» Pul* itequem* ^j   „^„„„^   of   ,.   Synchronous 

link employing pseudorandom encoding depends on the use of a correlation 
type receiver and on the use of a large number of pulse» for each trina- 
mitted bit. The use of a large number of pulses having a pseudorandom 
relation for each transmitted bit produces a transmission spectrum which 
Is very wide for a given rote of Information transfer, ond simultaneously 
makes it diffkull for a Jammer to achieve the requisite correlation between 
the Jamming signal and the transmitted signal. An increase In message 
security, on the other hand, Is more fundRmpnlaliy related to the obtuse 
relation between the message and Us encoded form (i.e., the encoding) 
rather than on the bandwidth of transmission. Hiding of a transmission is 
enhanced by obtaining a noise-like encoding, a broad transmission s|>ectrum, 
and transmission at the lowest practical power level. 

16.8.2 Jamming Sehern«« DeiwrnitiiR on Multlpulh DUturtlon 
Dlflkulties are encountered in operating either asynchronous or synchron- 

ous links over distances such that a single reliable path does not exist. 
Ionospheric transmission often occurs simultaneously over paths having a 
variety of lengths, and the propagation of the individual paths is often 
sporadic Certain basic techniques which have been used to Improve trans- 
mission with asynchronous links are referred to as space, frequency, anil 
time diversity (Reference 13), These technique;; are mentioned below. Cer- 
tain Jamming possibilities arising fror» the use of these techniques are also 
discussed. Attention is given Kpecilkally to the difficulty of multipath dis- 
tortion in synchronous links und certain related Jamming possibilities. 
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Spmr diversity is a technique for combating •uultipnlh distortion in whfch 
a number "f receivers are disposed at various rnnKes from the transmitter, 
Space diversity is suggested by the fact that little correlation is observed 
among the fading of the signals obtained at several receivers, provided they 
are sufficiently separated. In frequency diversity, on ih: other hand, trans- 
mission occurs at a multiplicity of frequencies. Again, the merit depends on 
an essential independence of fading properties for widely separated fre- 
quencies. Finnlly, time diversity systems depend on obtaining received sig- 
nals which me distributed in time. 

Systems employing any of the above techniques; or combinations of them, 
provide a number of signal samples from which one wishes to make a reliable 
estimate of the transmitted signal. The processes of detection, weighting, »nd 
combining are used In forming an output signal. These processes occur In 
various orders in extant systems, and a number of weighting schemes have 
been employed. For example, one may simply choose the signal sample hav- 
ing the highest average .tower and ignore the remainder. Unilorm weighting 
of all slrnal samples has also been considered, as well as weighting according 
to the average power of the signal samples. Each of these varloun weighting 
schemes has advantages in certain applications. 

The potential of a repeater-like Jammer against asynchronous communica- 
tion links employing diversity techniques !s dependent on the weighting 
scheme used. When the weighting depends on received signal pow it may 
be possible to build up the value of the weighting function for one signal 
with strong transmissions from a reiwater. Repeater transmissions would 
then be interrupted and noise jamming could ensue for the persistence period 
of the weighting circuits. Such a jammer would have no special merit against 
a link employing fixed weightings of the several received signals. 

Space diversity is often an impractical technique for solving the problem 
of multipath distortion in synchronous pseudorandom links. This nHses 
from the fact that the spikes of the autocorrelation function in such a link 
are usually very narrow, As a result, all the paths of effective received signal 
components must be very nearly of the same length. Typically, only a few 
such paths will exist. This is to be contmslecl with links utilising more 
efficient coding. These links may have a larger number oi effective paths as 
a consequence of their wider autocorrelation spikes. One would expect the 
transmission properties to become independent more rapidly, as the sires are 
separated, when ihey are derived from a large number of paths of widely 
distributed length than when they are derived from a few paths of nearly 
the same length. Two .spnii'u- ichcmn for combating multipath distortion 
which have been used in pieudorandom links and which are essentially time 
diversity techniques, are mentioned below. 
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One srheme (r-trackitiR) (Reference 12) for reducing multipath distor- 
tion In paeudorandom links Involves the use of three correlators at a re- 
ceiver, Two of these correlators are operated at delays differing by approxi- 
mately the width of the autocorrelation spike of the transmitted signal. A 
variable delay is adjusted continuously to hold an error signal, made up of 
the difference of the two correlator outputs, near leru. The output Is taken 
from a third correlator operating at a delay value Intermediate to the delays 
of the correlators in the control circuit. The time constant of the correlator 
delay control circuit is such as to permit the receiver to track the typical 
slow variation of effective path length of the link, i.e., trucking In delay r. 

It has been proposed that a repeater-like equipment in a favorable tactical 
situation could lower the transmission efficiency of a link employing r-track- 
Ing by "range-stealing and dumping." In this scheme: a repenter Induces some 
delay setting at the correlator with strong transmissions, The correlator is 
then "dumped" at this delay by Interruption of repeater transmissions. The 
jammer may even transmit noise intermediate to repeating. In order for this 
scheme to be successful, the delay of the repeater transmission path muat 
fall within the range of delay times in which noriml link operation is per- 
mitted. The repeater must therefore be located more or less between the 
transmitter »nd repeater, the precise requirements depending on the vari- 
ability of th» receiver correlator delay. Such a Jammer site may not be ob- 
tainable. 

RAKE (Reference 14) Is a scheme for combating multipath distortion 
in which a delay line with a l.nrge number of Axed taps Is employed at the 
receiver. Demodulation correlators are employed at each tap. The receiver 
output Is made up from the weighted output» of the several correlators, The 
correlator outputs are weighted according to their average output powers 
over »ome relatively long period. Repeater-like devices appear to be one of 
the most promising Jammer types for use against RAKE. The weighting iis- 
trib"tlon on the outputs of the correlators can In principle be modified by 
reinforcing transmission strongly with a favorably disposed repeater. The 
receiver chH^nel» which ore "opened up" in this way ore then subjected to 
noise jamming for some time Interval. Again, the availability of a favorable 
Jammer site is critical. 

16.9 Sonic Genrr«! Remarka Conreroing Jamnui* Look-Throuih 
Capability 

Jammers with |irovitioni lor monitoring while jamming (look-through 
capability) have been sought widely. Information obtained using look- 
through may permit an Increase In jammer effectiveness by; 
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1) increttüliiK the Jamming duty factor 
2) improvlnn set-on accuracy 
3) cunAnlng JamminK to iierlods of target activity 
4) adjuftting Jamming ülgnal parameter» continuously with variation of 

target parameter». 

The 100 percent duty factor (two-antenna, repeater, which has not been 
successfully employed for fuze or communications countermeasurcs, Is an 
example of a Jammer with look-through capability. 

Construction of a communications Jammer with look-through capability, 
referred to as CMJS (continuous monitor jamming system), was completed 
by the Electronic Defense Group of The University of Michigan in 1957 
(Reference 15), This equipment radlaces a continuous FM Jamming signal. 
Leakage from the transmitting antenna to the receiving antenna is utilized 
as u local oscillator signal at the look-through receiver of this equipment. A 
target signal is indicated when an output is obtained from a special low- 
pass i-f section In the receiver, Both AM and FM modulations on the target 
signal may also be reconstructed (read-through capability), using a cor- 
related sampling of the output of the receiver i-f section. 

Monitoring of target signals can also be accomplished by time-sharing 
between reception and transmission. Kxamplea of such equipment Include 
time-shared repeaters and the KDL "Hunt and Lock-On System", (Ref- 
erence 16), which has proven effective against simple C'W fuws, The Hunt 
und Lock-on System o[>erates In a search mode until a target signal !s selected. 
It then opmratei as a »\HA Jammer for some predetermined interval ' y 
radiating an Internally generated carrier which is square-wave modulau-d 
at an audio rate. Sct-cn Is maintained by moni'oring of the target signal 
during the transmitter dead times. When (he set-on accuracy is maintained 
satlsfactoiily (to within |>erhups 5 kc for typical •mall C\V fuzes), Jam- 
ming effectiveness against a single fuze is comparable to that of the long- 
delay repeater. The Hunt and Lock-On System has a very narrow instan- 
taneous bandwidth and usually processes target fuzes Individually. The time 
rale at which fuzes can be processed with this equipment is therefore lim- 
ited. Hy contrast, extant repeaters can handle large numbers of fuzes by 
power-sharing among them at a commensurately reduced range. Monitoring 
schemes which depend on time-sharing endanger jammer effectiveness 
when the length of the reception periods is comparable to the recipr<«al 
of the bandwidth of the target equipments, 
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17 
Programmed Automatic Jamming SyateniH 

K. H. BARNEY 

17.1 introduction 
Autumatic uperatlon of equipment become» a neceiwlty when lack of time 

docs not permit a human to make a quick deciiion. Electronic-warfare 
equipment can be operated with momentary notice if programmed controli 
are used. The use of programminB means that decisions have been made 
concerninR how and when the equipment should operate under exiiected con- 
ditions. I'roKrammed systems may IM* simple or complex. For example, a 
simple proKrammed system might consist solely of a repeater designed to 
function against proximity fuzes of a specific type; in this case, a decision 
to exclude other futes has been made before the repeater was designed and 
constructed. A complex system could be one such as the airborne programmed 
Jamming system discussed ',n this chapter. This example is given only to 
indicate the types of problems encountered when designing such a system. 

Specifically the typical tyiws of processing and decision requirements 
necessary in an tiirborne programmed Jamming system are discussed. The 
compomnli which muy be found in a Jiimmiug system, e.g.. Jammers, inter- 
cept receivers, antennas, are described in other chapters. Coiuiderttiom in 
ihe use of these equipments and the role of airborne Jamming in the protec- 
tion of aircraft arc also discussed in other chapters. 

17.Ü ProcnsalnH and Deettlon R««|iiireni«nU 

17.2.1  «M-n.-nil 
This section explores the brain of the system -the programmer- and deals 

with the major clmracterislics of the "brain" and the types of equipment 
which may be used (or this function. 

17-1 

/ 
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It should always be remembered that the programmer is merely a means of 
nutumutically implementlnK the wishes of its designers and users; like all 
computers, it will never make decisions any more wisely or any more ac- 
curately than i.i warranted by the accuracy of the information fed into it 
during or before the fligiit, Its chief advanta^e is that it can assimilate large 
quantities of data and react to them far faster than a human operator, al- 
though its "Judgment" can never approach the Judgment of a human being, 
Another point that has been raised before is that the programmer does not 
have the same sense of responsibility for the safety of the aircraft as a 
human operator and cannot be trained through experience to do better, nor 
can it be courtmartialed when proved incompetent, 

Inputs to the programmer are derived from two sources: pruflight instruc- 
tions read into the programmer and intercept information received during 
the mission itself The pretiight instructions basically estsblkh what the 
jammer should do when various combinations of input signals are received. 
These instructions may be of the type that established the priority of Jam- 
ming modes where the Jamming equipment is capable of generating many 
different types of jamming signals. These priorities may be established as a 
function of geography, of whether the aircraft is in area-defense or local- 
defense regions, of whether the aircraft is alone or part of a ma» raid, and 
of whether or not other electronic equipment incompatibile with the Jammer 
is in operation. In-flight information to the programmer may consist of all 
or part of the interceptor receiver data related to the various characteristics 
of the rece'vfd radar signals or simply the receiver's evaluation of these 
signals and subsequent classification of them into radar types, such as early 
warning, OCI, acquisition phase of tracking radar, tracking radar, and seek- 
ing missile. Other in-flight information may be related to the aircraft, such 
as aircraft location, altitude, and velocity. Since many degrees of complexity 
are possible, the requirements fcr the programmer must be carefully related 
to the capabilities of the  transmitter and  the reaction  time  desirad. 

17.2.2 Elements of Programmer Control 
Typical elements of programmer control are shown in Figure 17-1. In- 

clusion of all or part of those functions in a specific programmed automatic 
jamming system is, of course, subject to a variety of coiisideratiuns. However, 
in order to aid the equipment designer to establish his own design require- 
ments, the possibilities of each element of programmer control will be dis- 
cussed in some dclai!. An example has be-in chown !n which n number of 
jamming equipments, each covering a different frequency bunü and each 
capable of operating in several distinct modes, arc to be controlled in one or 
mure aircraft insinuations. 
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FiiiunK 17-1   Eiemcnti of progrtmmer contrul. 

17.2.3 Mode SeierlinK 
The mode »elector muy be cumldered at a group of awitches and switching 

circuitry which activates the jamming transmitters as a result of data inter- 
cepted by the receiver. The manner in which the switching circuitry is set 
up and the numbers and typos of combinations possible are a function of 
the instructions fed to it by the compatibility and geographic programmers, 
the preflight instructions, and the control panel (if used). Examples of ty|)es 
of input data fed to the mode selector from the receivers are; 

(«)  Frequency 
Coarse—by band 
Fine   to the ultimate precision of the Intercept receiver 

(6) Type of Radar Intercepted 
Search, track seeker missile, etc. 
Signal from other jammer 

(r) Number of Signals by Hand 
Density of radar signals 

(</)  Passing of Main Lobe of Kada. 
(c)  Modulation of Radar Signal 
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Typical (Iceision» made by the mode selector are; 
(a) Proper mode of operation, e.g., barniKe noise, multispot noise, (ais«- 

lar«et deception. 
(h) Sequence in which modes are to be initiated, 
(e) Look-through cycle, II required, 
(il) Modulation to lie applied to jamming signal. 
It Is obvious that the capacity of the mode selector depends upon the fol- 

lowing; 
(a) Total number of Input signals and input signal levels measured. 
(b) Total number of individual Instructions. 
(r) Total number of Individual decisions to lie made (control busses to 

be activated). 

Not so obvious la the effect of saturation by the radar environment upon 
the receiver-programmer combination. Saturation of these elements may come 
about through the Interception of a large number of radar signals at different 
frequencies in the jammer band or by the victim's use of a high power, high- 
duty factor radar, possibly as a decoy, to influence adversely the mode of 
operation of the jammer. An example of this would ,e the use of a high- 
power tracking radar in an area-defense environment. In this case, the Jam- 
mer might not respond pro|)«rly to GCI radars If its look-through cycle and 
output powr level were selected by the mode selector to favor the tracking 
type radar in response to signals received from the decoy radar(s). This 
situation may be avoided if there is suffkient capacity In the receiver pro- 
grammer to recognise a large number of Individual signals simultaneously 
rectived so that decisions mny be made on the basis of all the Input signals 
rather than that of a single overriding signal. Saturation may also be avoided 
by instructing the receiver to reject high-duty factor signals ot (If sufficient 
intelligence Information was previously available) by instructing the receiver 
not to look at frequencies used by these radars. Saturution of the transmitter 
may be avoided when pulsed countermeasures are employer! by limiting the 
duty factor of the transmission to an acceptable, predetermined amount. 
Finally, the effacu of saturation may be reduced by programming a change 
of mode of jamming to one that is basically less saturable, for example, 
noise barrage (wide or narrowband) jamming. 

The mode selector may be required to assign the look-through period (if 
one is employed) depending upon thr probable radar type. The Implementu- 
tism of this signal will depend upmi whether range or angle jamming is re- 
quired, or both. Those considerations apply equally to search-tyi>e «r track- 
type radars. When, for example, range jamming of the main beam of a 
search radar is desired, a low duty factor jamming may be used if jamming 
can be initiated just prior to the passing of the main beam and stopped 
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shortly thereafter. In this case the system wilt be In a receive condition for a 
major portion of the time. On the other hand, the range Jamming of a radar 
which is constantly Illuminating the Jammer aircraft requires a high duty 
factor type Jamminit which is interrupted only rarely by receiver look- 
through periods. 

The preceding paragraphs treated examples of the types of decisions that 
the mode selector of a programmed automatic jammer is required to make. 
Before the design of the mode selector is Initiated, it is wise to prepare a 
table of Inputs versus responses in order that the capacity required of the 
mode selector may be determined, This table should indicate each input 
signal, the precision to which It is measured, and the resulting commands 
which can be programmed. 

The degree of possible mode selection flexibility is directly related to the 
capacity of the mode selector. There are various approaches to the design of 
the mode-selector equipment depending upon the flexibility of programming 
required. These are shown below. 

Flexibility oj I'rogramminK 

Nonflexible 
Flexible 

Flexible 

The flxed-wired type is useful only when the automatic program need 
never be changed. In this case, the equipment Is permanently wired so that 
certain rombinations of Input signals always produce the same Jammer out- 
puts. This approach cannot be ust-d where It Is necessary to alter any pro- 
gramming requirements because of changing missions or changing tactics 
during & mission. It cannot be used In any but the simplest Jammers, 

The variable'wired type makes use of programming changes achieved by 
plug-in wiring boards which can be changed on a prefllght basis. If program 
changes are required during the flight, these instructions can be stored on 
punched cards or punched tapes, Thi.« approach provides a great deal of 
ojwrational flexibility and can be used when the number of separate deci- 
sions and levels of measurement of input data is fairly restricted. 

When extreme operational flexibility Is required and when the number of 
jamming modes and levels of mettsurement of input data is large, the use of 
a high-speed large-capacity memory such as a magnetic drum and Its as- 

Type Resp onse Time 

Fixed-wired Short 
Variable-wired (plug Long 

In wired program punched 
card or tape) 

High-speed memory Short 
(magnetic drum or tape) 



17-6 ELECTRÜNIC COUNTERMEASURES 

suciated circuitry u indicated, A mngnetic-drum type memory using conven- 
tionii! digital-computer techniques can typically provide the capability for 
making several hundred separate output decisions based upon 100 to S00 
separate inputs in accordance with flve separate programs for penalties on the 
order of 75 pounds, 3 cubic feet, and 50 watts ot primary pover. 

17.2.4 Geographic Prograiumlnit 
It is often desirable to be able to change many of the logic equations as 

a function of geography or to meet changing tactical situations during the 
mission of the Jammer aircraft. Such changes can be made by a geographic- 
program unit which receives positional data from the navigational system 
of the aircraft. Examples of taci.ical «ones which may have differing jammer 
requirements are as follows: 

(d) Friendly eon« 
(b) Early warning zone 
(r) Area defense tone 
(.-/) Local defense tone 
Geographic programming of the automatic Jammer is possible only If the 

approximate geographical positions of these zones can be predicted in 
advance, Also important from a programming standpoint is the fact that the 
Jamming requirements in each of zones />, c, and d may differ because of the 
raid tactics, which affect each aircraft's defense. These tactics fall into one 
of the following categories: (a) mutual support—mass-raid tactics; (b) self 
protection    single-aircraft tactics. 

Some examples of geographic programming will Illustrate the flexibility 
that It lends to the programmed automatic Jamming system and the opera- 
tional needs that It fulfllls. It !s assumed that the aircraft or unmanned 
vehicle b on a strategic bombing mission. 

The mode of operation of the Jammer in the friendly zone a would prob- 
ably be the standby mode or at most the receive-only mode. Upon reaching 
the early warning zone, the geographic programmer would enable the mode 
selector to select only the model of operation that arc effective against rarly 
warning radars and would permit Jamming to be initiated only after a preset 
geographic check point had been passed, (For purposes of over-all raid co- 
ordination or synchronization, a preset lime to Initiate jamming might be 
utilized in place of the passing of a preset geographic check point.) The 
type» of jamming used in the early warning phase might be aimed at de- 
ceiving Ih» victim into expecting a large attacking force to arrive from one 
angle, whereas in reality it is planning to attack from another. This tactic 
might succeed in diverting the defending activity from the main striking 
force. Other modes of Jamming useful in this phase might be those which 
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prevent the enemy from correaly luwcHHin« the strength of the »trlkin« force. 
Nolw iammlnn—borraKe or multl.spot—and multiple false-target deception 
would be Uiteful modes for the.'e ty|)es of iamniing operation. In the cane of 
noise jamming the mutual-support concept would involve many aircraft 
utilizinK nol, e-Jamming modes of operation simultaneously. In the case of 
multiple fnlse-targM deception the mutual protection for many aircraft 
could probably be generated satisfactorily by only one jammer operating in 
this mode, The jammers in the other nearby aircrafi could remain silent itt 
this time or operate in noise-jamming modes, thereby creating » combina- 
tion of multiple faise-tnirget deception and noise jamming on the presentu- 
iions of the enemy early warning radars. The possibility of complete jammer 
silence during the early warning phase should not be overlooked in that it 
may be advantageous to try to slip through a weak point in the enemy caily 
warning net undetected, The use of any jamming by aircraft attempting this 
tactic would, of course, defeat the purpose of the maneuver. 

When the aircraft reach the area-defense «one, the modes of jamming 
described above may still be effective in preventing ihn vectoring of enemy 
interceptors to the bomber's position and the assessmsnt of raid strength. 
In addition, it may be desirable to program the mode selector not to respond 
to tracking radar signals if the jamming of Aearch-type radars were degraded 
by this action. The decision to program the jammer in this fashion would 
have to be made taking into account at least two factors: {a} whether or 
net the jammer was providing protection for other aircraft in this nine, Knd 
(b) the effectiveness of the weapons in the area-delense cone uiiliiing track- 
lng-ty|)e radars vrrsus the effectiveness of the weapons employing the search 
radars. 

On the other hand, in the local-defense zone the programming of the mode 
selector may be such as to favor the jamming of tracking radars to the com« 
plelp exclusion of search-type radars. Modulated noise, inverse modulating 
repeaters, and phase-front warping types of jamming might be most effectively 
programmed in this zone. 

Physically, the geographic programmer may consist of a punched tape or 
puiuhed-card-type memory unit. One section of tape or group of curds would 
be punched with the liutructlonz for the mode selector applicable to a par- 
llcular geographic /one. Separate sections of tape or groups of cards would 
contain the instructions applicable in the other geographic zones, 1'assage of 
a preset geographic check point detlgMted by small increments of latitude 
and longitude surrounding the nominal latitude and longitude of the check 
point would cause the appropriate section of the (ape or groups of cards to 
instruct the mode selector In the modes of jamming permissible for that 
geographic zone. These check points would be established prior to the mis- 
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sinn based on the buttle plan of the particular aircraft and Wüuld be read 
into the Keographic programming unit on a prefli((ht basi». 

A further use of geographic programming is to minimize intcumpatible 
operation between the jammers themselves or the jammers and other friendly 
electronic equipment, Several aspects of the compatibility problem are dis- 
cussed in the following section, 

17.2.5 Interference and Electronic Compatibility 
Electronic compatibility problems arise whenever equipments that receive 

and transmit are used in proximity to each other, The receive and transmit 
functions do not necessarily have to be automatic for a compatibility prob- 
lem to exist. The problem is aggravated when all the equipments In ques- 
tion receive as well us transmit, The problem is further accentuated when 
one of the equipments is designed to jam many of the equipments of the 
HUM lyi't- with which it is required to be compatible. 

The compatiliility problem is broken down into the following categories: 
(o) Jammer to own aircraft equipment (ir'ra-alrcraft) 

(1) Other jumming equipment 
(2) Other electronic equipment 

(/;) Jammer to other aircraft equipment (inter-alrcraft) 
(1) Jamming equipment 
(2) Other electronic equipment 

Interference between the electronic equipment listed above can occur in 
a number of way». These include response of the receivers (fundamental or 
spurious response) to the fundamental or spurious response of the transmit- 
ters, and res|)unses of the receivers lo the modulation products of several 
transmitter frequencies generated in the receiver's rf stage» or mixer. 

There are no simple, all-purpose solutions to the compatibility problem. 
However, attacks on the problem can be made by the use of the following 
techniques separately or in combination: 

(</) Isolation of antennas and equipment shielding. 
(/>) rilli'rin« of transmitter outputs and receiver inputs. 
(r) UM of compatible modes of equipment u|)cration. 
(f/l Time sharing of equipment operation. 
The first of these liemi is governed strictly by the installation of the 

equipment in the intra-uinruft case and by the spacing of the aircraft in the 
inter-uiicraft case. The second technique may be effectively used if the in- 
sertion lo.Hses of the iilters permit utcepiablr reductions of transmitter out- 
put power or receiver .sensitivity, and If the gaps in the jnmmer spectra 
(receive or transmit) can be tolerated. The remaining techniques can be 
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cmf>loycd thiüush the proptr progrummin« of the »ystem tu lewen many 
compatibility problem«. 

It Is obvious that anawpr* to thr compatibility problem must be stated in 
ternu of the actual equipments involved. However, a few examples of ap- 
proaches are Riven which may indicate a means to the solution of a purtic- 
ular problem. The discussion is confined to techniques e and d us applied to 
the iammer-to-other electronic compatibility problem» since these involve 
the programming of the Jamming system. 

Interestingly enough there may be some modes of jammer operation which 
are compatible with certain electronic equipment. If thU is the case, the mode 
selector can be arranged such that, whenever a particular nonJammer equip- 
ment must b« used, the Jammer is programmed into a compatible mode of 
operation. One example of this type of operation involves the bombing and 
navigation radar, At least two frequently used modes of Jammer operation 
are likely to be wholly or partially compatible with this radar. These «re 
pulsed track-breaking repeating deception and mutiple false target decep- 
tion. Thixie modes provide countermeasures effective against tracking radars 
and search radars, respectively. The repeater, such as that described in 
Chapter IS. will have no effect upon the limbing and navigational typo 
radar since the repeated pulse will occur during the radar main bang (intra- 
aircraft case) or in coincidence with the radar echo (inter-aircraft case). The 
only effect of the radar upon the repeater may be degrads*!?n in its Inverse 
modulation capabilities if the repeater Is capable of handling only a few 
radar signals at a time and a degradation in its total signal-handling cap- 
ability if the repeater transmitter is duty-factor limited. These latter effects 
may be entirely eliminated in the intra-a'reraft case by sending a blanking 
pulse to the repMter that is coincident with the radar main bang. This is u 
time-sharing techr/ique that is discussed to a greater extent below. 

The effect of multiple falMr-iarget deception on the bombing and navigation 
radar Is to put u pattern of blips on its presentation which may probably be 
distinguished from land targets by the operator of the radar. ThN situation 
may be satisfactory in all but the worst cases since it is likely that the 
character of false target blips is entirely different from the ground-return 
patterni to be interpreted by the operator. This interference could, cf course, 
be removed in the intra-aircrnft case by blanking the radar with pulses 
coincident with the false-target dedpllon pulses transmitted. The effect of 
the ruchr upon the jammer in this case is merely to use some of its output 
power capability. If this is intolerable, the Jammer may be blanked In the 
Ultra-aircraft case by pulses coincident with th** radar main bang. 

The prweding paragraphs give examples of compatible modes and also 
indicate possible use of time sharing in the form »i blanking pulses. Where 
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no compatible mode» exist, time sharing can also be employed to effect 
compatibility to a certain degree. Consider the case of noise Jamming and the 
operation of the same bombing and navigation ru(i«r. Normally the noise 
Jammer and the bombing and navigation radar would not be cumpntible in 
the intra-aircraft case (assuming Insufftdent isolation and/or ftlterlng). How- 
ever, two types of time sharing could be employed to achieve compatibility, 
The first mesns would be to use the bombing and navigation radar inter- 
mittently for short intervals (perhaps during the noise Jammer look-through 
periods) and to transmit noise the rest of the time. It has been estimated 
that operation of a typical bombing and navigation radar on a Vio duty-fac- 
tor basis may be satisfactory for most bombing rum. Thus, this type of 
operation may not excessively degrade either the Jammer or the radar 
effectiveness. 

Another time-sharing technique which might increase the Jummlng effec- 
tiveness by increasing the jamming duty factor (above the ^o duty factor 
of the preceding example) is to employ a, wide range gate synchronized with 
the radar to blank the noise transmission. Thus the radar could "see" without 
any Interference over a narrow range Increment whose range position with 
respect to the aircraft could be readily adjusted by the radar operator, Of 
course, thir. technique is effective only in the intra-aircraft case. 

Time-sharing compatibility in the inter-aircraft case can be achieved by 
transmitting synchronizing signals on an Inter-aircraft communication link, 
by coding the basic tranümissions by geographic programming, or by time- 
synchronizing the programs of the Jamming systems. The latter technique 
would employ very accurately synchronized clocks in each aircraft. 

17.2.6 Self'TeK Prognam 
An additional feature of prograinmed automatic systems that is desirable 

if the weight, volume, and primary power allocated is sufficient is a means 
of self-checking the programmer. Kelf-i becking techniques should V used 
only to increase the reliability of the JaiiminK system. Whether or not they 
are used wilt largely depend upon the complexity of the programmer and the 
number of jamming modes available. Two major types of self-checking »re 
(1) component-test and (2) logic equation loop input and output check. The 
first involves periodkally programming the mode selector (or the other com- 
imnents) with a test program to determine if all the comixments ere func- 
tional. The second involves u continuous check on the programmed jammer 
to determine if the jammer is actually functioning in the mode programmed. 
If it is not, another Jammer mode of operation is autoniuUiully wlccted, 
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18 
Confusion Reflectors 

A. T. GOBLE 

18.1 Introduction 
The une of device« to produce radar echoes other than those of the proper 

rudur tarueU was proposed (n tht early days of the development of radar. 
Some of the early history and some of the general principles of the use of 
such confusion reflectors have nlready been mentioned in previous chapters, 
Such reflection devices naturally find a wide variety of applications diflkult 
to separate out into isolated chapters, Material to be presented in this chap- 
ter will be an essential part of the next iwo chapters; material to be Riven 
in them could have been Included here but haa been deferred to them. 

In the context of electronic countcrmeasures, the function of any refleclln« 
device basically is to introduce echoes which divert attention Irom the proper 
target! of any radar. In dolnu this, a form of noise Is Introduced Into the 
radur system. The seriousness or effectiveness of this noise is likely to depend 
upon many circumstances and is usually difficult to evaluate. If the proper 
turret is completely immersed in u field of many equivalent false tarRets, so 
that no idcnlilkatlon is possible, the effectiveness Is complete. This is seldom 
the case because the echoes from the confusion reflectors are rarely eeiuivalent 
to those from the proper ItrgeU, but in every case there will be some de- 
gradatlon of the radar system by the mere requirement that the extra echoes 
must lie inspected and rejected. The effectiveness of the countermcasuie Is 
dearly greater when the UlenlHuation of the proper target from the false 
targets is made more difficult. Mere quantity of confusion reflectors will 

18-! 
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often increase this difficulty, Any other technique which improves the simula- 
tion of the proper tarftct increases the effectiveness of the noise. For extmple, 
confusion reflectors are likely to differ from most proper targets In their lack 
of motion. If equivalent mobility is givrii to the reflector, it increases its ef- 
fectiveness, This Is one way in which it "mere" confusion reflector can be 
turned into a decoy. Further discussions of such subtleties are postponed to 
Chapter 20, 

Customary thinking divides the uses of confusion reflectors into (i) screen- 
ing against tracking radars end (2) confusion of surveillance systems. Al- 
though both applications have elements In common, they are relevant to 
different parts of the defense system. Confusion reflectors cannot provide a 
screen that hides a target beyond it. They may hide a target immrmd in a 
cloud of them and they may degrade the surveillance system by the clutter 
they produce. 

Nearly all applications of confusion reflectors are such that the efficiency 
of the reflector is improved by decreasing the packaged site and weight for 
the same radar scattering cross section. Three essentially different systems 
are used to obtain large cross sections for small size and weight. These are: 

(a) Resonant dlpoles—Chaff 
(!>> Nonresonant streamers—Rope 
(c) Corners or other reflective geometries—Angels 

The code names following each are those generally used for the airborne 
versions The more general term used during World War II was window; 
but the term chafj has now nearly replaced this in the language of the United 
States Armed Forces. Angels have found little application because of the 
diffkulty in building units that are sufficiently rigid for dispensing from 
rapidly moving aircraft, They have application in decoys and target modifi- 
cation schemes. 

One of the favorable features of confusion reflectors Is that they may be 
designed to have wideband-frequency characteristics. For example, a single 
package capable of Imitating standard aircraft over a range of frequencies 
from SO to 10,000 megacycles (and probably still higher) is now available. 
It muy not be the most economical package tu use, but i* illustrates the pos- 
sibilities of wide frequency coverage. 

Another feature is their essential simplicity. In fact, the most difficult 
problem in their use by aircraft is providing a suitable dispensing system 
along with the penalties imposad Iwcau.sc of the additional weight to be car- 
ried. Although .i solutiun has IMTH found fur most aircraft, a few aircraft 
systems seem to be quite diftkult to adapt to suitabie chaff dispensing. They 
may not have any space available, or the location of the space may not favor 
chaff dispensing. It usually seems to be desirable to dispense into a region 
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of hixh turbulence reasonably forward. A compartively simple and reliable 
methanis.-.i i.« now available, and standard approved installations have been 
developed for most aircraft. Little servicing is required. The actual labor of 
loadinK the dispensers is not inconsiduibblt, bi't still reasonable. 

AlthouKh the use of chaff has deflnite limitations and although a great deal 
of effort has been put into chaff countercountermeasures, It seems likely that 
as long as pulsed radar systems play a Hignlftcant role in central defense 
systems chaff will continue to be very useful. 

18.2 Theory of Reaponae of Confusion R«flectora 
The return to a radar that results from the scattering of a radar signal by 

a target is most easily indicated by giving its back-scattering cross section a, 
defined by 

Power reflected bark per steradian ,, • ,» 
Power incident upon the target per unit area 

The power per unit area incident upon the target is proportional to the radar 
power, and the gain of the radar antenna and is inversely proportional to the 
square of the range. The response of the radar receiver will be proportional 
to the power reflected bad: per steradian to the antenna gain snd receivi-r 
sensitivity and will also be inversely pro|)ortional to the square of the range. 
It will be seen that u depends only upon the characteristics of the target, 
Another way of describing .» Is that it is an area such that, if ail the energy 
falling on that area were reradiated isotropicully, then the intensity of the 
scattered radiation would be the same as that from the target. 

The calculations of the back-scattering cross section for dipoles and non- 
resonant streamers are somewhat similar and will be considered before the 
colculation for the reflective devices such a» corners, All theoretical work in 
this field has been aimed at finding the liest approximation to the solution 
of Maxwell's nriii equation:1 for the situation appropriate to chaff or rope. 
The incident electric field is taken to be known. Then at attempt is made to 
determine whi>t currents in the conductor of the scattering elements are 
produced by this field. Once these currents are known, the field back at the 
antenna can lie calculated. The real problem is to calculate the currents in 
the conductor since the reradiated field mu;« be considered as much a part 
ol the field as the Incident part. 

18.2.1 Chuff 
For the case of chaff, several theories have been advanced by American 

authors. Undoubtedly other work has been done, but the author does not 
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have HI iess to any other cakulatloiii, In all of these, the scattering chaff ti 
coMidtred to consi.it of a cloud of wire-like dipoles, all of the same length, 
The following additional assumptions are also made: 

(a) The dipoles are separated so far that they do not interact. 
(b) The dipoles are placed in a somewhat random spacing so that the 

phases from each dipole are random. 
(c) The orientation of the dipoles is specified (usually random). 
(d) The wires are perfect conductors. 

The first calculation of this sort was made by Chu (Reference 1). He as- 
sumed that the current was distributed along the wire in a sinusoidal way. 
This implies that resonance occurs when the length is an integral number of 
half-wavelengths. His results gave the value (F/A'J SS O.IS for a helf-wave 
dipole. Th!s value is independent of the ratio L/a, where /. is the length and 
a is the radius of the dipole. The dimensionless quantity o/A1 is the con' 
venient one to use along with another dimensionlcss quantity, /./A, which iü 
the principal independent variable. 

A more realistic approximation is the one used by Van Vleck, Bloch, and 
Hammermesh (Reference 2). In their treatment, the tangential component 
of the total electric fWd (incident plus scattered neld) for a single dipole 
Is made sero. This lead« to an Integral equation for the current distribution 
which is then solved by approximation methods. The values for the current 
distribution so calculated can then be used to determine the value of c. The 
results are dependent on the orientation of the dipole relative to the polarisa- 
tion and propagation directions of the incident wave. The result« are averaged 
for all orientations. The results also depend upon /./a The numerical results 
have been obtained for a wide range of values of L/K* and of L/a. En the 
case of a flat strip (more appropriate to most chaff), one should replace a by 
H'/ 4, where W is the width of the strip. 

Figure 18-1 is a plot of some of these results. The full set of results is 
tabulated in a Standard Rolling Mills report (Reference 3). The following 
points should be noted: 

(a) The resonant length does not come directly at A/2, but Instead at a 
slightly shorter length that varies with the length-io-width ratio, 
L/W. 

(I)) Although it/tf increase)» with W it does so rather slowly; so it is 
more «fficicnl to use dipoles as narrow as possible, provided one 
dors not go in such extremes that the resistance increases greatly. 

(c) The bandwidth of the response also increases with W, This Ircrease 
is small; so, here too, it !* better to use dipoles as narrow as pos- 
alblc and to oiitain Incrmted bandwidth by using varying lengths. 

Figure  1H-1 does not Indicate directly the behavior of chuff lor a given 
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Kiiiup of dipolcs all o( the .snme length its I he frequency la changed, This is 
ahown In Figure 18-2, where the theoretical eclo versus frequency for n unit 
of dlpolu all of the same length is plotted. Et will be noted that at higher 
harmonics there is still some response. There are even important contribu- 
tions in the nonrcsunant portions of the curve. 

Recently, a new method for computing scattering cross sections was de- 
veloped by Schwinger and Levine (Reference 4). This variational method 
ha» been used for a number of »pedal cases (Reference S, 6, 7, 8, and 9), but 
there is no IniMcation that it will lead to any significant differences from the 
Van Vleck theory presented here, 

18.2.2 Rope 
The scattering cross section of nonresonant streamers, rope, depends very 

much upon the shape of the streamer as well as upon the wavelength of the 
radar. The actual conH^uration of a dicpensed streamei' cannot be predicted. 
The only theory published so far (Reference 10) assumes that the full 
streamer can be considered to consist of parts each of which Is a helix with 
a large radius compared to a wavelength. The cross section according to this 
theory is 

_ A7^/2_ (18-2) 

wya   j   ■!■   |    2 

Here K depends upon the form of the streamer eonftguratlon, a is the equiva- 
lent radius of the streamer (a = W/A), K is the wavelength, and y -- 1,781. 

section lor three 750-foot rolls of '/i-inch rope. 
There may also be a small effect when W = A/2. 

Long dipoles are diffkult to store and to 
disperse. Except at low frequencies, rope is 
somewhat inefficient. To bridge the gap, it has 
been proposed to consider tied dipoles, a co- 
linear array, called tuned rope. If the array 

-j-—jjj—jj—JJ^ is truly collnear «) that coherent scattering 
occurs,  the gain in cross section that is ob- 

FIOVM iHj,   Rop«n niever-  Ui[neA |r a nttrrüW re(!!|on perpendicular to the 
»u» rrcqwncy, ,ength le(ldH t0 , ,oss !n ()lhet. d;j.pctj()n!|i  The 

uwfulncs» of this scheme thus depends on the array not being collnear. 
The interaction between neighboring dipoles also tends to decrease the 
echo. This effect decreases the efficiency to such on extent that it is not 
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profitable to use tuned rope for a singlr frequency since so much welKhi 
is required to separate the dipoles. However, if a broadband unit consistinK 
of dipolrt* of various lengths I: bchu: considered, it is possible to separate 
dipoles tuned to the same frequency by using dipoles of other lengths, 
Only a small amount o( the "Inen" material need be used. This brings the 
efficiency to a point where tuned rope may become of use in the low 
intermediate range from about 100 to 600 megacycles (Reference il). 

18.2.3 Corners 
The reflective properties of corners and similar devices turn out to have 

little application in most ordinary situations callSng for confusion reflectors. 
The reason for this is that the tolerances permitted in the construction of 
such devices are so small that light, dispensable units cannot be made. If the 
reflective properties are to be important, the linear dimensions need to be 
many wavelengths long. Under such circumstances, diffraction effects are 
small compared to the geometrical effects. It can be shown* that the value of 
the cross section should be 

* = M/f/A)8 (18.3) 

The effective area A in this equation can be found by considering the inci- 
dent wsvefront, projecting the corner on the wavefront, projecting the image 
iti the corner in itself on the wavefront, and taking the overlapping area. If 
the Interaectlon angles of the faces of the corner differ from 90" by an angle 
of a mdmnü, the cross section will be down 3 decibels if a = 0.3U/A, where 
k ii thg^JgSMtJM?l-on*' sW» of the corner. Because of these rather stringent 
requirements no resüy s-. :. 'factory dispensable corner has been designed. 
For this reason the theory wih not be presented in any greater detail. Other 
reflective devices present similar difficulties for use from aircraft. 

18.3 Electrical Characterisüces 
The previous section has summarized the theoretical approach to the de- 

termination of some of the electrical characteristics of chaff. All of these 
theories apply to idtalized cases only; the artua! situation may bs much 
more complicated. From the standiuiim of the chaff package designer, there 
is little need to look at the electrical characteristics In detail. The user need 
only proceed under the assumption that each package will provide an ade- 
quate echo with any polaricallon in the frequency region that Is appropriate. 

rnif rMcnci of the proof I» Iho nmiumptlon thst til iwrny falllnii on ihr arc« A I» 
rmilUk-ci tuwurd the rsdsr m if by un anlcnrm whldi hau u KUIII »ppriiiirlat« to oni* 
with sn uin-rlure A, Alto HC Reference U, 
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Ht* ihould also know whaf to expect with regard to its mechanical behavior 
(to be dlscussetl in the next section). Fc- the design of pfPclent chaff dipolest, 
the details of the electrical and mechanical behavior are the important (ac- 
to-i. 

18.3.1  Ki>K|>oiin<- wnctit Fr^qupnry 
At this time, there it no better theory available than the Van Vleck-Bloch- 

Hummermesh theory (generally called the Van Vleck theory) lor dipoles and 
the Hloch-Hammermesh-Philips theory for rope; all design» have been based 
on these theories. There are some indications that the theories underestimate 
the response of chaff, es|>eclally In the nonresonant regions. There have been 
no definitive experiment!., although particular chaff orientation» have been 
studied on back-scattering ranges; some laboratory work with small clouds 
of dipoles fiillin« in n vertical shaft has also been conducted. Until bcttei' 
information it nvuiiabk, the predictions of the Van Vle^k theory are likely 
to be used for design purposes, It has been customary to perform field test» 
in which echoes from test units are compared with echoes from unite of 
familiar design as well as with echoes from aircraft. Any effect» (such as 
btrdumtinit) that arise from the dispensing process are thus included, and 
a reasonably significant verification of the proper behavior of the unit I» 
made for several frequencies lying in the nominal range of the material. Long 
experience with such field tests has led to a rather high degree of confidence 
in the performance of regular units and in the designer's ability to predict 
the behavior of more or less conventional units. As newer materials come 
along, more exiensive field tests are called for to establish the behavior of 
these mmerlals. 

The principal problem of the chaff package designer then is placing th? 
proper number of dipoles of the right lengths in each bundle. It has been 
cuslomary to try to denlgn for approximately uniform response throughout 
the nominal bandwidth of the bundle. This can be done in a number of ways, 
such as by using a number of groups of dipoles, each of a different and ap- 
proprlate length and number, or by cutting the lengths so that there is an 
almost contlnuoua variation in length, a "diagonal cut." In practice, the first 
is most commonly used since it is easier to manufacture, The second Is used 
in a few «pecial iases. It is not convenient to design a unit so that the cross 
section is really uniform with frequency, This is not important since aircraft 
show a law variation in cross section and since most radars are not very 
sensitive 10 minor amplitude variations. It is customary to be content with a 
variation of about I ,< decibels in power level from the nominal value. Figure 
IH-4 shows the behavior of a typical example. This figure has been baaed 
upon the Nan Vleck theory and is thus subject to whatever limitation» exist 
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FinuRK IM,   Rcsponnc ol typlinl itUhü'Jiih fkctltoui unit. 

in thlst theory. A» hiw been pointed out before, there ure some reason« to 
believe that the nonresonant response is underestinmtccl by the theory; so 
'.he (rreRulnritles may aitually not be so Kreat anil the response at the blgher 
frequencies may also be underestimated. 

A» Ion« u the individual dlpoiei are Separated by several wevelcnKth« 
and are located at random so that the echoes from individual dipoles are 
noncoherent, one may safely consider the cross section at « «iven trequrncy 
pro(M>rtionoi to the number of dipoles. If the density of dipoles becomes such 
that they are closer touether than this, the interaction between near neiKh- 
bors makes the usual theory inapplicable. In most cases, the effect of Inter- 
actions tends to decrease the value of it from that predicted by the theory 
that neglects interactions. Since the number of dipoles needed to produce 
a given cross section I» riughlv proportional to the square of the frequemy 
and the necessary spacing for negligible interaction is inversely proportional 
to the frequency, it can be seen that the volume of th« cloud required to have 
negligible interaction is inversely proportional to the frequency, Thus the 
linear dimensions are inversely proportional to the cube root of the fre- 
quency. The problem of too high a dipole density, thus, is more likely to arise 
a' low frequencies. For example, at X-lmnd, a volume of about 2400 cubic 
feet is required for a cross section of 600 square feet; at .500 megacycles, a 
volume of 72,000 cubic feet. The first is a sphere '.vilh a radius of 8 feet; the 
second needs a radius of 27 feel. 

1H..1.2 I'.diiri/iitioii Kffwt« 
The Van Vleck theory is ordinarily used with the assumption that 'he 

dipoles ore randomly oriented in space. If this were in fact the case, the 
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polurixatiün of the radar would have mi effect on the size of the echo from 
a chuff cloud, i'.ut the aerodynamics of freely falling strip» (with or without 
a V IMTHI, parullei to the length) does not lead to such a random oricntatior. 
in many cases. The natural way for u dipole to fall is In a roughly horizontal 
position. The elevation angle of the radar also affects the size of the observed 
echo through polarlxution effects. For an elevation of 90' (sighting directly 
overhead), no difference would be observed for horizontal dipoles except 
that there would be a larger than expected echo since there are fewer vertical 
ones. At low elevations, the response with horizontal polarization will be 
much greater than for a radar with vertical polarization. Naturally, there lr 

a gradual transition between the two extremes. 
Attempts to make the orientation more nearly random have consisted in 

weighting the end of some or all of the dipoles. There seems to be no known 
theory for the situation; so what is known is the result of experiment. It is 
likely that very careful loading of the ends could lead to the equivalent of 
random orientation, but it may be easier to load some for a definite orienta- 
tion, leaving all the rest unloaded to fall in a horizontal position. Unfor- 
tunately the more vertically oriented dipoles seem to fall faster than 'J'l 
horizontal ones; so there is a tendency for a separation into two clouds fall- 
ing at different rates. 

Two other factors of importance are the turbulence of the air and the 
distortion of the dipoles. Both turbulence and distortion tend to produce a 
random |)olarizat!on. The first is likely to lead to rather uniform polariza- 
tion soon after dispensing. The second probably accounts for an apparent 
Isotropie behavior of the longer lengths (approximately over 4 Inches). 

Kope is also jHilurizution sensitive, and its behavior Is clearly de|iendent 
u|Hiti the HhajH* of the streamer as well as the polarization and elevation of 
the radar. Most ordinary lircumstances lead to good ech'te» for either polar- 
ization of the radar. 

1H.3..'1 INoiiw Hpeelrum 
The echo from a cloud of chuff is the resultant of the return from a large 

number of individual dipoles. S'lare the phases of these Individual amplitudes 
»re random and constantly ihanging, the echo shows a marked Ructuatlon. 
It is generally assumed that the Huctuatlotu follow a Kuyleigh distribution. 
This means that the fraction of the lime thut the power lies between /' and 
/'  I  d/'is 

/(/') (W   - (1,7',,) exp (     /'//'„) dl' (18-4) 

Tin1 rapidity of variations Is not indicated by this law; so It must be ton- 
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lidered separately. It Is possible that it» spectrum mixht be used for discrim- 
ination. The fluctuation rate Is determined principally by two processes. The 
first of these has to do with the rate at which th? chaff cloud spreads later- 
ally a» a result of turbulemv and irreKularitles of its fall. The other has to 

KUIUSK 1B-5.   Krcquvmy »ptrlrum« «f «hi) niKtuntiiiiiH. 

h 11.11«;  IK-d.   NormilUstion of Curve A (mm Ukurr 18-J. 

do with the rate of rotation of individual dipoles while fallinit, since thin 
thnnKes the amplitude from each Individual dipole. The first changes the 
phase of euch individual amplitude and the second the nwgnltudc of each 
amplitude. As one would rapect, the fluctUHtions are irreKular; so the Fourier 
analysis will «Ive a very broad spectrum. Figure 18-5 shows such a spectrum 
based u|Min measurements made at the Radiation LulMmitory during World 
War 11 (Reference 13). It will be noticed that the actual spectrum is quite 
(Irpcmlcn! upon the circumstances. Curve A refer» to chalf dropped In still 
air front a blimp. Curves H, C, and D refer to increasingly turbulent condi- 
tions, with /' for guilty all having velocities varying up to 25 mph. The 
maximum occur.« at a frequency of xero, of course, and falls off in geueniily 
the same way. For a given set of conditions, one would expect corresponding 
signal densities at frequencies proportional to the radio frequency of the 
radar. It should then be possible to normalize such a curve for all radio 
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frequenciei. Figure 18-6 .shows the imrmiillaition DC curve A from ViRWc 
18-5, If /„ h the frequency for which /'"(/„) /"'(O) ^ )/*, it can be »cer. thitt 

/„ = /,7/37S       or       /„A = 80 cm cp» (IS-S) 

Here /,/ is the radar's radio frequency in meKacycle», Umler many conditions, 
/a will be somewhat hither, us shown by curves /<, (', and !) in Figure 18-5. 
These data arc also confirmed by experiments perlormed by the Radio Re- 
search Laboratory during World War II, These measurement» were made at 
515 megacyciei (Reference 14). Since the flue Urn lion." are due to Ih« lateral 
motion of the dipoles to quite an extent, one should expect the velocity of this 
lateral motion to be related to the lluctualion frequencies. It can be shown 
(Reference 13) that, if halt the relative velocities lie between —V and i I», 
then 

v — 0.2KjH (18-6) 

The value of 16 centimelirs per second ~ J/j feet per second is »mailer than 
is usually observed, but it was obtain«! for very still air and should not be 
considered typical. The I'lKure at least has the ri^ht order of maKnitude. 

Another way of lookln« at the same matter Is to note that the return u) 
any instant will be correlated to some extent with the return at a previous 
time. When r is small, the correlation is very good; when T is large, the cor- 
relation is poor. The correlation will fall off rapidly about where m = l//o. 

The echoes from aircraft show a similar fluctuation, but they differ in 
several respects, The lluctuations are caused by the dwnglng aircraft aspect 
with rcapect to the radar. The change in aspect Is due to the aircraft's trans- 
lational motion and to pitch and yaw. In addition, vibrations of the structure 
contribute to the lluctuations. The latter effect is much smaller for jet «ir- 
craft than for propeller-driven aircraft. Well-known strong components exist 
in the noise spectrum of such signals at frequencies which are multiples of 
the propeller frequency. This is culled propeller modulation, and Is partly 
dut to the effect of the rotation of the propeller blades and partly to the 
vibrations from the motors. The combined result is that the spectrum of an 
aircraft echo is »early a RayleiKh spenrum with /„ somewhat smaller than 
for chaff (r« somewhat longer), with certain vibration peaks .».uperlmposed. 
Any of these features may help to diatinguiiih an aircraft from chaff, but this 
may be quite difficult to accomplish ll the echo from the aircraft is immersed 
in the echo from many bundle» of chaff in trail along the railwr beam, ll Is 
this difficulty that may protect an aiicrafl from a tracking radar. 
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1(1.4 Mecluintcal (]h«rHrl«rlitict 
The mechtuilciil charactcrlsllc» ol chuff have been quite difficult in deter- 

mine. This I» purtirulmiy true of the details of the behaviur of iMdivid;;;;! 
dipoles; it al.no applies tu some extent to the general motbn of chaff clouds. 
Part of the diftkulty is that the behavior is dependen« to a considerable ex- 
tent upon the state of the air in which the chuff is falling. For example, very 
turbulent air leads to more uniform polarization than quiet air; and measure- 
ments of the rate of fait are often confused by vertical air currents (it is not 
uncommon to find chaff clouds rising rather than falling). 

At the present time, one can expect to provide a cross itection of 50C 
square feet at one frequency for about 0.1 pound and 2 to 3 cubic inches. To 
cover 3 octaves requires about 0.3 pound and 9 cubic inches. These figures do 
not scale very well, but they give a rough idea of the volumes and weights 
required. There has been steady progress on this point, and one may expect 
even higher efficiencies in the future. 

The rate nt which a unit disperses into u cloud is particularly dependent 
upon the wuy the chaff is dispensed. In many cases it spreads almost instantly 
to ti size sufficient to product a full echo, Under other circumstances it may 
require up to several seconds for full development of the echo. Rope must 
unroll to give a full echo, so it requires a noticeable time. Dispensing into a 
highly turbulent region contributes to the quick development of the echo. 
After the initial dispensing operation, a free cloud of chaff tends to spread 
at a rate of about 2 feet per second. If the chaff is in a region in which there 
are velocity shears, the spread may hi- quite rapid. 

Laboratory studies (References IS, 16, and 17) and field tests show a 
wide variation for the rate of fall of chaff. Values as low as 120 > SO feet 
per minute t. aa high as 500 ± 200 feet per minute have been observed at 
low altUudes. ii seems clear thut the higher velocities are associated with 
vertically polarized dipules and the slower velocities with horizontal dipoles. 
This makes the clouds tend to separate into a horizontally polarized .loud 
above a more rapidly falling vertically polarized cloud. Perhaps a figure of 
200 to 300 feet per minute la a good value to use for an average figure at low 
altitudes. Since the viscous drag on an object is given by 

/?„ = Jpv«^ (»8-7) 

and the terminal velocity corresponds to 

/■'„s weight (18-8) 

one can see that the rate of (all should vary Inversely us the square root of 
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the flen.sily of the uir. Thiuat 40,000 feel, where the density I« roughly one- 
fourth thitt a sea level, the rate of fni! should be twice a« greut. I'resumAbly, 
the luterul spreading rate will also Increase with altitude. 

The over-all history of u typical unit of chuff can be summarized as fol- 
low-,: 

(a) Upon being dispensed, the packaKe opens almost Immediately and a 
chaff cloud develops. The shape Is very dependent upon the exact dispensing 
conditions. It may have a diameter of about 10 feet and a length of about 
50 feet. The echo at .S' band and hlghe. frequencies In nearly full size almost 
immediately; the echo seems to grow around that of the aircraft and separates 
front It as the chaff Is left behind. At /.-band and lower frequencies, especially 
where rope is Involved, it may require several seconds for the full echo to 
develop. 

(b) The echo then continues to grow slightly as the chaff cloud spreads 
out. The cloud may then gradually tend to separate into the two clouds 
mentioned before, with the horizontally polarized chaff ebov* the vertically 
polarized material. No very serious change will take place for an interval of 
about 5 to 10 minutes, The cloud is still smaller than most radar pulse pack- 
ets. 

(c) As time goes on, the cloud may spread in slae to several, and pos- 
sibly many, pulse packets. Thus, its echo is diluted and spread. A vertical 
separation between the two polarization directions will be signiftcant and in- 
dicate that the whole cloud will have fallen through several thousand feet. 

(d) After half an hour, the effects of falling and spreading are likely to be 
so severe and so uncertain that one cannot depend on the chaff at all. How- 
ever, there have been many cases in which effective clouds of chaff have per- 
slsted much lunger. 

I8.S Materials um! M^lhoii» of Manufar-luring and DUpctnsing 

18.S.1  Suiii.lurd M.ii, .•1..U 
The standard mateilal for the production of chaff Is aluminum foil with a 

thickness of about 0.0004S Inch. It is cut into strips of various widths such 
as 0.0M inch, 0,016 inch, and 0,008 Inch. Even narrower cuts have been 
made, but they have not been Included In any standard packages yet. 
Ordinarily, one dtpale is given a v-bend to Increase its rigidity. This is done 
by the cutter. The cutting machine is built very much like the cutting portion 
of a lawn mower. It has a rotating cylinder with knives that cut the (oil 
against a fixed blade. The wid!h of each cut is determined by the feed rate 
of the foil into the cutting head. The v-bend is produced by having every 
other blade on the cylinder so dull that it simply bends the foil over without 
cutting it. Several layers of foil can be cut at the same time. The width of 
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the w?b uf foil determlneH the orlgiiicl li-nmh iif the HtripR, but the flnnl 
lengthH are determined by i »rming the correct numbtr ti( them Inli; a bundle 
and then cuttln« them In a Kuillailnc cutter, DlfncultleN would ariw In 
weldinK the foil un stub cutü of multllnyerR of foil or In the guillotine cuttinit 
procMi if it were nut for the f»ct that the foil In coated on one tide with a 
thin film of waxes called "«Up coating/ Thl» aUo «een« to lubricate the 
knlvex. Where weighted dlpoleit are wanted, additional «dips uf a lacquer 
luaded with lead powder are printed un the foil, Thin In called "ittrip coating," 
When the full it cut to length, the lead pruvidei the additlunal weight tu turn 
the dipole», Ordinarily the strip coating 1« put un only one ülde. 

The variuuü bundle« uf dlpole« arc kept In paper wrapper« after they have 
been cut tu length, They are then (iM«embled In a cardboard «leeve, uxing the 
pruper proportion« of various length«. The «leeve I« deNlgntd to be held closed 
by two tape« which make up a part of the dispensing «ysteni. In thi« system, 
the tapes are turn off Just a« the package is dl.-ipense<i. This permits it to 
open as It falls and to spill out th« dlpules. On uccaMur.s, special units are 
prepared for hand dispensing or fur tapeless diipMtoifo Appropriate sleeves 
are ;hen used. 

Rope Is now uhuaily combined with dlpolM, although during Wurld War II 
it was used «epamtely, The standard material now i« a roll of plain full, Cl- 
inch wide, 0,00045 Inch thick, and 7*0 feet long, The roll« are slit frum ■ 
wide web and wound on light aluminum ring cures, A l!j<lii paper tab is at- 
tached to the outer end, and the roll is then placed In a light cardboard 
«leeve. Three ur more of these mr liknly to be used in each unit, Following 
dispensing, the roll starts unwinding because uf the drag u( the paper tab. 
As mort and mure of the streamer unrolls the drag un the whole streamer 
suppurts it und the weight uf t'^o core makes the unwinding complete. Even it 
the foil break«, it is likely tu cuntinue unrolling unleHs there was severe weld- 
ing uf various layers of the roll. 

A diagonal cut of dipoles in the 400-megttcycle 'egion can be obtained by 
making a rttdioi incision, approximately ■):i inch deep. Into such a rop« roll. 
Originally, the stock of dipoles so furmed was simply le.'t arouiul the rop« 
(of course, enough extra foil was wound to make up for this), but now a 
separate cut is made and the dipoles are then wrapped separately, 

18.3.2 Spniul Materials 
In orde1- to 'ncreusc the efficiency of chaff, varlou« other nwlcrlal« have 

been tried, Many of thtw KIIII nhow prom'sc for uite, and some urc lining 
adopted. Kxumple« are given below; 

(H) Oil',«'1 fiber«   coated with silver by chemical method« 
(b) Glau fiber»   coated with aluminum by dippinu 
{;•) Conducting glas« fiber« 
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(;l) UliiKH lube* v>Uh a con'iuctlni« eon 
(() Iusrd i|uartz tube» with a nMulurtinKcore 
(/) Mylar with full laminated tu it 
(K) Mylar with metal depuNlted un It 
(A) K'HIHH til/or yarn with «liver dp|)(mlted by chemical method». 
(/) (IIHUI« liber yarn »pun with a fine wire 

Th« IM( foul nm'crial'« are u»ed prlncl|ially in ex|ierimental rope. Example 
il>) ha» been incorpurated into the »peelAcatIon» fur the RK-Ö6-AL unit. 

IH.A.ä l)U|icn«inii äyeient* 
The standard (!!»pen»inK »y»tcm ha» been mentioned already. It» action 

depend» upon mounting the package» of chaff on t'.vo parallel tapcj of rein- 
forced paper tape about I'A IncheHwI.fe, nncl 4% incheiapart. A »Ingle Ion« 
' 'iiKih of the ta|>e(t material» containing from 100 to 1000 unit« can be «lored 
HI bin» mounted appropriately In the aircraft. If more than the content of 
one carton I» needed, the tape» can be »pllced. A »tripper n echaniam («uch 
a» the ALI'.-Ci) then pull» the two tape» at the »ame rate, 'I hi- i» accumplUhcd 
by a pair of double pulley driven by an electric motor. Th«1 motor of the 
»tripper can run at a wide variety of »|ieed»; the di«$ien»lnM rale can be ltd- 
Ju»ted lo appropriate value«, An intervalomeltir, or other p*oiiramr.;r^ de 
vice, can be u»ed to provide a programmed dl»pen»iiig pattern It am a'v 
be arranged «o that the diapenJng [mlinn can be choRen manually In iiUlii. 
A« each tape I» pulled down by the pulley» of the »tripper, they are pyjl ^ 
out of the faKtening of the chaff »leeve, The package» then fall down UM 

chute and out of the aircraft. Since the »leeve I» no longer fattened, It o^cr 
In the »lip »tream  (or even whi> 
falling  down  the  chuic).   relent 
the chaff. Figure 18-7 I« a »ketch  >' 
the general  form of muh  ln»lalla- 
tion». 

Tapele«* packaglni; and dUpcn 
Ing ha» been nroyliM lop certain 
ln»tallatlon», »uth a» 1«» torn* of the 
decoy» dUijUKsrd In Chapter 20. 
Other «pedal ilSpMi^iiM problrm.« 
call for P>|I.'I In! »yxtem«, Two notable 
example« are lUiwnxIng from air- 
craft traveling at «|)eed» in exce»« 
o( Math ! and fur ward-launched 
dl«penMlng. No «landard installation» 
have «o Iff berii determined for dl»- 
pcnilng at high velocltiM, though 

Kiinm.it,..'     >lipenMr tyilrm. »everal    experimenlid    »yMtem»   are 
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being tried. Forward tnunchiiiK, as discussed in Section 18.6, is accomplished 
by the use of rorketi «uch as the ALE-9. It connists of a rocket with a pity- 
load uf about 10 units of X-band chuff packed Into a cylinder, about 3 inchpt« 
in diameter and 2*/, feet long, made of plastic, Ten separate cherges explode 
in sequence ilcng the ^xis of the cylinder, startin« at the nose und then dis- 
pensing a trail of ten units as the rocket moves ahead of the alrcratt. The 
effect of this launching is discussed later. 

18.6 Taeliral Contliieratlona 
The threat to aircraft that chaff can be expected to combat comes from; 

(a) Radar-controlled antiaircraft guns 
(6) Radar-controlled ground-to-air missiles 
(c) Radar active-seeking missiles 
(d) Fighter aircraft making use of: 

(1) Ground control based on survuillance radar information 
(2) Airborne intercept radar equipment 

The equipment involved in (a), (6), (e) and (d-2) fall into the class of 
tracking radars; the equipment for (rf-1) Is of the scan or surveillance type. 
Perhaps one should also point out that even local defense using tracking 
equipment require the background information from surveillance-type radars 
for full effectiveness since proper target assignment can seldom be made 
locally and since acquisition of a target is difftcult without "setting on" in- 
formation from scanning type equipment, 

It will first be considered how chaff may be used against tracking radars. 
The classic situation for the use of chaff considers either a conical scan or 
monopulse radar of high resolution (about 20 yards in range and '/* io 2 mils 
in both azimuth and elevation). Such high resolving power does not properly 
indicate the size of the pulse packet. It is likely to be several degrees wide 
by 100 yards or so in range. A chaff unit dUpensed within such a ceil will 
produce an echo mersing with thut of any other target within the same pulse 
packet, A trail uf chaff units spaced not much mure than a pulse apart pro- 
duces a set of echos in trail from which it is difficult fur a radar to separate 
any normal target. In the ideal situation an aircraft following in a chaff trail 
already laid would not be resolved, and «nod tracking imormation for anti- 
aircraft guns or for missile guidance could not be obtained. In many respects, 
this is equivalent to other types of noise introduced into the radar signnl. 
The situation is also not really changed when the radar is in a moving vehicle 
such as In the case of an Al equipped Aghter or a homing missile. 

Perhaps (he principal weakness of this situation U that It is so difftcult to 
realise. Some preceding dispensing vehicle is required, Once the trail Is pro 
vided it may become very difficult to liv in it or close enough to it to obtain 
protection. This may be the result of navigational error or simply because 
the assigned mission may not i>ermit It, The trull alone seems to offer only 
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limited protection to the (lispen.sing aircraft. However, there wem to be 
numcrouH cases in which a suftkient degree of confusion was introduced to 
seriously degrade the action of the radar and It is probable that the trail of 
chaff will produce a bias in the Indicated position of the aircraft unless an 
effort is made to overcome the effect, If the operator is using manual or aided 
IrackinR, he need only track the leading elge. In automatic tracking devices, 
simple circuit modiftcations can accomplish the same end. This is perhaps 
the simplest form of antijamming. 

The problem of protecting a single aircraft from a tracking radar thus 
poses a problem and some so?» of forward launching seems called for. Such 
a system launches a rocket In the direction of the flight path. The effect to 

Kiiii'Ki. IHK,   (jromctrlc rristlon of (iirwird-launchH chifl to slrcndi und ruditr. 

be expected Is Indicated by Hiure 18-8, The line abedejx Is the path of the 
aircraft with b',c', d' the i>aih of the rocket at correspundlng times. The dots 
between c' and d' ir.Jicate the separate burst« of chaff. The radar does not 
note the chaff until the aircraft Is at t, It then gets the chaff signal along with 
the aircraft; and under the conditions that (1) the chaff is In the ninge gate, 
(2) the chaff echo Is larger than the aircraft echo and, (3) the distance be- 
tween the aircraft path at point c' is less than one-half the beamwidth of the 
untenna and at point (/' Is greater than the beamwidth of the antenna, the 
radar concludes that the aircraft is at ff, The rest of the way along the path 
the radar tracks the position of the aircraft Incorrectly, When the aircraft is 
actually at /, the radar track Is ut /'" and when It gets to g, the radar tracks 
it at C By the time the aircraft reaches A, the radar will have lost ■( com- 
pletely; i.e., the chaff may have produced a breok-lock. 

The effect of chaff on surveillance ty|»c radars is next in order. It is diffi- 
cult to provide enough chaff to screen an aircraft completely. To do this, 
there must be a unit of chaff in each tMolution cell of the ludar as for a 
tracking radar, and, In addition, the chaff should be spread In width as well 
a» in length. This means many more unit« are required for surveillance 
radars than for tracking radars. One factor working in the favor of chaff 
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Suwever, is that »urvelllance radars usually have much larger pulse packets, 
In addition they seldom have K»od height discrimination (unless height 
finders are added); it is not necessary therefore that the aircraft be at the 
same altitude as the chaff, 

Rather than hope for complete screening, It seems more likely that pro- 
lectiurt can be obtained by simply confuning the air situation us seen on the 
I'l'I »cope of the radar. For maximum effect there should be a sufficient num- 
ber of chaff echoes to saturate the discrimination power of the radar system 
and operators. Each echo must be examined in some way or other from sweep 
to sweep to identify proper Urgcts. Certainly the presence of many chaff 
targets can only make the normal GCt procedure more difficult to carry ou:, 
thus degrading ihe syitxm. Som« sort of randomness in position is especially 
desirable, but hard to accomplish. If one could provide unmamed vehicles 
to sow In advance, as proposed by Hult (Reference 18), or if a previous wave 
of aircraft could sow confusing patterns of chaff for a later wave of aircraft, 
a very high degree of protection could be obtained. Perhaps this is one of 
the useful functions of decoy systems yet to be discussed. 

Another type of protection obtained is concealment of the size of an at- 
tacking force, A few aircraft may be made to simulate a much larger strike; 
and, conversely, if a pattern of heavy chaff sowing has been followed, a reduc- 
tion in sowing rate may give a picture of a smaller force than usual. If the 
enemy overestimates the strength of a stiiking force, he may commit a much 
larger portion of his defensive strength than he should. The enemy may thus 
be left too weak to make a proper response to the main fore«; coming later, 

Uefore proceeding to the track while-scan systems it Is well to point out 
that a single aircraft dropping chuff may only increase its chumr of detection 
at maximum range and then mark its trail for the enemy. Hut it may muke 
the eiu-my apprehensive of other arriving nircruft and he may hesitate lu-toi-r 
assigning the proper force against the one target. This itself may make the 
chaff worth while. 

Track-while-scan systems are beginning to appear as part of the rudur 
technique. In these systems, the tliu« pNMnted for over-all lurvelHanc« ob- 
servutions are given In such detail and with such ».solution that use'ul 
trucking Information can be obtained. It b possible to use lock-on techniques, 
und a lyetem of this sort can track simulinneously quite n number of separate 
targets. Usually the precision of Mich tracking is not us great us for u stand- 
ard trucking system, but it may still he quite enough for missile guldunce. 
Of course, the same sort of scrrrnlng that will work with u Intcking rudur 
will work with u trnck-whll. scan system. The decreused resolving power may 
even call for smaller amounts uf chaff, Hut even if a pioper tiuii cannot lie 
provided, all extra targets will help degrade the system since they must be 
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exumlnt'd at leut once before they are disciirdcd, If anougb chuff cim he 
provided, nriouidlgrkdttton miiy occur, 

There is no attempt to treut u!l sittuKinns or Reometrie!« in HUM ücction. 
Single aircraft, multiple aircraft, »uccecdinK waves of aircraft, varylng 
cauriei, chungin« response by the enemy, and many other factors provide 
for many Interesting opportunities for the use of chaff. The reader may well 
wish to think out what will happen under some othdf set of circumstances 
than those indicated here. A simple example might be the case of a beam 
or near beam approach by a fighter with AI equipment. Many other examples 
can be thought up eaxlly. It is hoped that several such exercises will give the 
reader a chance to see why the term ''weapon of opportunity" Is used fur 
chaff. 

One final point for this section is to consider the computability of chaff 
and jamming, it should seem clear that. In general, the use of one will not 
hurt the use of the other. One can think up examples in which this is not the 
case, but, in the actual environment of conflict these «pecial casei« are not 
likely to i'. HIT nor are the must effective antijamming measures likely to be 
taken. In any case It is clear that the broadband possibilities of chaff help to 
discourage wide-range frequency shifting, thus backing up any Jamming pro- 
gram. Conversely, the threat of jamming tends to discourage a number of 
antlchaff systems, In each individual case the combination is very likely to 
be an improvement over either one. 

1H.7 AntlJiiniinlnK 
The problem o' antijamming (A-J) of chaff can be thought of either •« 

discrimination between chaff and target or ellmlnution of the chaff "noise." 
The two are esentially equivalent. It is easiest to describe procedure in terms 
of iliv i imiimtmn, but this Is only a matter of convenience. The basi» of dis- 
crimination may be any feature of the chuff echo which differs from that of 
the target, A number of such features are; 

{it) Lack of motion 
(li) Different (luctuatiuncharacteristics 
(r)  Uifferenl polnriaation characteristics 
(d)   Ü'   -rent echo siie 
(c) Sp tl position 

How such a lack of equivalence to an aircraft can be used depends in de- 
tail upon the radar system. Where the system normally uses an operator all 
of the line details of dirferencei observable by a person may be put to use. 
An individual can do a great deal of inlegratiim and sorting and i! is almost 
a truism that "a well-trained operator Is ihc very best A-J device of all 
against chaff." Hut it is possible to saturate the sorting ability of even the 
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be.-.t-triincd operator, The differenres nwy HI.HO be suffklently obscure »o 
that the deluy» in discriminntion may umuunt to u i rious degradatiun of the 
lystem, Of course, in the cu«c oi CKtreme dlfflerenr echo ilsie an operator 
will have little difficulty in picking out the chaff, itcira {b), (c), and (d) 
should in principle funuj-h useful discrimination, but it has not been generally 
practicable to depend on them except In the case just mentioned above. One 
other case in which the echo size may play a role occurs when the dipole 
orientation is so poor that a very weak return is obtained. The lack of motion 
of chaff or its special position have seemed to present the most useful weak- 
ness to exploit for A-J purposes. 

A number of schemes for moving target Indication (MTI) are In use. The 
common ones depend upon pulse-to-pulse cancellation of Axed targets. In 
order to have some difference for moving targets so that the cancellation is 
Incomplete, It is customary to use the doppler shift in frequency resulting 
from some radial component of velocity. If the returned signal Is mixed with 
one exactly like the transmitted signal, a beat will result, This fluctuation of 
signal makes the substraction of two sequential seta of echo give a non-zero 
mult fur moving targets and a zero result for stationary targets. The com- 
parison signal may lie obtained by using the continuousiy running local oscil- 
lator to control the transmitter frequency, or it may be obtained by using a 
reflected signal from a stationary target. The first type is referred to as a 
coherent MTI and the other is culled a noncoherent MTI. The latter can 
only work if there is a stationary target to provide the comparison signal. 
Chaff itself might provide this target, Some radars can be made to change 
from coherent to noncoherent operation and back at will. 

Such MTI systems arc not perfect, though they may provide «Ignilkant 
and useful discrimination. Any tangentinlty moving target is essentially a 
fixed target and will nut be seen. There are also certain radial velocitiei for 
which no target will be seen. These "blind velocities" are those for whlih the 
beat frequency is an integral multiple of the pulse repetition frequency. Then 
the beat produces no change In pulse shape and there will be full cancellation. 
These velocities are those for which the frequency shift At- as np, where p 
is the prf and n Is an integer, if i» Is the radio frequency of the radar, v, is 
the radial velocity of the target, and e is the velocity of a radar signal then 

AV = VuVr/C (IH-9) 

Thus the blind velocities are 

i»r ~    np    c (1K-10) 
id 

To get a feel for these speeds note that for .S band {>■» ~ i X 10" cps) and 
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a prf of 300 per gvrond the first blind velocity is about 100 knots It Is de- 
sirable to keep n as small as possible^ that is, to make the b'ind speed: as 
high as possible, This may be done by increaslnK the prf or by decreasing the 
radio frequency. If the first is done, it shortens the unambiguous range, and 
if the second is done, it decreases the resolving power with the same sixc 
antenna. Thus the need to counter chaff calls fur measures which degrade the 
quality of the radtr. In addition, the problem of winds aloft may make it 
Impossible to eliminate the chaff targets. These wind velocities may be quite 
high. Besides this, they may be different at different altitudes, which prevents 
any compensation scheme from being univcsally effect!v«*. It should be clear 
that the nature of chaff dues not make it useful nttninst a continuous-wave 
doppler system. 

The situations discussed are nearly «II dependent upon the effects of the 
atmosphere. In the case of operations outside the atmosphere, these effects 
no longer hold or arc changed markedly. Kven the lightest chaff tends to con- 
tinue in a free orbit at full orbital velocities. The very slight drag produced 
by upper remnants of the atmosphere can slviw itself only as a very small 
effect that can be observed only as it accumulates over a long period of time. 
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Target Masking and Modification 

J. 11. VOUELMAN,    R. K. TI'.OMAH 

19.1 Ci«ii<9raH<uii«UleraUonis 

19.1.1 Natur« of the Problem 
This chapter CICHU with apprupriute technique« for urtiikially udjusting 

the magnitude uf the parameter a, the echoing urea or radar cruu aectiun, 
which occur» in the radar equation. 

Here a i» deßnrd in the convcntlonal manner to be the am» of an 
ixotropic acatterer which woulti produce the Käme echo a» the actual tiir- 
get in the diroctlon of the radiation lourcc. Thist in the monoatatic cane, us 
distinguished from the bislutic one for which the radar return of interest U 
In a direction other then thai of the source. 

Due to the complex muurc uf most target structures uf interest, a will 
vary over a considerable range as a function of viewing anglr and polarisa- 
tion. For the purposes of this chapter, unless otherwise stated, these 
quantitiac will be curwidcred us constant in the evaluation of changes in u 
due to the technique* under consideration. Since the maximum range of a 
given radar is projxsrtional to the fourth rout of </ for a nonextended 
target, it is evident that large changes arc required in this parameter in 

19-1 
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order to produce a signitiniiii effect. A .hange tmy be made in either di- 
rection, depending upon the nature of the desired result. In those situations 
where the Intent is to elude radar detection by becoming "invisible", 
the change must lead of course to a reduced value of the echuini area. 
There are circumstances, however, when, in order to alter the natural radar 
presentation, it is desirable to increase the echoing area so that targets 
will appear where none would normal'v show For example, for non-normal 
angles of incidence, the echoing area of bodies of water is very small com- 
pared to a land return, Bodies of water appear as blanks on the radar 
scope, and often serve ns navigational aids, If the echoing area is properly 
enhanced In these regions, the radar return level relative to that of land 
will be increased and the navigation aid would be removed. 

The means by w'nch the echoing area may lie reduced are purely passive 
in character, whereas the methods for Increasing the echo may be either 
passive or active. In the active case, the technique centers oround the 
electronic generation of signals shaped and timed to correspond to the 
signal characteristics of the illuminating radar in order to preserve a natural 
appearance on the scope. The required increase in a is obtained by chous- 
ing an appropriate power level. In the passive case, the returned signal is that 
of th« originating radar and the entire emphasis is on concentrating the 
reflection to as high M extent as is possible. Insofar as target reduction Is 
concerned, the method consists of absorbinit cr preventing a coherent return 
of the incident radiation. 

19.1.2 Dlsllnciion beiween Ground and Airborne Targfl Masking 
Since the background of an airborne target is quite different from that 

uf a ground target, a difference in technique may be ex|)ected in the detection 
and prevention of defection for the two ca^s The airborne target is com- 
paratively isolated In free space, and there are no competing returns, in the 
absence of extraneous decoys, to hamper the identiflcatlon of the Imiwrtant 
tarp"». The use of such schemes is covered in Chapter 20; for the pur- 
poses of the present chapter, all airborne targets will be considered to 
be genuine offensive weapons for which a reduction in radar cross section 
would be a desirable advantage. The design objective in this connection 
would be to minimize this quantity to the greatest practicable extent, the 
limitations being due to the size and weight of the absorbing material 
required to do the job. With the present slate-of-the-arl, odequole1 broad- 
band prutevlioii would Impos* a svvere penalty on the flight characteristics 
of a large aircraft if the attempt were made to cover it with absorbing ma- 
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terial. The use of structural material having absorbent properties is an- 
other matter, and will be treated in Siciion  19,3.3 of this chapter, 

It should be noted that an ultimate lin.Katiun on the radar cross section 
of an airborne target is set by the elecU >nic transmitting and receiving 
equipment on the aircraft. Radar and cominmlcations antennas, which of 
course cannot be covered with absorbing material, create a residual cross 
secthn of about ter. square meters. This would be the irreducible minimum 
value of a, nnsuming perfect absorption everywhere else. 

Airborne target reduction must be effective against bistatic radars and the 
absorbing material, consequently, must preserve its electrical characteristics 
over a wider angular region than would be requircl for the protection of 
ground targets. 

In the absence of absorbing materials, the scatterhq from an sirframe 
can be divided into contributions from three types of surfaces: 1) doubly 
curved, 2) singly curved (cylindrical), and 3) flat surfaces. When the 
radii of curvature and surface dimensions are large relative tu the incident 
wavelength, the scattering becomes more sharply focused. In the limit of 
geometrical optics, purely specular reflection is observed. 

An Interesting technique for altering the cross section of an a'rborre target 
consists of modifying the surface configuration according to tie pnnciples 
of geometrical optics in such a manner that large reflections a e diverted 
to unimportant regions of space at no increase in magnitude. By lid» means, 
as a typical example, it has been possible to obtain a 10 to 1 eduction 
in broadside cross section in the horixontal plane at the expense of thv?e per- 
cent Increase in frontal area, The aircraft surfaces are altered s-.. UM the 
Incident radiation is reflected at angles of about 20 degrees above and kVtlow 
the horizon. 

The data taken In this connection were obtained by optical techniques in 
scale models and have been found in good agreement with calcuhtcd valu«^ 
as well as those measured by true scaling of model and wavelength. I'h. 
10-decibel Agure mentioned above corresponds to the practical modification 
of a conventional aircraft. Being bused on the limit of geometrical optics, this 
approach is of course only valid for wavelengths very small compared to 
«irplane dimensions. 

The suriatcs of nlrframe» are prescribed by aerodynamics and hence the 
change in contour, i.c,, convefiiom to flat surfaces, required by the method 
mentioned above find little application, Hwevcfi in the absence of re- 
itrictions on allowable orlentntions and shapes, the control of scattering 
by  rrllecting surfaces  may  be compttitlvt with control  by  absorbers. 
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Ground turgets are situated in im environment which KencrnUy produces a 
viiriety of reflection», one important exception occurring *hen the "Kround" 
iu the surface of the sea, Since the desired objective is to render the target 
as inconspicuous ns possible, the means of accomplishing this will usually 
be more complex than the mere reduction of the radar cross section of 
each component of the target. To biend in with the surrounding terrain, 
various portions of the target may require no treatment or enhancement, 
either passive or active, The situation is quite different from that of an 
airborne target, which stands out against an empty background. 

19.1.3 Llmltatloni an SIK« of 'IWfift 
As stated previuuHly, all other factors remaining equal, thü range of a 

given radar is proportional to the fourth root of o, the radar cross section. 
There may be cases, however, where the natural value of » Is so enormous 
that, even when substantiauy reduced by the various available techniques, 
the resulting radur range is more than adequate. As an example of this, 
consider a large ship which would have a radar cross section on the order 
of one mllllou square meters, with the lack of reflection from the surrounding 
water providing a high degree of contrast. Suppose that ll were possible to 
reduce the cross section by 20 decibels, which would be a difficult task to 
perform, even over a relatively narrow band. Using the reduced value of 
v = 104 square meters in tty; radar equation, along with nominal values 
of 60 kilowatts peak power, 30 decibels antenna gain, and 84 decibels below 
a mllllwaU (-dbm) receiver sensitivity itl X-band yields a range of approx- 
imately 90 kilometers. An airborn« radar having these characteristics 
would thus retain a considerable capability sgalnii a ship protected to the 
extent imlicated above, and reducing the ship's cross section would be of little 
/uluc. 

The foregoing example indicates a limitation on tne usefulness of a- 
reduction in the case where large targets are involved. The case chosen to 
Illustrate this is extreme, and the same considerations would not necessarily 
apply to land based targets, for reasons previously mentioned, 

19.2 MHIIOIIH of Turgt-J Munklng iiiul MuillflcNtluii 

19.2.1 AtMorben 
Insofar as target reduction is concerned,  the Ideal  couiUenueasurc  Is 

one which renders a target completely invisible to an enemy radar. This 
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may bn uccumplished in theory by empluylnp; a suitablt* aUurbinK mutrrlul 
as a cover which limulltM the impedunce of free »pace. In (»racUie, this 
is a difficult technique io apply, e.tpeclally, if the wavelenKth» under con- 
ilderation are to t&n^e over a wide band, as I« usu<illy the case. The pro« 
«rtss which bus been madr to date in dcvelopinK absorbing materiut» is 
reported in subaequent paraKraphs of this chapter; it will be si'en that 
siKnifkant broadband reductions in a may be achievet! with small weight 
and large volume, or large weight and small volume, but the combination 
of small vright and small volume has yet to be realized. This is not true for 
narrow-* . applleatloiu, where a satisfactory combination of electrical 
and mechanical i.. ^rtlei may be obtained quite readily. This is an im- 
portant point, since ^t »11 operational requirements call for a wide fre- 
quency band. Certain . ses of targets will be subjected only tu high- 
retolution radar operating .. ' u ,n microwave bands and may be pro- 
tected at little sacrifice In weight or volume. There are, on the other 
hand, targets for which mechanical restrictions are relatively unimportant 
and in this case good broadband protection can be provided. 

19.2.2 Rnflwlors 
Reflectors are passive devices intended to augment the radar return from 

a given area and- when used In combination with absorbers, serv» to alter 
the normal radar presentation thus providing an electronic camouflags. Th. 
function of a reflector is, of count, exactly the opposite of an absorber, 
and it should operate In tMs fashion over the same bandwidth as the 
absorber and fc: the same viewing annlei. 

For all practical forms of reflectors, there is a natural dependence of n 
upon the reflector dimensions expressed in wavelengths, so that a given 
physical shape will have bandwidth properties beyond the control of the 
designer. The viewing anrle over which effective reflection may occur is, 
on the other hand, subject to a large measure of control, depending upon 
the extent to which the mechanical consequences may be tolerated. A 
flat metal plate is the simplest coni'iguraiion; it yields a high reflection 
over a narrow angle. There are various forms of cornsr reflectors, which 
arc three-dimensional objects, capable of operating over wider angles. Still 
wider angle performance may be obtained through the use of u properly 
arranged lens such as the Luneberg type, which represents another degi • 
of coiutructional complexity. Design relationships for these reflectors »re 
given in section 19,4, which will .»ssisl in thf selection ol the best »on- 
I'lguradon for a particular application. 
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19.2.3 Hlrurtur« and Termin Ccnlouring 
Ihis topic deuls with thr dectrunlc cumoufliiK^ of land IUIKH« and iur- 

roundinK arean by meet)» of the absorptiun-reflectiun technique» dlscuioed 
above The qimlily of the result» depends on the material and effort which 
can be allocated to the purpotie, since weight and volume restriction» are 
not of prime importance here. Hroadbanrj absorbing material i» commercially 
available, or can be produced readily for a variety of application»; including 
those requiring a substantial degree of weather resistance. A» previou»ly 
indicated, the reduction in cross section need not necessarily be great for 
every part of the target; various region» of it will require differing dtgrees 
of protection, which Is of importance from an economic point of view. 

Insofar as reflecting element» are concerned, corner reflector» would be 
the most economic type if large quantities were required. This will generally 
be the case since important target areas or their simulated counterparts 
are extensive in area. Not only may real targets be altered by these means 
but false targets may also be created to confuse the radar operator who 
depend» on the presence of real targets to fulfill the navigational require- 
ments of his mission. Some application» of thi» technique will be discus»td 
in section 19.5 of this chapter. 

19.2.4- Electronic TarR«t Simulation 
Klrctronic target simulation refer» to (he generation of false target» by 

active mean». There Is a distinction between this technique and distributed 
area Jamming. The latter method employs large number» of jamming trans- 
mitter» located throughout n large ground area and produce:! many sources 
iii masking radiation which are not intended to create the appearance of 
genuine target». The radar operator will know that he is being Jammed 
und will be faced with a problem different from the one posed by target 
simulation. 

In the case of target simulation, the objective is to pnxluce a radar return 
which will not contain information that might reveal its spurious nature, 
being merely a stronger echo of that which would normally occur. A typical 
application of thin technique would be to raise the apparent »trength of nava! 
units by giving small vessels currying the appropriate equipment the elec- 
tronic dimension» of destroyers, or battleships. A similar concept may be 
employed In the case of uiiborne vehicles; thi» situulion is treated at some 
length in Chapter 20, "Decoys". 

In accordance with the foregoing, a target simulator consists of equip- 
rnunl which receives the radar signal and retransmit» e faithful duplicali-m 
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of It with a minimum of time d«lay, The apparent size of the target would 
depend upon the power employed; the power need not be exceudve to 
create signifkant effects, Omnidirectional antennas are generally required, 
and the system should be relatively broadband to cope with a variety of 
radars. Difficulties -vilt naturally arise If the number of these becomes too 
great since one > ^ment csnnot provide a sutisfu'-tory rep y to an ovrr- 
whelming quantity of interrogations. The general characteristics of this 
type of equipment are discussed In section 19.6. 

19.S Propertlea and AppUcallun« of Abtorbcnt Mulerlala 

19.S.1 BrowlbMMl Compoallloni 
Any absorbent material may be analysed t>3 a section of a transmission 

line having a characteristic impedance given by the usual relationship 

where h and « are complex quantities expressed as ^x — /»' — r'/' and < = i' 
— h". The loss tangents are /'// and *"/*'i *nd thcip should b« hijih fot 
rapid atUn-jatlon In the "line". The tower these vftiuu are, the greater the 
i   e length, or material thickness In this case, must be to produce a given 

.enuatlon. 
The equivalent circuit for a broadband '' «irber can be considered as u 

transmission line of constant characteristic impedance matching free space, 
composed of lossy elements, or as a transmlsiiion line of tapering character- 
istic impedance such that Its Input impedance Is that of free space at the 
surface, transforming down to a perfect conductor or short-circuit. 

Several versions of hroadlwnd absorbers arc commercially avallabl»', con- 
sisting generally of a relatively light-weight foam ot hair mat, impregnated 
with lossy material such 'W conductive rubber, The required thickness de- 
pends upon the maximum wavelength for which the absorber is to function; 
the theoretU'ül minimum would be about O.U,,,«, for a homogeneous com- 
position depending upon the exact absorption speciflcation». Values of 
O.ISA,,,,,, have been obtained in practice. 
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Table 19-1 liüts the properties of a few typical absorbers of this clasx, all 
having a power absorption of 98 percent. This value Is based on normal 

TABLE 19-1.   TVPKB OF ABBORDKRI 

Type                                 Lowest jrcquency ThUkness Weight 
(hmc) (inches) (lb/ft') 

Hair mat                                        3.5 2 0.33 
Flexible foam                                 2.4 1 0.S0 
Rigid plastic foam                         23 2 G.62 
Hair mat  (pyramids)                    0.15 26 3 
Flexible foam (pyramids)               0.10 36 2,75 
Rigid plastic foam (pyramids)        0.04 48 5 

incidence of the wave-front, and It should be emphasized that for non-normal 
incidence, the characteristics may differ. A good quality absorber should, 
however, operate satisfactorily for all polarixation« with Incidence angles 
up to about 30 degrees. Since reflections at such angles will not return to 
the source, any decrease in performance in this resi>ect is of no consequence 
insofar as monostatic radar is concerned. 

These absorbers retain their properties throughout the microwave region, 
and, hence, are extremely broadband. The last three Items in Table 19-1 have 
a .surface formed in the shape of pyramids. This provide» a more grudiml 
transition from free space to the absorbing material, thus producing less 
reflection. It Is seen that these absorbers are relatively low in weight, at the 
rxpense of being very bulky, and arc not suited for aircraft application. They 
are applicable, however, to fixed structuies and are widely used for reducing 
reflectiom in test sites. Compared to the hair mat, the plastic material has 
superior weather-resistant properties. 

It is possible to reduce the bulk to a considerable extent at the »xpenM 
of increased weight through the use of ferrite materials. The previously 
quoted minimum thickness of 0,1 A,,,«, was based on the use of nonmagnetic 
substances; it may be reduced by a factor of |,. \/fi» through the use of a 
suitable magnetic material in 'he case of nonresonant configurations, Ferrite 
compositions appear to be the most promising in this respect. They involve 
high-loss magnetic rmiteriiils embedded in a dielectric matrix. 
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Relatively thin  rcsimiint conHKuriitions based  upon the me of ferrlies 
an available. They exhibit bandwidth» on the order of 10 to 1. This appear» 

TABLE 191] [.   FERRITKI CAPABLE or 95 PERCENT ABSORPI 

AT NORMAL INCIDKNCE 

!ON 

Type Lowest frequency Bandwidth    Thickness 
(kmc)              (ratio)         (inches) 

Weight 
(lb/If) 

Ni-Mn-Zn 
Ni-Zn 

0.10               13,2              0.217 
0.05               11.2              0,347 

5,20 
8.32 

to be exceptional Inasmuch as resonant-type absorbers Kfnrrally have frac- 
tional bandwidth» (wn next »eclon). Resonant (errite structures yield such 
bandwidth» because of the manner in which i and /< vary with frequency. 
Effectively, they cause a given phy»ical thickness to maintain an electrical 
thickness of a quarter wave over an extended region ol wavelengths. Table 
19-11 lists two such ferrlte materials, capable of 95 percent absorption at 
normal Incidence. 

Although these compositions require little volume, their weight I» exces- 
sive for airborne applications. Heating also constitute» a problem f'TCB the 
Curie temperature at which the magnetic characteristics disapt)ear Is rela- 
tively low, These material», at present, seem best suited to fixed-target or 
small non-airborne-target covering. Their weather resistance Is superior to 
that of the hair mat or foam type materials, 

19.3.2 NarroW'Band Compssltloiu 
Narrow-band absor'w» Include a wide class of special Impedancr- 

matching structure» composed of layer» of different material», the neces- 
sary loss being provided by resistive elements or sheets. They can be made 
quite thin compared to 'he broadband type» which are essentially homo- 
geneous absorber», the equivalent circuit for which I» a transmi»»lon line of 
constant, or possibly tapering, characteristic Impedance. 

In the narrow-band case, the equivalent clrc consists of a number of 
transmission lines connected in »erics. Each layi of the material may be 
considered as one such line, and its constants are adjusted to provide a 
certain impedance transformation from the preceding layer. Hy this means, 
one may »tart from the normally reflecting target surface and, through a 
series of tumsformations, arrive at a surface Impedance which matches 
that of free space, the necessary attenuation having been Included in the 
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design of wmc or nil of the mntcriul layers, The number of pnrumt'lm 
available for adjustment is thus larger than In the cusc ».f the humüg<>nf")us 
briiadlKind   absorber;   this  additiomil   complication   manifests   itself   e' r- 
trically as a resonance phenomenon huviiiK typically narrow-band chau . 
teriitlct. 

During World War II, two principal types of resonant absorbers were 
developed by German scientists and used with success In snorkel camou- 
il;iKt'. The first of these, the Jaumann absorber, consisted of seven layers 
of thin nemlconductlng sheets, separated by dielectric layers of equal thick- 
ness, about 0.35 Inch, The lossy sheets were made of lampbtiuk imptrg 
nuled paper having a thickness of 0.004 inch, and the conductivity of the 
various sheets was graduated exponentially from layer to layer. The second 
absorber, known as "Wtsch-Mut", consisted of two layers with a total 
thickness of about O.i inch, which was considerably less than the Jaumann 
absorber purporting u similar wavelength coverage. The first layer con- 
sisted of a 0.04 Inch thick rubber sheet. This was covered by a mat of a 
rulibi'i- like substance, molded ir the form of a waffle and loaded with car« 
bonyl Iron powder. Good absorbing properties were claimed at 3,3 and 10 
kllomegacydes, with B resonant reflection occurring at ö kilomegacyclcs. 

Subsequent work in Germany has led to the development of a technique 
which consists of spraying a metal surface with eight coats of a paint-like 
material, each having different electromagnetic properties. This process pro- 
vides excellent environmental and mechanical characteristics, which make it 
sultab'e fur application to aircraft, The total thickness is about 0,08 Inch, 
with a weight of about 076 pound per square foot. The material absorbs 
93 percent or more energy over a 20 percent bandwidth in the 10 kllunu'ga 
cycle region. 

Research as been Initiated with the objective of increased bandwidth by 
Investigating such items as electric and magnetic di|MiIe absorbers and ab- 
sorption of energy in anisotrupic media. Kmphusis in the first category has 
been placed upon absorbers incorporating resonant elements or loops cither 
arranged within the meta1 backing sheet itself or by specially dimensioned 
resonant circuits. Preliminary results indicaiv an absorption of better than 
95 percent In the *.5 to 6 kllomegacyde band for a material thickness of 
approximately 0.8 Inch. Insofar as anlsotropic compositions are con- 
cerned, suitable ferromagnetic materials have yet to be developed, but It 
has been predicted that an absorber thickness of 0.033 Inch over a metal 
surface or 0.010 inch over a masonry surface might be produced, pro- 
viding 98 percent absorption In the 5 to 38 kilomegucycle frequency band. 
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As previously noted, resonance absorbers involving ferrite materials In 
M'iK'nii have suprrior bandwidth properties because of the manner in 
which ix and < can vary with frequency. 

Absorbent coatings for airborne use must be thin, lixhtwe'ght, and dur- 
able. Presently the only available materials which meet such specifications 
are relatively narrow-band and function in the microwave frequency 
regions, Insofar as their application Is concerned, It should be noted that 
certain ßircraft portions contribute more than others to the radar cross 
section; for example, the head-on return is principally due to wlr.g edges 
and engine nacelles. Thus, selective covering must be employed and in- 
stalled in accordance with experimental measurements for each given type 
of aircraft. 

19.S.3 Structural Ahcorbera 
In contrast to the techniques previously discussed, which deal with the 

covering of reflecting structures, ihere remains I'-c use of structural material 
wi'h inherent absorbing properties. Such materials would be suitable for 
both airborne and ground configurations and have been the subject of con- 
tinuing research for some time. In one version, the absorber has a honey- 
comb construction, with loss provided by incorporating material of logarith- 
mically graded resistance along the sides of the honeycomb cells. The 
dielectric material consists of phenolic-flberglas, both for the faring sheets 
and honeycomb, and the resistive material Is a combination of carbon black 
and silver jHiwder, Absorption of greater than 95 percent over a 2.5 to I.) 
Itilomegacycle range has been achieved with a material thickness of one 
inch and weighing 0.7 pound per square foot, which Is satisfactory for 
some subsonic vehicle designs. A material with mechanical oharacteristics 
suitable I» vehicles operating at su|)eisonic speeds remains to ue developed; 
the associated high temperatures end erosion processes present »erious 
problems. 

19.4 Tin- Drsiiiii msd Us« of Refleftttri 

19.4.1  Conipr Rpflvelora 
Figure 19-1 shows three types of corner reflectors. All consist of mutually 

perpHidlculu plane surfaces, meeting in an apex denoted by O in the 
»ketch, which represents the appearance of the reflector as viewed along the 
axis of symmetry. Triangular corntr reflecfura are those having sides AA'BO, 
circular corner reflectors have sides AA'BO, and square corner reflectors 
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have side» AA'"BO, The projteted sreHi* <>( euch woultl be as »hown; the 
reflectiün obtnincd in each cuse dtpendi directly upon the projected ureu. 
Formulas are given in Table IQ-IH for the various maximum radar cross 
sections und that of tt flat plate. The maximum value of ir occurs along the 
axis of symnu-try, which in the case of a flat plate is the perpendicubtr to 
its surface. 

TABI.K   l'/-II!.     FOHMUI-AS KOH KAilAK 

C'HOSS SKCTJON AND A FLAT PLATR 

Reflector Type 

Flat Plate 

Square '"«vrner 

C'irculur Corner 

1,000 

l.ooo 

0.71H 

Triangular Corner    0.44 

" inn« 

(:)■ 

C)' 
■irr 

An 

AT 

4* 

PtllMlMllH Ifi 
liitHiuli, (iintF it yiihln I', 
tmulfli IIIIW II wilmn A", 
Vliililiaiiw II wllfiln I"'! 

VHm l|. 

■ OllOil«!' 
■ OMtlini- 

K st free-space wavelength 
x — projected area acccirdlng to the shape 

of the reflector AS shown In Figure 
19-1, 

PiOURI 1«-1    Corner HclU'iinri 

(piiijMiril vil'W) 

The values are arranged in a descending ord''r of magnitude; It is seen that 
the Hut plate provides the greatest return for u given projected ureu. This 
is true, however, for only a very limited angular region; the flat plate is 
therefore umulUbla if «ny appreciable range of viewing angles is Involved, 
Fin example, at a viewing angle of le's than two degrees from the per- 
pendicular, u flat plate 10 wiivelengths on a side hus u radar erou section 
that is one tenth of the muxinium value. In compurison, the cross section 
of u triangular corner reflector is only reduced to one Imlf of the muxl.iniin 
•M »n angle of 20 degree». Operational requirement» gemrully cull for wiiie- 
»MKIC coverage! and the three types of corners differ little in this respect. 
The triungulur version, although having the lowest value ol ir,,,,,,, is gen- 
erally chosen because it can be easily manufactured and handled. It should 
be noted that the radar cross section in ull cases is a futution of the wuve- 
lenglh. This is the only additional electrical design factor which must be 
comidered, other than thut. of insuring that highly conducting materials 
an- used In order to maxlmlie reflectloni. 
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19.4.2  i unolii-i-K Li'im 
In the event thut wider «nKle coverage is desired than muy be obtained 

from a corner reflector, >> suitable means of achievlnR this rt'sult is the use 
of n Luneberx lens, appliiations of which are treated in Chapter 10. In its 
simplest form, this lens consists of a sphere constructed of low-loss material 
havln« a value ol i which varies with the distance from the center of the 
sphere in accordance with the relationship 

,{r) = 2 -- {t/R)" 

where K is the radius of the sphere. This creates R lens action which brinRR 
a plane wave Incident upon the sphere to a focus on the turtace nt a point 
diametrically opposite from the point of tangency of the wavefront. Thus, 
If a small rellecting disk Is located at any point on the lens surface, plane 
reflection from the projected area of the sphere results along the direction 
of the line joining this disk and the center of the lens. If a larger portion 
of the sphere Is covered with a reflecting material, the same ?i>u^nitude of 
reflection rrsulis over all viewing nnxles correspondlnit to the covered 
portion. In practice, such reflector! are deidgned to provide coverage over 
a VO-deKfee cone, For a wider angle design, the reflecting cover will partially 
block the Incoming wave at extreme aii'des, thus reducing the effectiveness 
of the device. The value ol it which holds over the operating region Is based 
upon the projected urea of the sphere and is giver, by 

4ir a =      „      (projected area)" . 
A 

In practice, a dielectric material havln« the continuously varying prop- 
erties specified above Is difficult to realize and some approximation must be 
made. One commercially available version of such a deslKn, which provides 
excellent performance, consists of a spherical mottled core and nine molded 
concentric shells. The core and shells are dimensioned in accordance with 
the theoretical Luncberg lens formula, but in discrete steps. The dielertric 
constant of the core In 2.0, and the shells have dielectric constants ranging 
from \M to I.I in 0.1 steps, The material is a llKlil-wei«hi low-loss, plastic 
foam capable ol being molded to a very accurate tolerance, both dimen- 
sionally and with respect to the dielectric constant. 

19.i..1 The Vuii Alia Army 
An interesting type of reflector, bearing the name of its originator, con- 

sists of an array of radiating elements which are interconnected in such a 

sjssBmsmmmmu 
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fashion thüt the ph;j!ic cliKlrlbuiiün correspondini? to a receive«! wavefronl Is 
tramformed into that required to form u trnnnmittinK beam in the .tiime 
direction, The tmnsformatlon is uccompllshed by connectinK each element 
to Its (iiiiKoiuiily opposed mate (with reference to the arnty center), all 
connecting Hues havln» equal length, 

The measured oroperties of such a device »how that It provide* angular 
coverage superior to that of a corner reflector, For example, a 4 by 4 dlpole 
array with half-wave ipacing produced a half-power return at an angle of 
.40 degrees, u compared with the 20-degree angle previously mentioned 
for the corner reflector. An ouUtancltng advantage of the Van Atta Array is 
that it is essentially two dimensional, whereas the corner reflector require» 
lubatantial depth. This is of course an Important conakteration for alrlwrne 
decoy upplicationi. 

19.S A|»3>lleulloiiii of Mlrueiur«' untl Terrain Contouring 
As previously iu' ited, the alteration uf radar returns from structures 

and surrounding terrain may be accompibhed ihrough u combination of 
active and passive means. The active devices consist of electronic trans- 
ponders, to be discussed in Section 19.6, which serve to augment normal 
radar returns, The passive devices can either augment or diminish the 
normal returns. In the flrst case, reflectors are used; absorbing materials 
accomp'lsh the second objective. 

Reflectors are suitable for the simulation of small cities, bridges, etc. 
liodies of water such as lakes and rivers, wir h normally appear dark on 
the radar scope, may be concealed through the use of reflectors, thus re- 
moving important navigalional aids. The design am! distribution uf the 
reflectors depends on the magnitude of the desired result und the viewing 
angles over which the effect Is to be maintained. Returns beyond a certain 
magnitude cannot be produced satisfactorily through the use of rellect-irs, 
and more powerful techniques are required »t this point. Klectrnnic trans- 
ponders or active i irget simulators fulfill the 'Miwef requirements for the 
simulation of large cities. Many additional refinements In dectptiur. sre 
available through the design of active circuitry of this type; for example, 
moving returns can be produced which will Introduc«; errors in wind infor- 
mation obtained from them, thus compounding tli.' diffkullles of the bomb- 
ing and navigation syittem, 

Insofar as the reduction o( radar returns Is concerned, two methods arc 
available, Structures such «s buildings und bridges may bfc covered with 
various types of absorbent material in the first instance. Secondly, a con- 
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Kldmblc umuunt may be accomplished by cuntuuring fences ur slopinK lan-l 
iii'.urn! buildlnKR tu destroy iterpen-licular rclatiunühips between wall.« und/or 
fencei and the ground. 

Each Situation may require a particular combination of active and piusivc 
ti chnlques. 

19.6 Typical Electronic Target Simulator 
The technique involved bere i- related closely tu the problems of target 

nusking and modiflcatlon and ii discussed for the sake cf completeness. The 
equipment which performs this function, hawever, belongs to the genera! 
class of rudar repeaters, and this subject is treated at length in Chapter 15. 

A target simulator Intended fur ground use will differ from one employed 
to protect |H>int targets such ns ship.i and aircraft by the length of the re- 
turned pulse. The ground, being an extended target, will produce an echo 
of greater duration, and this characteristic must be simulated by the ap- 
paratus in order to provide adequate performance. It will also be observed 
that the range relationship used for the |>oinl target situation, i.e.. 

Range « a 1'4 

does not hold in this case since, tor a given antenra beamwidth, the greaicr 
the range, the greater the illuminated area becomes. In this connection, <» 
is ckflned on a unit area bitsis ami the total effective echoing area is there- 
fore proportional to the square of the altitude of the viewing radar. Thus 
the range relationship becomes 

Range « ?„ "*, 

where u,, Is the unit are» value of ground reflection. This equation Is the 
one which must be cunaidered in establishing the power level of the target 
simulator. 

The simplest physical realisation of such a piece of equipment consists 
of a broadband receiver, pulse stretcher, and broadband transmitter. In a 
typical microwave application, traveling wave tubes might be employed in 
conjunction with a crystal detector to achieve a high, gain-bandwiilih pro- 
duct. To avoid regeneration, the output pulse should be time-limited tu less 
than the interpuUc period of the received stignal. In operation, the receiver 
is gated off while the pulse reply is being transmitted. 
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19.7 Exixriint'iilnS K^ainj»1.«'« of rnrn«-t Atleriitlon 
KiKurcs 19-2, 19-3, and 19-4 are uii'jorne rudar srup«' presentutions which 

llluitrate thi- alteraüun o{ target! through the ute of corner reflecton. Five 
types of cornen» were used In obUdning this duta: 

4 foot Triangular 
4 foot Square 
6 fcol Square 
6 foot Triangular 
8 foot Triangular 

In the case of the square reflector, the dimension refers to the edge, and in 
the triangu' .r case, the indicated dimension is the altitude uf the aperture, 

Figure 19-2 (a, b, and c) shows the effects produced at Oueida Lake, K. Y. 
In Figure l9-2a, this appears on the left, the upper boundary being the 
east end of the lake. The small peninsula seen at this end was formed with 
10 corner reflectors (4 foot Triangular) placed on We rafts. In Figure 19-2b, 
this aminiiement was disturbed by high surface wind» which broke the 
anchoring. The Individual corner reflectors can be »ccn as a series of battle- 
ships forming a Botllla across ihe lake. Figure 19-2c shows the same 10 
corner reflectors laid out to form un island In the middle oi the lake. 
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Fiutim: 19-i   Corner Ri'di'dori nn Onilik l.nkc, N. V. 
(») Penlnnuli formed wlih cornsr nfiecten 

(b) Suriatr wind «fftcti (c) lulitml furmi'd with corntr refli'Clon 
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Figure 19-3 (a, b, and c) wa» taken in the renlon el Holloman AI'B, 
New Mexiru, FlKure 19-3a show» the effect of 16 reflector» pla:ed to pro- 
duce a duplicate of Holloman AFB ami a comparison of it with Kolloman 
and AUunögordo. Figure IV-ib »hows the effect of 20 reflector» »et up ti; 
duplicate Holltmian AFB tt'Kelher with the radar return from Holloman 
itself. Figure 19-ie show» the same situation at cluser rnnge. 

Figure 19-4 (a, b, c, and d) was taken at Kglln AFB, Florida. The «■ 
llector complex, which faced north, con»i»ttd of thirteen 4 foot »quure, »even- 
teen 6 foot square, seventeen 6 foot triangular, and twenty-one 8 foot trian- 
gular corners, each having a tilt angle of 28 degree». Figure 19-4a »how» the 
retloctors and the Kglln main complex at a distance of 174 miles at IfiO and 
185 degree» respectively. Figure 19-4b show» the reflector» at 94 mile» and 
K>',lln at 97 mile», at 176 and IH4 degree» res|)ec£'vely. In Figure 19.4c, 
the reflectors are at a distance of 39 miles and a bearing o 174 degree», 
with the Kglln main complex at 42 mile« and 190 degire». The final pic- 
ture, Figure 19-4d »how» the reflector» at 14 mile« and 161 degree», and 
Kglln at 17 miles and 205 degree». 
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20.1 Introiluctlon 
One of the most effective counter 

Ky.slciiiH in the technique of presen 
of tar^cls which completely utturate 
i.t Mturatedi the Nurvivul pnihuhilitjj 
rapidly. A promisinK countermeasi 
rudiir di'Cüy. The premise I» that i 
(INtlnguish between lethal vehicles 
mtlfilN must be committed to both 
the defense (References I and 2). 

In this chapter, we first consider 
magnetic   defense  environment;   ea 
ception (<;•''), und missile control i 
We then examine the  techniques 

measures against enemy radar def tnse 
ing the enemy with a large nunber 
the defense system, When the defense 
of the attackinK force increases my 

ire which achieves this goal Is the 
f the defending radars are unabl' to 

and decoys then Interceptors and 
hreats, thereby diluting and satur ting 

possible models of the enemy eli '.ro- 
ly warning, ground-controlled iter- 
adars (References 3, 4, S, 6, ant! 7). 

r/hith the enemy may employ ti dis- 

tinguish between bomber» und' tkcfw- Th« »impleft techniques arc tnodl- 
Ikations of existing radar equlpmflnt' ,,""r example, In order tu dtUimlM 
the relative sixe of targets it is fposslbl« to use the break-in rung: und 
subsequent information on «»p«l«' «n«1«* '" distinguish b«twwn large 
and small targets. More sophistiJ14'«1 counter techniques rcc|uire el«! orate 
modiflcalbn», and, in some caii*1- n™ r"(llir systems, For example, a 
defense  might  employ   the  pol8|,'iMtlon  l'n<1 »tatlstlcal  properties   jf  the 

20-1 
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mho, slmultuneous compariüun of echoe» at dlfferciit frequcncien, and 
bistatic radars to identify the tarnet«. Another poulblt technique 1« the 
distinctive intrured radiation of the different vehicles. Thus a study of 
possible techniques for identification is a necessary prelimlmiry to the 
study of the simulation techniques. 

Having examined techniques for discrlminiiting between vehicles, we 
next consider the application of passive devices to simulate the echo of 
the bomber. An examination of the simulation requirements indicates 
that corner reUectors are capable of simulating the bombers for most 
muh'* at miurowave frequencies. At the broadside «tiKle, the tarnet echoes 
are very hnyy, and the simulation is more diffkult. Since the simulation 
of broadside echoes places a severe weinht and »toe penalty upon decoy 
equipment, we discuss, in detail, the problem» involved In employing the 
luiW broadside echo for identification, 

For frequencies below about 1,000 mc, the corner reflectors become 
too large to be carried on the vehicle, In this region, 50-1000 mc, it is 
necessary to employ electronic means to simulate the bomber. 

The most useful active system for slmulaiion is the straight through 
repeater. This device receives, i mplifies and transmits an enhanced signal 
without altering any of the if characteristics, IMoriuimtely, the straight 
through repeater, ur.der certain conditions at low frequencies, will oscillate. 
For those frequency bands where the straight through repeater falls, a 
gated repealer can be used. 

Transponders are also considered for this application. The swept oscillator 
transponder, usually considered fur false target generation, Is analyzed to 
determine how well it would function for simulation. Another device, the 
pulse barrage irawponder, which employs a wideband noise source to 
produce target echoes, Is analyzed and   \perimental results are ptiraented. 

The active devices considered in this chapter differ, somewhat from 
repeaters in Chapters IS and 1^, Since '.he problem is to place sufficient 
energy in the mdn beam of the radar to simulate the bomber, relatively 
little power is required for effective deception. Consequently, techniques 
which may be feasible for decoys may not be useful for generating false 
targets and jamming. 

Finally, we examine some of the problems encountered in designing 
equipment for simulating Infrared radiation. 

20.2 ChuruclneiiiUe« of Doroy MimtUfM 
Uefore discussing the defense environment in detail, It is helpful to note 

the significant features of » possible decoy. Tentative characteriitici of a 
long range deoy are given below; 
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Range: 4000-.S5OO nautiuil mil» 
Speed: Mach 0.8-0.9 
VViiit! Span; 24 feet 
Over-all Length:      33 feet 
GroHs Weight: 7501) pound* 
I'ayload: S00 pound» 
Altitude: 40,000-50,000 feet 
Guidance: Autopilot  Ntubilizution üy.ttem  iLsing low drift  rate, 

integrating rate gyro lor directional tontrol with pro- 
vision« for prclliuht progriimming of turn» in either 
direction. 

A drawing of »he decoy is »ihown in Figure 20-1. The forward »ertion of the 
vehicle containi an array of corner reflectors for microwave ilmulatlon. 
Additional simulation for the broadside angles 1» provided by metal sheets 
Imbedded in the plastic rudder. The payload is contained in wing MCtloni 
close to the fuselage. The guidance equipment is located in the nose of thc 
vehicle, Glass fiber construction is used for the wings, the forward section 
containing the reflectors, and the rudder. 

KiottRK 20-1    Drswing of s limit range decoy 

The purpoM of the long range decoy in to saturate the interceptor and 
long range missile defenses along the attack corridor. A short range decoy 
can be used to saturate the inner defenses or short range, high firing rate, 
missile sites. Several CUM be launched from a bomber. It has been estimated 
(Reference 1) that three to five missiles per bomber are required for ade- 
quate dilution of enemy Interceptor»; along the attack corridor, 

The long range decoys can be employed in a number of wnys, For ex- 
ample, they can be sent out in advance of the main bomber fleet. This lactic 
forces the defense to commit a portion of the fighters to interceptin« the 
decoys, thereby reducing the force available for use again.si the main bomber 
fleet. Another possibility Is to use the decoys for feint raids to draw off 
interceptors from the attack corridor.  Decoys may  also be employed  for 

tmammmzam 
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sfcdina the corridor with chaff. Finally, the decoys can be used io ha-ux» 
the defense by periodic lT«liis independent of planned raids, In 'his manner, 
the defense will dissipate some of its potential In destroying the decoy air- 
craft. 

20.S  !)s'f. H«c IMsi'rlminalloii Capabililim 
The slmuiü!!.»« requirements of the decoy are strongly dependent upon 

techniques for discriminating between bombe'», decoys and other long range 
uir breathing missiles, There are many possible way« for the defense to 
discriminutc between bombers and decoys, and it Is the purpose of this sec- 
tion lo perform a preliminary evaluation of discrimination methods. In this 
way, emphasis can be placed on simulation techniques which would be useful 
against expected defense discrimination methods, 

To aid the evaluation of different counter techniques, four assumptions will 
be made. 

!, The decoy Is equipped with corner reflectors to increase the echo at 
microwave frequencies and carries repeaters to simulate the bomber echo at 
low frequencies. 

2. The enemy will rely primarily on pulse radars In the early warning and 
UC! operation. 

.V The aerodynamic performance of bombers and decoy» will be suffi- 
ciently alike so that no identlfkation between the two could be made by 
me;ins of air speed, altitude, or heading information. 

4, Discrimimttlon between bombers and decoys by airborne devices will 
be of limited importance. 

Target discrimination can be accomplished by both active and passive 
method«, The passive method« include Infrared detection and the intercep- 
tion of aircraft electromagnetic radiation, The active methods Involve modi- 
Actlioiu of radar system«. 

An infrared (IK) detector can be employed for target discrimination by 
detecting differences in the strength of the radiatiun received from different 
targets. The IR power will vary with the range and the aspect or viewing 
angle of the target and this information must 1» availabli tor analyls. The 
principal disadvantage of ground based IR equipment is the limited range 
resulting from atmospheric attenuatii.n. Another serious disadvantage is 
the requi'ement o( clear skies. 

A more promising technique is to sense the electromagnetic radiations 
which are normally emitted by the bomber, In general, the bomber will be 
emitting radiations which the decoys will not. Bombers will have active 
electronic equipment; navigation and bombing radars, and jammers. With 
regard to the former, the effectiveness of the passive detectors depends on 
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the duty ratio of the radars and prior information concerning the frequency 
of tremmiuion. It appear» feasible to reduce the duty ratio with the unc 
of storage tube techniques, to a value sufAdently smell that the probability 
of detection would be too low to be useful. With regard to Jammers, it 
would be necessary to moun* Jammers on some of the decoys, In fact, 
decoys have been constderei' a i a utility vehicle for Jammers in raids where 
mutual protection is feasible. 

The most useful technique for passive discrimination relies on the dis- 
tinctive signals which the decoy must radiate for low frequency simulation 
(50-1000 mc). It will be shown that the simulation In the 501000 mc 
region must b* carried out by active means. Presently most of the proposed 
simulation schemes involve some form of time sharing repeater. These sig- 
nals appear as a normal return on an ordinary radar display. With epecial 
equipment, the time sharing characteristics can be sensed and the decoys 
identified, However, tim» sharing repeaters can also be mounted on the 
bombers and the identification process becomes much more diflkul*. 

In general, there Is no high confidence technique for discriminating be- 
tween bombers and decoys by passive means. 

Discriminating between bombers and decoys by active detectiGn refers 
to a detailed examination of the characieristics of the radar echoes frei« 
both vehicles. At present, the trend in radar design Is to suppress detailed 
Information contained in the received pulses, h may be possible to dis- 
tinguish between the 'wo vehicles on the basis of differences in the average 
amplitude of the echoes, Without simulation equipment, the larger aircraft 
present a lerger average radar cross section. This difference appears as a 
difference in break-in range in present radars. With simulation equipment, 
the differences in average amplitude are obscured by the noise in the radar 
and the amplitude noise of the return. In addition there are variations in 
echo power caused by changes in aspect angle. For most aspect angles a 
small number of corner reflectors can simulate the target echoes. At the 
broadside angles, the echo of the bomber is so large that the broadside echo 
cannot be simulated by this configuration. It will be shown, that as the 
vehicles pass through the defense network, the bomber presents a broad- 
side aspect for n considerable portion of the flight. Consequently, it may be 
l»ossible to use the large broadside echo as a basis for discriminaiion. Tech- 
niques for simulating the broadside echo will be discussed in a later section. 

For other astwet angles, the decoy could appear larger than the l>omber. 
In genera!, considerable a priori knowledge is required about the average 
cross section as a function of aspect angle, A further requirement is knowl- 
edge of the aspect angle which can only be obtained from the track of the 
vehicle and assumptions tin the crub angle. 
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Another puuible technique is to idi'iiilfy on the baaii •>? the fluctiutiom 
in ilu; turnet echo. The difference in the number oi »cuttcrers may sppetr 
U.H u difference in the lluiiimtion» of the target return*. There urc 11 Hinull 
number of Katterers «n the decoy in jt mpartiofl with the »»»umfd Surge 
number on the bomber, 

If the decoys «re equipped with simple corner reflector!«, circularly pola- 
rized radars me capable of diicrimlnatlng between the vehicles. The echo 
of a simple corner reflector is circularly polarUed in a direction opposite 
to that of a normal target echo, This discrimination Is obtained ut a loss of 
.1 db in the effective radiated power, Techniques exist for "ipotllng" the 
corner reflector to reflect both polariiation». 

Another pomiible discrimination method Is bused on the vurlutiun of radar 
cross section with frecpiency. As the radar frequency 1» vurled, the average 
Maiiciing cms« section at a ipeciftc aspect angle will vary, This technique 
would employ frequencies which ure close to some resonant length of both 
vehicles. Thus, the returns ut two different frequencle« can be compared to 
determine the relative lice of the vehicles. 

in conclusion, the most likely methods for target identifkation can be 
lUted in order of relative Importance, The order represent!« u consideration 
of both the conluleme placed in the identHkaUon technique und the extent 
of the modification of the radar defenses, Tor example, passive detection of 
active simulation equipment can be eusily countered by placing simulators 
on the bombers, 

1, Detection and analysis of unique low frequency simulated echoes, 
2, Analyxii of the polarization response of both vehlch's, 
3, Detection of Jammer radiations from the bomber. 
4, Determination of the average echo amplitude as a function of aspect 

angle, 
5, Examination of difference« in the statistics of target echoes, 
6, Analysis of infrared radiations by airborne detectors, 
7, Examination of the r-f frequency dependence of the target echoes. 
Similarly an order of importance can be established for the simulation 

devices to be carried by the decoy. The order Is based on consideration of 
the probable counter technique and the weigh" and lUe penalties Imposed 
on the decoy. Tor example, iimsider the problem of Mimulating the large 
broadside echo, It will be slvwn that the use of the broadside echo requires 
signil'iiani modllkations of the enemy defense system, in addition, the sue 
penalty on the decoy imposed by large corner reflectors is a major tnodiftni- 
lion of the decoy. Thus, the limulstton of broadside echoes rules fairly low 
on the list. 
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1. Simulatiün of the average rudar croM »ection of ihc bomber excluding; 
the broadside angles 

2. Simulation of the polarUalion resi>onse of the bomber 
i. Simulation of jammers 
4. Simulation of infrared radiation 
5. Hlmulatlon of broadside echoes 

20.4 PNMIVO Simulation of the R««i«r Croat Section 
The most Important problem in simulation is to Increase the scattering 

cross section of the decoy to approximate the scattering cross section of the 
bomber. PaHsive techniques for accomplishing this are considered In this 
section, W" first discuss the application of tuned elements o. ;.e decry 
fuselage for low frequency simulation in the 50-!000 mc range, Then >.. 
examine the application of corner reflectors to the high frequency range, 
1000-10,000 mc. In both cases, the study Is limited to the forward and rear 
aspects. The very high back scattering cross section obnerved at ihe broad- 
side aspect of the bomber is discussed as a separate topic. Finally, we dis- 
cuss the application of chaff to the decoy problem, 

Fur a low frequency simulation, a possible technique is to resonate a part 
of the fuselage by electrically isolating a large section and using lumped 
tuning elements. Fur the analysis, the scattering cross section is approxi- 
mated by a tuned wire antenna. The basic idea Is that the scattering from 
a resonant element Is much greater than that from a nonresonant element. 
The procedure Is to compare the maximum scattering from an idealiieed 
tuned element with the scattering cross section of the bomber. Available 
cx|)erlmental data, gathered by model ränge techniques, yield values of 

TAW-K 20-1. Scattering Cross! 
F 

section of the B-47, B-S2 i 
requcncles 

aircraft at Low 

Ailmuth B-47 B.47 B-H 
IkBrrr» Kxperlnu'nlul Throrellc»! Thcoiellcsl 

. IS mc 
msx            miu man             mln 

.UK mc 
mu*         mln 

0-10 65                S 5                  5 5             .1 
10-20 65                 1 5                  1 ,1              t 
J0-.t0 15 10                   J .1              l 
J0-40 65                S 26                  10 1 ,Hl)0                 I 
40-50 195                i 16                  10 10             3 
50-60 15                ! 15                  10 10             3 
60-70 5                 1 .10                 15 40             i 
70-S0 105                 5 10C                  10 110               ) 
M0-<K) 575              6S 1,000                100 IS.000             50 
«0-100 900              50 i,oao           i;o 25,000               a 
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Kaiterinff erou MCtion as a (unction of awpect angle for the B-47 at a s!mu 
luied frequency of 73 mc (Reference 8). Theoretical values have also been 
computed for a nearby frequency (Reference 9). Table 20-1 ihows the 
extreme values of experimental and theoretical cross section a for horizontal 
polarization as observed in lO-degree intervals measured from the nose of the 
aircraft. 

The broadside and maximum scatterinK from reHectinR wires is shown in 
Table 20-1! as a function of the length of the wire in wavelengths (Reference 
10). 

TABLI 20-11,    Scattering ( ross Section of Wires 

IA »/Xu */\» Anpls of 

Wire Umth HnmiinUlv Maximum Ms»lmum 

0.50 «.<)<? 0.M n" 
1.23 0,09 O.U 1 Mi" 

1.50 0,87 1,70 US' 
2.00 0.S« 2 .SO ±M« 
i.50 1,5.» 
.i,00 1,54 
.1.50 2.10 
4,00 J,07 

Although these computations have been carried out for a length to dia- 
meter ratio of 900, they yield order of magnitude results which arc applicable 
to the present case. For a half-wavelength dipoie, which i* the longest dimen- 
sion of the decoy at 70 mc, the scattering cross section is about !8 square 
meters, A possible arrangement would be to locate the wire along the edges 
of the delta wing. This arrangement produces a horizontally polarized 
response which is comparable to the values shown for the aircraft in the 
forward dir'v \!inv As thr azimuth angle is increased, the scattering from the 
dlpole decns.ie« while the bomber scattering increases. Thus, the simulation 
is effective only over a restricted angle aiind of the decoy. As the frequency 
increases, the decoy elements are longer, In wavelengths, and the scattering 
decreases. For example, from Table 20-il, it is seen that the scattering from a 
wire adjusted midway between the Hist and second resonance, ///\~I,2S, is 
about ten decibels less than the maximum of the half wavelength dipoie. The 
design procedure would be to adjust the resonant element for best iwrform- 
ance at the most Important frequency at the low end of the frequency band 
and accept the poorer response at the high end of the band. 

Another puMlbility is (he use of trailing wires in order to enhance the 
broadside return. Referring to Table 20-1, It is seen that the broadside cross 
section of the wire is orders of magnitude below the broadside scattering of 
the bomber. 
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In conclusion, effective »imulalion by poHiv« meun» at lower frequende* 
Is limited by the bask fact that a ocatterlnK linear element cannot be made 
to appear arbitrarily larger than It actually ta, Subject to the foregoinR re- 
«trictions, it may be possible to make use of these techniques within a for- 
ward or rear sector of about ± 60 degrees, The enhanced scattering cross 
section is primarily horizontal and therefore subject to a relatively simple 
counter technique, in addition, the scattering exhibits an unde*1 *L fre- 
quency dependence 

At Jgher fren ■ . -ies, 1-10 kmc, the scattering cross section oi the bombers 
is on the orde to 100 square meters (Reference 9). The dimensions of 
the decoys have ueen chosen to accommodate corner reflectors which will 
produce adequate target echoes in this range. 

turner reflectors consist of three 
mutually perpendicular conducting 
planes. Figure 20-2. The commonly 
used reflectors have circular or trian- 
gular sides. Another type of radar 
refllector that may be used is the 
Luneberg reflector (Reference II 
and 12). 

In order to specify • corner reflec- 
tor for the decoy simulation problem 
it Is necessary to have the following 
information, 

1, The relationship between the back hiattering cross section and the 
dimensions of the reflector 

2, The angular dependence of the back scatterinu: cross section for different 
types of .ettector» 

3, The response of the reflector to the polarization c i    * Incident field 
4, The iWiuatiurr in the reflected field 
5, The relationship between back, scattering cross section and frequency 
The analysis of corner reflector» is based upon geometric optics (Referen- 

ces 7, 13, 14. and 15). 

For the case of a symmetrical triangular corner reflector, the maximum 
back scattering cross section is given by 

■'«,.. = 4,r/V3V (20-1) 

where (rm„,  -;  Maximum back scalterlhg cross section; the scattering cross 
section for an incident my making equal angles with (he in- 
tersections of the planes forming the reflector 

/ = Length of a side 
\ = Wavelength of radiation. 

Kint'Sk i0-l   Corner reflcclor» 
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The correipondtng "elationshlp fur a corner refiector with square »idea h 

„mi,t=l2wt*/\» (20-2) 

For a corner reflector with .litle« of circular Mgmcnti, the scatterinK I» given 
by (Reference IS) 

,»„„ Ä IS.SW*A« (20-J) 

The icatteriiiK cro.HH .nection of the circular reflector lie« between the renponse» 
of the IrianKiilur and nquare reflectors. The choice of corner reflector depends 
upon the K''1""' try of the vehicle, the required scattering cross section, and 
the angular dependence of the echo. Fur example, although the square corner 
reflector yields nine times the scattering of the triangular corner reflector, the 
lobe width of the square reflector is narrower than that of the triangular re- 
flector. 

The back scattering equations are based upon the assumption that the 
corner reflector can be represented by an equivalent uniformly illuminated 
aperture, This idea is valid when //A Is much greater than unity. When the 
dimensions uf the corner approach a wavelength, the scattering it no longer 
u monoton!'.' function but exhibits variations in scattering cross section about 
some average value, 

The Luneberg reflector has also been suggested for this application (Re- 
ference 12). This device consists of a plastic sphere with variable index of 
refraction, CMted over a hemisphere with reflecting material. The incident 
rays focus on .the reflecting surface and exit the reflector in the same direc- 
tion. The maximum scatierlng cross section is given by 

.r,,,,,. = 4ir»<VA« (20-4) 

wh;<re / is the radius of the sphere, Although the lobe width of the Luneberg 
reflector is significantly greater than the circular corner, it occupies too much 
volume and is not usable for storing fuel during the early portions of the 
flight. In view of this, the Luneberg reflector is unsuitable for this applica- 
tion. 

The angular dependence of the back scattering is calculated from the 
"lobe witJlh" of the reflector. The lobe width is defined us follows: Consider 

a corner reflector illuminated by a monontatic radar Along the symmetrical 
axis, the measured cross section is a maximum. Rotate the reflector until 
the cross lection is one-half the maximum value. Twice the angle of rotation 
is defined as the lobe width of the reflector. 

For a triangular corner, the lobe width can be calculated from (Reference 
13) 
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»Am«. = (1 - 0,00076 &)*    for    * g .10 

For a xquare corner, the ccrresponcilng equation i» 

i'/i'n (1-0.0274 «P)11   'or   ♦JSW 

(20-5) 

(20-6) 

A graph of c/ttnu IM a function of * 1» »hown In Figure 20-3. The clrculiir 
corner reflector rxhiliils un angular 
dependence somewhere between these 
two extremes, For the triangular cor- 
ner, the lobe width In 42 degree.«, 
whereas the square corner lobe width 
Is 20 degrees, 

The polarization of the raflectsd 
fleld Is determined from the boundary 
conditions of a perfect eonductar. For 
the case of triple reflection, the 
polarization response of the corner is 
the same as the response of a flat 
Conducting sheet. Since the response of 
the corr.er reflector to circular polar- 
ization Is well deflned in contrast to 
the scattering from the bomber, a 
proper choice of radar receiver polar- 
ization will eliminate the decoy echo, 
A possible way to increase the cross 
polarized component Is to replace u 
purtlon on one wail with a wire grid 

(Reference i). Another possibility is to replace a wall of the reflector wiili 
a dielectric sheet (Reference 7), Alncv there is no phase reversal from the 
air-dielectric interface, the received polarization will not exhibit u reversal 
of the sense of polarization of the circularly polarized wave, 

A single corner reflector exhibits very little fluctuation owing to the broad, 
smooth reflecting charactemtks. However, fluctuation may be introduced in 
a number of ways. The most promising Is to uilllze the effects of u number 
of corner reflectors mounted on the vehicle. For 10 reflecton spaced .1 feel 
apart and operating at S-lmnd, the total angular width between the first 
zeros on each side of the principal maximum is 0.16 degrees. This fine struc- 
ture combined with the expected small random motion of the vehicle may 
produce an observed fluctuation comparable to the bomber ftuctuation. 

The frequency dependence of the scattering cross section can be deter- 
mined from inspection of Kq (20-1) and (20-2). The response of the re 
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(lector varies a» the square of the frequency. Thu«, the response at X-bund 
will be nine times the response at S-band. The difference could be employed 
us a basis for discriminating between the vehicles. A promising way lo "Hal- 
ten" the response of the corner reflector is to introduce error» into the angles 
of the corners which compensates for the rising frequency characteristic 
(Reference 13). If the angles differ from 90 degrees, the response of the 
corner reflector Is reduced. Let AA represent the error In wavelengths of each 
edge of the corner reflector. The reduction in scattering cross section is shown 
In Table 20-111. 

TABLI 20-1!I.   Scattering Cross Section as a Function of Krror Angle 

Squire   Corner 
TrUnRulsr Corntr A   m 

o.u\ 
0.20\ 

Dcclbrl RMlucllon 
J db 
0,J4\ 
0.35N 

\0ah 
0.44X 
0.62^ 

Thus as ;. is decreased, the error in wavelengths is increased, and the 
response Is decreased. This result 
is shown in Figure 20-4 for two 
error angles. The curve with the 
3-degree error was plotted by 
choosing a l-db reduction at 2,000 
mc. The 1.9-degree eiror curve was 
plotted by choosing a 10-db reduc- 
tion at 10,000 mc. 

20.5 BroMblile Echoes 
The foregoing dlscussloti excluded 

the large broad side echoes. It has 
been suggested that a |H)ss!blc way 
of distinguishing between decoys 
and bombers is on the basis of their 
echoes. 

KlMBt,   .HM llrouilliuml   ratponH   vvi'tu 
frequency 

InformatEon on the broadside returns of H-47 aircraft (References 8 and 
9) indicate muximum cross-sections from !.S X 10'' to i X t0n square 
meters. The lobe width, Ay, is arbitrarily defined as the angle over which 
the stuttering exceeds I X 10'' square meters. The average lobe width (Re- 
(erence 9) is on the order of 10 degrees. 

To obtain an estimate of the importance of observation by the defense of 
the broadside aspect, the following Msumptions are nwde. 

1. Tht aircraft and radar;« are in the same plane. 
2. The radars are arranged in an inl'inite rectangular lattice wltli spacing 

.s'„ between adjacent radars. 
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3. The Aircraft arr flying a stiulght line pith ehoMn ut random through 
the radar network. 

The   geometry  of   the  problem   1» 
xhown   In   Figure   20-S.  A»  the  air- 
craft   Hies   through   the   lattice,   the 

+ broadside lube "cover,1" different rhdar 
site». When the radar It within the 
lobe,  the   ilrcraft   if   viewed  at   the 

Mt«    broad ide angle, The time of observu- 
■V tlon  of broadside aspects  is propor- 

tional   to   the  lengths  of   lines  con- 
tained within the lobes after the air- 
craft   have   traversed   a   number   of 

*+ radar», For example, £'*, i'n, i'c, and 
/.'H, are proportional to the observu- 

rtouM JOS  OMiiMtry of bromMde «ho tiun t|me of (he broadiid« angle by 

»n8,y," the radars,-1, A. C',/;. 
The total time of observation of all aspects Is proportional to LA   I   LH   t 

Lv   I   L/t, The fraction of the flight time in going from /»„ to /' is 

Fractional Time of Observation s= I-'A+L'H +L'V+L'I,       (20-b) 
LA +£/I 4-1») -( Lu 

For a small number of radars, this ratio depends upon the choice of flight 
path, A solution can be found for an infinite number of radars by mapping 
the entire lattice and lines into an elementary square, AHCD (Reference 2, 
Fart 11). 

The broadntde lobes are mapped onto the radar sites at the corners of the 
square, Figure 10-6, The conclusion drawn from the analysis is given by 

Fractional Time of Observation 
Area of Lobes Inside Square 
Area of Square 

(20-7) 

As the slope of the flight path is 
changed, the lobes rotate about the 
cornels of the square, but the total 
iolie area contained within the square 
is constant. The lobe is assumed to be 
a sector of a circle of radius K and 
angular widthAy, With these simpli- 
fying assumptions, the fractional time 

ruumK ;o()   Broiidildv ocho «irnlv«!»      of observation is given by 
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Fractionai Time of Observation ms Ä" Ay/Su* (20-8) 

Since the broadside echo area is very iarK«. ft is chosen as llne-of-slght for 
an aircraft at an altitude of 40,000 feet. The results of this analysis are 
shown in Figure 20-7 which is a plot of Kq (20-8) for different valuei of 

Ay &> a function of radar spacing. To check 
the results of an infinite lattice analysis 
against a Unite latdce, a geometric model 
was constructed, a random flight path chosen, 
and the line lengths measured. The measured 
value Is also shov.n in Figure 20-7. For a 
corridor of length 1000 miles with radar 
spacings of 170 miles, the fractional time 
that the aircraft Is observed at broadside 
angles is about 40 percent. The conclusion 
is that, it is possible In principle, to dis- 

tinguish between the two vehicles on the basis of the broadside echo. 
Another question which should be answered before considering the actual 

simuhtlon devices Is the minimum elevation angie required for tactically 
useful simulation. The minimum elsvatlun angla U relsted to th? fraction of 
«■he aircraft that pass within a specified range of the radar site. Consider a 
single radai with a maximum range represented by n circle of radium R0. 
Assume that any straight trick at a given slope Is equally likely. If the 
spacing between parallel tracks Is denoted by A-V, the number of tracks 
that pass within a distance 5 from the r^dar la given by 

IN 14) IM        IM        M 
CIKWHI te'wHn 'itfi'll* I 

Fioust:   20-7     Fraction   of   nishl 
lime vmu« radar upacing 

m = 2S/AS (20-9) 

The total number of tracks that pass through a radar with range R„ is 
given by 

N - RU/&S (20-10) 

The Iraction of the total number of tracks that pasa within a distance 5 
from the radar is then 

m/N ss S/Rt, (20-11) 

Fur the multiple radar case the fraction Increases. Assume a rectangular lat- 
Ike of radars spaced R miles apart. A corridor, C miles wide, is chosen at 
random and directed toward the target. Let 
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AS =; Spacing of tracks which ure equally distributed thruughout the 
corrtdcr 

it = A chosen radius 
Si, as Radius of the maximum range of the *lh radar 
Lk = Overlap of 5* on the corridor 
/* = Overlap of J* on the corridor 
/' = Total number of radars observing the corridor. 

Then the number of aircraft that pass within a circle of radius sk is h/AS. 
The number within the surveillance range of the *th radar is WAS. The 
fraction of the total number of tracks that fall within circles of radius J» is 

(20-12) 

The answer was obtained by graphical construction and Is shown In Figure 
20-S.* For each assumed ground range and altitude, the elevation angle can 

be determined. In this manner 
it is possible to obtain an estimate 
of the minimum elevation angle 
corresponding to a given percent- 
age oil alt.iaft which are per- 
mitted to be identified. 

For an elevation angle of 10 to 
15 degrees, about IS percent of 
the attacking force will exhibit 
greater elevation angles and may 
be identified. Consequently, the 
simulation device Is required to 
possess a vertical lobe width of 
about  10 to  15 degrees. 
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Ficuss 20-S   PcrcsntKKc o( slrcrsft whUh 
psu cioirr lo I he ruiUr thin the «IIICIKM 

The methods (or Increasing the broadside echoing area are both passive and 
active. Three passive methods for Increasing the broadside area have been 
considered; triple corner refiecturs, Rat sheet»:, and double corner reflectors 
The firnt technique Is discarded due to the la,„e size required to txhiblt the 
large required scattering. The second method produces the required echo nrcu 
but the lobe is much too narrow. The double corner appears to be the most 
promising passive technique. The mtaimum scattering cross section of the 
double corner is given by 

♦The coMlrucllon leadlnu lo Kliiurf 30-8 U II( connlderiilile urn in Jumminn problem. !l 
ylt'ld« a ri'lRllonnhlp (ur Ihc fmctiun oi itlrcmtt  htilln« wllhln H lilvrn  breaklhruuKh 
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ffta« « (fcrA«)(tt)« (20-13) 

where / i.i the length of the corner and /, is the length of a side. For /. 
about 0.3 meters, and t about 7 meters, the scattering cross section is 1 X 
10" square meters at X-band and H X 10" square meters at S-band, Thus a 
double corner fulfills the requirement for scattering cross section, The re- 
flector must also present this crom section over the aspect angles comparable 
to the bomber. The double corner, with the long dimension parallel to the 
principal axis of the vehicle, exhibits * very large elevation lobe width and n 
small azimuth»! lobe width. The elevation lobe width is approximately 60 
degrees. The aximutha! lobe width in radians is given by 

W = 0.91 (V0 (20-14) 

For a double corner, seven meters in length, th* aximuthal lobe width is 
about .08 degrees. This value is much too small to be useful. To obtain a 
2C-degree lube width at S-band requires a length of about 0.23 meters. At 
X-band the lobe width would be about 7 degrees. A possible design would 
consist of an array of corner reflector» on each side of the aircraft. 

The principal disadvantage of the double corners would be the increased 
space occupied by the reflectors. Although passive methods appear promising 
for simulating the broadside echring area, the possibility of an active simula- 
tion technique has also been investigated. Tlu sctlve techniques are con- 
sidered in Section 20.6. 

Another technique for preventing the identlfkation of decoys is to utilise 
the obscuring effect of chaff. Chaff r.my be particularly valuable for this pur- 
pose in the frequency spectrum below 1000 mc, where it may be diffkult to 
confuse the radar identity of decoys and bombers. The effectiveness of chaff 
is analyzed for the specific case in which the decoy scattering is less than the 
lumber scattering. 

The as|)ect of chaff sowing that is unique to the decoy problem occurs 
when the density of the chaff is so light that some of the bombers and some 
of the decoys may be observed. The amount of chaff necessary to prevent the 
enemy from detecting the aircraft can be calculated by assuming that the 
chaff return is indistinguishable from the receiver noise. The method is based 
upon the relationship between the blip to scan ratio and the signal to noise 
ratio, (References 16, 17, and 18). This relationship is shown in Figure 20-9. 
The assumed probability density for the input signal to noise ratio is 

i 
A' 

■x/f 



DECOYS 20-17 

tl  'Milt I* |hllM «MlMI'lttA 

irH lit hi irttfririrt H tU 
Mt» K«n tilts 1%) 

Kunmr 20-9   Blip »c»n ratio venui ilintl to nolle (or ten 
hita on t fluctuating target 

where X is the input *'ma.\ to noise ratio, and AT js the average of X over all 
tarxet fluctuations. 

Since the return from chaff is added to the reflected signal from the air- 
craft the presence of chaff decreases the signal to noise ratio. Thus, the sow- 
ing of chaff to conceal an aircraft reduces the blip to scan ratio. Far example, 
if the signal to noise ratio is 20 db for the aircraft alone, the blip to scan 
ratio would be 98,2 percent. Assuming that the echoing area of the decoy is 
10 db less than the echoing area of the bomber, the signal to noise ratio of the 
decoy would be 10 db. This corresponds to a blip to scan ratio of 80 percent. 
Both targets would be detected at this ratio. If a moderate amount of chaff 
is sown, the signal to noise ratio for both targets would deteriorate. Assuming 
that the chaff reduces the signal to noise ratio of the bomber to 10 db, the 
blip to Kttn ratio of the bomber becomes 80 percent, The same amount of 
chaff reduces the blip to scan ratio of the decoy from 80 to 15 percent and 
the decoy may not be detected. Thus, if the decoy echoing area is less than 
that of the bomber, u few of the bombers may not be detected, but a larger 
number of the decoys may also escape detection, Although a light sowing ■.>{ 
chaff reduces the dilution of the defenses by the decoy*, dome of the bomben 
will not be observed. Thus the net effectiveness of the mission may still be 
increased by the use of chaff. 

20.6 Active) Simulation of Airhsrsie TariicU 
In the previous discussion It was concluded that the passive technique!» 

were adequate for the higher frequencies. The crussovet point between high 
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and low frequencies ii arbitrnrily chosen at 1000 mc pending full Kale model 
tests. In the frequency range between SO and 1000 mc, the tuned tutelage 
techniques were shown to be adequate for forward aspects but too low for 
other aspects. What is required for simulation in the low frequency 'eglon Is 
a device which would broadcast signals sufficiently similar to the bomber 
echo to prevent identlflcation. If the transmitted tl'naU were distinctly 
different from the skin echo, they would form the basis for discrimination. 
In this case, the device would be mounted on both the bomber and the decoy. 
In this section, it is assumed that the skin return of the bomber Is about 
ten times the skin return of the decoy. 

A number of active simulation devices have been studied for this problem. 
Among them are straight through repeaters, gated repeaters, swept oscillator 
transponders, and pulse barrage transponders. The ideal device would be an 
amplifier which would broadcast the received pulse at a higher amplitude 
without distinctive characteristics. A system which fulfills these conditions 
is a straight through repeater. When there is «ufficient isolation between the 
receiving and transmitting antennas nn oscillations take place. The criteria 
for sufficient isolation depend upon the characteristics of the amplifier, the 
geometry of the system, and the gaH pattern of the antennas. To prevent 
large fluctuations in output power, it is desirable to keep the leakage signai 
small with respect to the received radar pulse. Another effect of excessive 
coupling Is lengthening of the trailing edge of the radar pulse. This lengthen- 
ing is on the order of the delay of the amplifier for small leakage. For larger 
coupling, the trailing edge may be lengthened by several times the delay of 
the amplifier. 

The required gain of the repeater is calculated for the case in which thr 
coupling between the antennas is neglected. For adequate simulation, the 
received power at the radar from the repeater Is equal to the received power 
from the «kin of th; bomber. If A," is the gain of the system, between the two 
antennas, «ml G, Is the gain of the repeater antenna, the system gain is 
'<ivcn by 

K' = 4WA»6V (.■»0-15) 

The power output of the repeater coiwlsto of both the amplified energy from 
the radur, and the amplified eneruy due to antenna coupling. The power /'. 
delivered to the transmitting antenna, is given by 

P. KG.^IWG,        l'.G,r"»\ 
(4.)» [w + ~ör) (20-16) 
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where W Is the power transmitted by the radar, (.', Is the maximum antenna 
Rain of the radar, a Is the separaliun between the repeater antennas, and <t> 
Is an arbitrary phase angle depending upon system delay and antenna separa- 
tion, From the previous condition tor adequate simulation, the ampliner 
gain Is given by 

1 -f a e'*/Ana* 

Another way of stating the simulation condition Is that the beam power uf 
the repeater is equal to the scattered power from the bomber, or 

P.G, m WCa/AwR* (20-18) 

The previous results hold only for the case of two lnotroplc antennas. For the 
nonlsotroplc case, let (>,(«,) be the antenna gain In the direction of the radar 
and w,(«,) be the antenna gain along the line Joining the two repeater an- 
tennas. The ampllfler gain for this case is 

A. I     Amr/Gr^e,) ,2010. 

The system gain K' In the ratio of the power delivered to the Irunsmltting 
antenna, to the power at the Input terminals of the receiver. 

K' 1        \KO.H».)W*/W\ (20"20) 

Reasonable values for the ampliner gain ran now be calculated, Since there 
is no control over the phase term, «'♦, let this term be unity. To prevent 
oscillation,* let 

< 1 (2"l-21) 
KG,HS.) A* 

or 
Nfi < 1 

*Thc «trnlKht IhroiiKh rrpcalcr iiniil\M« lüffm from Ihr Ukunl (Mdback nnalyti« whviT 
Ihr ficlnr K/t It chimrn Rrettrr than unltv In iiUbllUc the nyatrin. In Ihr nptatcr, >|> it 
u rapidly varying function of frrqurncy and the only way to Innurc itablUly li> to rrqulrr 
that Kp he lr»» than unity, II Kft < 1/J. ihr maximum fluciuatloni of »mpllludr due tu 
the phaie trrm I» .1 db. 
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where 
ß m Gr* (9.) X« / (*wa)» 

The maximum ocatterinK cross section that ran be simulated is calculated 
with the aid of Eq (20-21). Since the requirement of stability implies that 
K~K'. Eq (20-15) is substituted for K in Eq (20-21) and the 1/3 criterion 
is applied, Therefore, for stable operation, 

v 
Gr*  (6,)      - 

1 (20-22) 

The equality sign is used to calculate the maximum scattering cross section 
which can be simulated. Tnc maximum scattering cross section is shown in 

Figure 20-10 u a function of the 
separation of the repeater anten- 
nas and the ratio of the gains, 

The stability criterion depends 
upon the inverse relationship be 
tween the gain of the amplifier 
and the «quare of the wavelength 
assuming that the antenna gain n 
constant, Eq, (20-15). For short 
dipoles, the «ntenns j,iin is con- 
stant and the amplißer should be 
designed with an appropriate fil- 
ter. 

The stability criterion, Eq (20- 
22), also depends inversely on the 
spacing between the antennas, a. 
and 'he ratio of the antenna 
gains. Since the dimensions of the 
decoy are fixed, there will be 
some minimum frequency at 
which the repeater will osclilnte. 

For operation below the oscillation frequency, other active simulation de- 
vices are required. These consist of gated repeaters, swept oscillator trans- 
lenders, and pulse barrage transponders, 

A block diagram of a gated repeater Is shown in Figure 20-11. The gating 
circuit supplies a rectangular gaiing pulse to the receiving amplifier in the 
sequence ONOFF. A gaflng pulse is also applied to the transmitter in the 
sequence OFF-ON. The received energy, amplified during the ON time, 
charges the delay line. Assuming that the radar pulse is much longer than 
the gutinf.; period, the output of the delay line is a train of short pulses with 

Wtovn 20-10   Msxlmum crou leclton vrr- 
■u* rtlitlv« ■ntenns siiln 
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an over-all length approxltnatety equal to 
the radar pulse length. The delay ii ad- 
justed to one-half the repetition period of 
the gating pulse, Thus, during the receiver 
UN time, the delay line stores the received 
energy. During the receiver OFF time, cor- 
responding to the transmitter ON time, the 
energy stored in the delay line is trans- 
mitted. 1' .* delay time is greater or equal 
to the v ie of the ftite cycle, and less 
than the total gate period, the receiver Is 
as the amplifier. Consequently,  the sys- never ON at the sam« time 

tern cannot oscillate. Thus, the gated repeater quantises the radar pulse 
and transmits an enhanced version of the received pulse. The length of the 
transmitted pulse train can at most differ from the radar pulse length by a 
gate period, It will approach the radar pulse length as the gating period Is 
reduced, 

A preliminary step to the system design of the gated repeater Is to deter- 
mine how the radar receiver responds to the pulse train. It Is necessary to 
determine the output pulse shape at the radar, the reduction In amplitude 
caused by the jtatinp operation, and the factors affecting the choice of the 
gating period and duty cycle. 

The output of the repeater c<in be expressed by 

/(/) = a cos uj|/ 

= 0 

for Tx<t<Tv, Tt<t<T4. .. r,.,<«T, 

lorKT,, t<Tk...t>Tn 

(20-23; 

Equation (20-23) represents a series of pulses with a carrier frequency of 
ui,. If aig Is the frequency of the local oscillator in the radar receiver, the 
Input to the l-f filter Is given by 

/(O = Re -j-lcxp )(..., - «.,,)< exp jU (XI (20-24) 

An approximate result is obtained fur a flat-topped rectangular filter with 
bundwldlh B. For u repeater duty (actor of 1/2, this Is given by 

F{t) 
\ is  > 

S    Si\x - *♦! - S/|* - (*  I   l)*!       (20-25) 
»      !t 

where * .    wlit and ♦ =s wBT, N ~- mimbcr of pulses in the pulse train 
ami p -- 0,1,2,3 7' Is the ON time ol the pulse in the pulse train. 
Equation (20-25) represc.il» the output pulse shape at the radar, For ex- 
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■implp, conttdw n S-n*ec radar puUe with u radHr receiver piLtxImiui (if 
2S0 kc. In this case, <t> Is (5/4)*, and the output pulse ihape is shown in 
Figure 20-12, The response of the radar to five O.S-^sec pulses is also shown. 
The shape of the response of the filter is approximately the same for both 
the radar pulse and the repeater simulated pulse. If the radar passband is 
increased beyond the optimum value of (5/4)^, the Individual gatinK pulses 
are resolved   For example, Kluure 20-1.? »how» the response when two 0.5- 

u.. M'.i.». -l'     !■ 4 

l'ii,im   20-U   Output    pulw    «lm|ii-    for 
tislfil IwpMtCil (iipllmum Imnilwlililn 

Piouu 20-1.1   Output    puUf    «hip« 
tiulcd miuili'i  (liirxi' Imiidwldlh) 

(Ml 

MSi-c pulses are applied to a receiver with a bandwidth of 2.5 mc. This result 
suKKest» an attractive countermeasure against the gated repeater; a wide- 
band auxiliary receiver with a pulsewidth discriminator could be employed 
to detect the presence of gated repeater transmissions. Discrimination 
against B Rated repeater is also possible on the basis of It» distinctive pulse 
spectrum, 

The next problem is to compute the reduction in amplitude caused by the 
gating of the radar pulse. For example, Figure 20-12 show» that the ampli- 
tude i» reduced by u factor of 2 for a duly cycle o. one hulf. The problem 
can be analyzed for a range of duty cycles and pulsewidth» by determining 
the energy In the pulse train as compared to the energy In the original radar 
pulse at the output terminals of the filter. The energy los» ratio Is given by 

lit/Ky M {A/&)NBr (20-26) 

for the parameters in the region of NHT = 1/2, Kquatlon (20-26) repre- 
sents the loss Introduced by the gating operation. This result was obtained 
by Fourier transform method» followed by graphical integration of the resul- 
tant energy expression». 
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The choice of gate period doeü nut effect the filter loss, if r is the total 
length of the radar puise, und D is the duty factor of the «ate cycle, 

NT= rD (20-27) 

As the Kate period is changed, I) is constant, and the product AT is constant 
for a specific radar. Thus tt.XT is unchanged and the energy loss is constant. 

An inspection of the block diagram, Figure 20-11, suggests thai a saving In 
weight and power can be gained by reducing the gate period to a small value. 
A shorter delay line would occupy less volume and introduce lens loss into 
the system. However, a reduction in gate period increases the complexity of 
the gate generator. Thus there is some optimum gate period representing a 
compromise between the reduction in delay line losses and increased com- 
plexity of the gate generator. 

Another factor that affects the energy loss and the design of the gated 
repeater Is the loss Introduced by smaller duty factors. Once again the design 
!s a compromise. If the »smplifier beneftts from small duty cycle operation, 
then ii reduction in duty cycle implies a reduction in weight of the power 
supplies. However, if I) is reduced, NT is reduced, and the energy loss 
increases as AT, 

The next problem that underlies the design of all gated repeaters Is to 
determine the gain, maximum jxiwer output, and dynamic range of the 
amplifiers. The over-all system gain of the gated repeater Is the same as the 
required gain of the straight through repeater modiHed by the gating loss. 
The maximum power of the repeater, at some minimum range Rm Is given 
by Kq (20-18). For ranges less than the minimum, assume that the ampli- 
fiers are in limited that the output power of the repeater Is too low for ade- 
quate simulation. Thus, for ranges less than the minimum, the defense can 
identify the vehicle as a decoy. The prnblem of minimum range can then be 
restated in terms of how many decoy vehicles are permitted to be identifled 
without excessively reducing the effectiveness of the strike. An estimate of 
the minimum range can be obtained by means of Figure 20-H which Is a 
graph of the fraction of aircraft that pass closer to the radar than at a 
specified range. If 10 to 20 percent of the decoys can be permitted to be 
identified, the minimum range is about 25 miles. Assuming, for the low 
frequency region, an echo area of SO square meters, a radar of 100 kw, with 
an antenna gain of 20 db, and a repeater antenna gain of unity, then a 
nuudmum power of .025 waits or U dom is required of the repealer. This 
m t l)er is not, however, the output power from the transmitting amplifier. 
This value must be adjusted for the los* due to gating, and the antenna loss. 
A more reasonable estimate of the maximum output power of the transmit- 
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tinK iimplirter is about 0,2 watt». Low output power is chai-acterUtlc cf ull 
Himulution devices in contrast with Jammers. 

If the Kutcd repeater is considered for simulating the broadside echo, the 
minimum required |x)wer can be calculated by means of Eq (20-18). For the 
same minimui runxe and an echo area of 1000 square meters, the maximum 
output power is 4 watts. This figure should be reduced by the gain of the 
directive antennas employed for simulating the broadiide angle. 

The dynamic ran^e requirement is also not very severe. If it is desired that 
the rcpcaicr operate over a range of from 10 to 250 miles, the required 
dynamic range is about 21 db, 

Since the decoy aircraft will fly either intermingled with the bomber» or 
on a separate flight, their spacing will be on the order of 5 tc 10 mile». It is 
therefore necessary to examine the possibility of a repeater interacting with 
an adjacent repeater and producing Mistained oscillation between the two 
devices. The interaction range R, is defined as the range at which the gain 
of the repeater is equal to the transmisdon losses. Oscillation will occur for 
any smaller range. The Intcruclion rarge is calculated from the free space 
transmission formulas and it can be shown that the interaction range is 
Klven by 

li=y[K ' (GrA/4ir) (20-28) 

for identic«! repeaters. The maximum value of A" occurs at the highest oper- 
ating frequency, For & frequency of 1000 mc, en echo area of So square 
meter», and an antenna gain of unity, the system gain is 38.S db. If an ex- 
Ireme ease of antenna orientation is assumed, C, = 20 db, the interaction 
range is ()40 feel. This small rangt- does not present any problem» of inter- 
action (or the decoy repeater. 

The minimum altitude at which the repeater can ojierate without oscilla- 
tion is determined by assutning that the repeater is above a plane corductlng 
earth and that there is an image repeater equidistant on the opposite side of 
the plane. The minimum altitude is one-half the interaction range, 320 feel, 

the last problem to be discussed before examples of specific systems are 
described is the behavior of the repeater In the pretence of expected signal 
densities. The repealer will ordinarily respond to all radiation within its 
frequency band, The amplifiers may overload or limit if the sum of the 
retransmitted signal power exceeds the capacity of the amplifier. It may thus 
be necessary to increase the power handling capacity of the amplifier. It is 
ex|H*cted that the repealer will not be required to simulate more than two 
signals at the maximum power level, and consequently the increase in ca- 
pacity may be only .1 decibel». 
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Another aspect of this problem is the fact that the repeater will amplify 
all low level signals and the sum of these low level slftnals may exceed the 
capacity of the amplifier. This effect may be reduced by noting that the 
extraneous signals are all lower than the main beam radiation of the radar. 
To reduce the response to the undesired traffic, a threshoH device can be 
inserted at the output of the receiving amplifier. The threshold detector 
operates by turning on the transmitting amplifier whenever the received 
signal exceeds a specified level. Thus the system will only repeat the radia- 
tion from the main beam of the radar. 

The previously discussed systems operate on the repeater principle. It Is 
possible, however, to devise transponders which will also simulate the 
bomber. Two systems have been analyzed, the swept oscillator transponder 
and the pulse barrage transponder. 

The principle of the swept oscillator transponder is to use the received 
pulse to trigger a sweep generator which rapidly tunes the oscillator through- 
out the frequency band. The swept oscillator produces an output pulse on the 
radar screen which resembles a large target. Since the allowable delay be- 
tween reception and transmission is only a fraction of the pulsewidth, a fast 
tuning oscillator is required. 

The decoy transponder Is much simpler than systems employing voltage 
tunable tubes for false target operation or range gate deception, Mince pro- 
gramming is not required for decoy simulation. 

Assuming that the sweeping action reduces the required power by a factor 
Q, the required output power /', in the passband of the radar receiver is 
given by 

P, ;= Q P, G, »/Aw Ä" C, (20-29) 

where P, is the power 01 tput of the rudar (100 k*), G, Is the gain of the 
rtdar antenna (20 db), a is the scattering cross section of the bomber (50 
square meters), R h the range (170 miles), and G, it the gain of the repeater 
antenna (unity). Under these conditions, the power required of the trans- 
ponder is about 0.05 watts for () = 1 

The degradation factor () can be calculated from the relationship between 
the magnitude and duration of the output pulse at the defense radar, and 
the characteristics of the sweeping signal. 

An analysis of the swept oscillator transponder demons!rutes that it is a 
feasible means of simulating the bomber. The principal disadvantage is the 
east with which the swept oscillator transponder could be countered. A simple 
technique would be to detune the radar receiver. Al' ihe pulses that appear 
are therefore decoys. Another possibility is to use an auxiliary receiver, tuned 
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to an tdjuAnt frequency, t« "blank" the decoy target». The counter-^ounter- 
nieH.Hurc is to require the name transipundcr on buth bomber» and decüy«. 

The inline bairagc transponder ü|)eratei by ualnR the received radar puUe 
to trlKKer a broadband nu\w source, When a radar pulse of nufAclent ninKni- 
tude is received, a burnt of nolle Is transmitted on all frequencies in the 
band. Thv Inttgration of » PPI display madu the nol«y characteristic of the 
sixnal. An experiment was undertaken to determine h..w much noise should 
be aildef! to the fkin echo of the decoy to confuse the operator. Two pulses 
wert" presented to an operator on a PPI display. The bomber pulse level was 
set 10 dl) «realer than the decoy pulse. Boih target» were presented to the 
operator at different locations, and the operator was asked to decide which 
target was the bomber. Noise bursts were then Introduced into the system 
in colncldence with both target pulses. The noise bursts were adjusted to the 
»ame length as the target pulses. The noise power was Increased until the 
Idantiflcatlon error of the operator approached 50 percent. The resulting 
ratio of rms noise power to the iwak bomber power was 20 db, The results 
of this Minpiified experiment were considered VM high since the noise con- 
iribution of the receiver and the Huctuation of the target were ignored. As- 
suming a ratio of rms DOIM power to peak bomber power of .V, the required 
output power P, in the passband of the receiver, Is given by Eq (20-29) with 
f,■' replaced by A'. For the radur characteristics illustrating Kq. (20-29) and a 
receiver bandwidth of 2S0 kc, the reqiiired power density is 0.2 watts/mc. 
When the additional factors of receiver noise, target fluctuation, and aspect 
angle art considered, the required power density is probably less by at least 
an order of magnitude, 0.02 watts/mc. 

Anoiher problem associated with the use of trans|)onders (or decoy simula- 
tion, is the variation In range at which the transponder commences o|)eratiiig. 
The received power ut the transponder is a function of the transponder an- 
tenna gain as well as the range from the radar. Since the threshold at which 
the transponder commences operation U preset, the range at which the decoy 
first appears upon the I'Pl will depend upon the aspect angle of the decoy. 
Compression circuits are required in the transponder to Insure that the trans- 
ponder commences operation at the desired range without too much variation, 

Since the length of the output pulse of the trans|)onder is fixed, It is 
therefore subject to simple counter techniques. Although variable puise 
length circuits were considered, these circuits require extensive receiver and 
programmer developments. With fixed pulse length operation, transponders 
must lie mounted on both bomber and decoy. Another major difficulty Is the 
Wright and power requirements lor a unit covering the 50 to .100-mc band. 

20.7  Snfriireil Simulutiuii 
Since the problem of identifying decoys and bombers by 1R is uniquely 
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different from the electronic problem, this aspect of slmulution i.« dUcuMfd 
■eparately. 

The defense model consist« of H Urne IR search system und survellliinu' 
nuliir curried in a HIKH altitude aircraft which relays turnet information io 
the »round. The basis for Identlikatlün is the amount of iK radiation pro- 
duced In the wavelenKth bund of the detector. The Idcntlikation can !»■ IHM 

f<»rmed by measuring the iK radiation us a function of range and as|>ect 
angle. 

The expected range at which the decoy could be detected is based upon 
the test results which indicate a 200-mile range for • flghter which radiates 
120 watts per steradian at the tall aspect in the 2 to 3 micron region (Re- 
ference 2). Thb 'nnge is optimistic since atmospheric attenuution and sky 
noise were neglected. 

A reasonable assumption concerning the magnitude of the radiation is 
that the IR radiation is roughly proportional !o the fuel consumption for 
similar operating temperatures and efiklcndrs. Thus a bomber can be ex- 
pected to radiate 25 times as much IR energy as the decoy, The range ut 
which the decoy is first observed would then be about one third to one llfth 
the detection range of the bomber at the same as|)ect. The difference in the 
detection range or brcuk-in range can be used as a biisis for discrimination. 
As the vehicle approaches the detector, the small forward radiation limits 
the detection range to 30 to 40 miles for the bomber and 5 to 10 miles for 
the decoys. As targets puss the search plane, the rear aspects allow much 
larger detection ranges. 

It Is unlikely that an examination of the spectral distribution of the 
sources will yield useful informution, sine; both engines will burn üar 
fuels at the same temperutures. Thus, the most attractive IR basis i ,t dis- 
crimination is the amount of IR energy rudiuted by the vehicles. 

H It is expected that the enemy will use IR detection devices for discrim- 
ination, it is |M)sslble to place u hot body on the decoy to approximate the 
IR radiated by the bomber. The problem is tu design a source which is 
small, light, eftkirnt und spectrully Indistinguishuble from the bomlter. 

To obtuin the desired output, u anwll source must be operated ut high 
temiwruture, und vice versu. Hut u high temperature source will exhibit u 
nmrkedly different ipectral distribution thun u low temperature source. This 
difference is, in principle, sufficient to ullow discriminution Iwlween B 

simulated IR radiation und the rudiution from the bomber. 
The moat convenient source of energy for the aimutaled l!< source Is jet 

engine fuel. The flume muy not be visible, but can be used to heal a hinh 
emissivity rudiuting surfuce such us oxidi/ed stainless sieel with an emissivlty 
of O.y. This will insure thut much :>f the rudiution will be groybudy emission 
instead of band emission. The hoi exhaust gases will give some band emission. 
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The size of the radiating area will depend on the desired output and oper- 
ating temperature. Measurements of the power radiated by large bombers 
indicate about (tOO watts per steradian in the 2 to 3.7-micrun band, while 
the B-47 emits about 200 watts per steradian under the same conditions 
(Reference 19). These results were obtained at cruising speeds with tall 
pipe temperatures in the neighborhood of 400' C. 

The fuel requirements depend strongly upon the cadency with which 
thermal energy can be converted into radiant energy. Assuming an efficiency 
of 10 percent and that the total radiated power Is * times the power radiated 
per sterudian along the tail axis, the required weight of fuel per hour to 
simulate a H-52 is 30 Ib/hr fur the ? to 2.7-micron band and 280 ib/hr for 
the 2 to S-micron band. It is also assumed that IS percent of the received 
radiation is effective in producing a signal in the detector and that a hydro» 
carbon fuel liberating about 15,000 BTU/lb is used. 

20.8 CuHclualon 
To conclude this chapter on decoy simulation, we shall summarlie the 

relationship between identification methods and simulation techniques, and 
compare the decoy with another device for diluting the defense. 

It is assumed that the decoy carries simulation equipment which is ade- 
quate against the simplest technique of identification; the break-in range. 
The various methods fur identifying the decoys are summarized in Table 20-1 v. 
The top row is a list of different methods for Identifying decoy tsrgltt. The 
left column is a list of techniques which can be used to counter the identi- 
fuatiun methods. The pairing of an ideniiflcation method and a counter 
technique is indicated. For example, a possible counter technique is an 
examinution of the fluctuations of target echoes. Th'.z method can be coun- 
tered by applying noise modulation to the repeater. In this manner, for each 
identification method, a counter technique exists to null the effectiveness of 
the method. 

Decoy aircraft, employed to saturate the defenses, are often compared with 
false target generators. These devices place false targets on defense radars by 
purely electronic mean<> Although both techniques accomplish the same result 
they differ in 'he confidence ascribed to the cuuntermeasure. In the raae of 
(ul.sc target generators, there are simple modifications of existing radars 
which blank out the false targets. The false target generators cannot lie 
modified to eliminate this difficulty. They are therefore considered as » 
lower confidence countermeasure than the decoys. In the case of decoys, the 
methods (or identification are more complex, and furthermore, they can be 
ntillei! by modification of the decoy. Consequently the decoys are relatively 
hiwh cunfldence countermeasures. 
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21 
Characteristic« of Infrared Radiation 

M. D. EARLE 

21.1 IntroducUon 
Infrared refers to the portion of the electromagnetic spectrum lying be- 

tween the visible and the shon wavelength microwave», Sir William Herschei 
discovered the picsence of energy In this region of the spectrum In 1800 
while exploring the distribution of energy in the «olnr spectrum. Using a 
mercury-lii-glass thermometer as a detector, he found that the thermometer 
did not reach its maximum reading until It had been moved a considerable 
distance beyond the red end of the visible sprtrum. 

(■'iM'xt  ll-l    !'■ I.uiuii ut Infrtmd tu other iriilmi« o< thv clrctrcmtRiu'tlc »iwctrum 

Figure 21-1 shows the position of Infrrtred In the electromagnetic spectrum. 
The usual unit for the measurement of infrared wuveltngth is the micron 
in), whiih Is equal to 10* centimeters. The infrared tpectrum can be 
roughly divided into three purls; the near infrared from .8 to 1.2 mlcrona, 
the Intermediate infrared from 1.2 to 7 microns, und the far Infiared beyond 
7 microns. The region from 1.2 to 7 microns is the most important from the 

2M 
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military standpoint as this is the region in which the pholoconductive detec- 
tors are useful. This Is also the region into which most of the Infrared radia- 
tion from military targets falls. 

Since si! objects at a temperature above absolute zero emit infrared radia- 
tion to some extent, many objects of military Importance are unavoidably 
good infrared targets. The intensity of the radiation increase» and the 
position of the peak Intensity moves toward shorter wavelengtlu as the tem- 
perature is Increased. If one imagines a material such that all the radiant 
energy falling on it is absorbed, regardless of its wavelength, it would be 
found that the power radiated by this body per unit area of surface and the 
spectral distribution of this radiated power is a function only of its temper- 
ature. Such an object is called a blackbody. While ideal bluckbod'es do not 
exist, a very close approximation to one Is a uniforn.ly heated enclosure with 
a small aperture through which the radiation emanates. 

The spectral distribution of energy In blackbody radiation is enjiressed by 
the following formula, known as Planck's radiation law: 

WK d\ ss -^■^vur.i 11 äK (21-1) 

where: WK dK is the radiant emittance within the wavelength band dk. 
c Is the velocity of light 
h is Planck's constant 
K Is the wavelength 
/  is the absolute temperature 
k is Bolumann's constant 

If the above expression is divided by d\, the spectral radiant emittance 
\\\ is obtained. This Is the radiant emittance per unit wavelength interval, 
(It can be expressed In watts per square centimctet p.>r micron, for example.) 

If Eq (21-1) Is differentiated with respect to A and placed equal to zero, 
the value of the wavelength corresponding to the maximum value of the 
spectral radiant emittance is obtained The resulting expression is 

Amu« = constant/T" (21-: 

This is known as Wien's displacement law, It shows that the maximum of 
the blackbody spectrum shifts toward shorter wavelength» as the teni|)erature 
!* increased. 

If W\ dK is integrated over all values of A the total radiant emittance is 
obtained. This is known as the Stefun-Boltzmann law. 
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f Wx d\ = 2w c*h f 
Jo JQ I) 

.-rfA = constant (T4)   (21-3) 

FIOUK 21-i   ReUtive ipcctral radiant tmlt- 
tnnce o! blackbodin at tevtral tamperiturti 

In Figure 21-3 the relative spec- 
tral radiant emittance is plotted as 
a (unction of wavelength (or black- 
bodies at several different tempera- 
tures. This figure also '. vs the 
shift of the position ot axima 
o( these curves toward shorter 
wavelengths as the temperature is 
increased. 

A graybody is defined u one 
which when heated haj a radiation 
spectrum the same shape as that of 
a blackbody, but whose spectral 
radiant emittance is reduced by a 
constant factor throughout the 
s|)ectrum. The emissivity of such 
a body is defined as the ratio of its 
raHlant emittance to that of a 
blackbody at the name tempera- 
ture. 

Many gases when heated are aluo emitters of Infrared rrtdiatlon, If the 
vibration and rotational energy of a gas have the proper values, the gas will 
absorb in(rared radiation in certain regions of the infrnrni spatiruni. Since 
a heated gas emits radiation of the same frequencies that it absorbs, these 
gase« will also radiate in the infrared region of the spectrum. For this reason, 
this ty|!e of radiation is not continuous as is that from a black or a graybody 
but is comiMised of lines. These lines are grouped into bands in various spec- 
tral regions. 

21.2  Sc«lt«rlng and Absorption by the Atmosphere 
In any contemplated use of infrared radiation, the attenuating character- 

istics uf the intervening media must be taken into consideration, For work 
at low altitudes the carbon dioxide and water vapor In the atmosphere are 
the most important absorbing constituents. Figures 21-3 and 21-4 show the 
fractional transmission of infrared as a function of wavelength over u path 
of I nautical mile near sea level, containing 17 mm of precipitable water 
vapor. The amount of precipitable water vapor is defined as the thickness 
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Ftoviss i\-i   Atmoiphtrlc trkntmlulon In the 
1 to iS micron r«|ion (Kef. t) 

-T •» n n IT 
WtvMrtfA W 

Fiiitim 11-4   Alm.mphcric trtntmlulon In thr 
7,S lo U micron rcRlnn (He! I) 

(puthlrnKth) ol water whiih would be present i( ill the water vapnr In the 
path were condensed Into liquid water, 

Figures 21-3 and 21-4 «how several regions of high transmission called 
"windows", The absorption bands which separate these windows are due 
either to COg or H.O, as indicated. The absorption band centered near 2,7 
microns is due to C0U and llj~) 

The concentration ol CO» in the atmosphere Is about .Oii percent (Ref- 
erence 2) by volume. This value remains almost constant with altitude. The 
absolute amount of ( ().. in a path of given length would therefore be pro- 
jmrtional to the density. 

For radiation in the spectral tfnidns fnvm 1.9 to 2.1 microns, 2,2 to 2,6 
microns, and 2.9 to 4,1 microns there is very little absorption by CO»' There 
arc strong kbtorptlon bunds at 2,7 and 4,3 microns. The attenuation over a 
5-kllometer piuh (3.1 miles, a reasonable range for a umall air-to-air missile) 
due to COi in the atmosphere for 2.7 micron radiation would vary from 94 
percent it seu level to about 43 percent at 40,000 feet. For radiation of 4.3 
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microns there ii almost complete absorption even Bt 40,000 feet for B path- 
length of 5 kilometers. Due to the broad transmission regions mentioned 
above, the absorption by CO» In the 1.2 to 7 micron region is not severe, 
even at sea level, and becomes even smaller as the altitude increases. 

The variation of HtO vapor with altitude is shown in Table 21-1 (Refer- 
ence 3}. These are average values for the eastern part of the United States. 

TABLE 21-1.  Variation of Water Vapor with Altitude 
Altitude Absolute Humidity 

(ft) (g/m") 

5000 14.0 
10000 8.8 
1S000 4.4 
20000 2J 
30000 1.2 
40000 0.01 

Computations using the data shown In Table 21-1 indicate that, for the 
spectral regions from 1.9 to 2.7 microns, 2.7 to 4.3 microns, and 4.3 to S.9 
microns (Reference 4), the attenuation due to water vapor alone over a 5- 
kilometer path at nea level would be approximately 50, 50, and 88 percent 
respectively. The attenuation at 40,000 feet for the 1.9 to 2.7 micron and 
2,7 to 4.3 micron region would be negligible whereas for the 4.3 to 5.9 micron 
region it would be only about 2 percent for a 5-kibmeter path. 

While COs and HyO are the principal absorbers in the uimo*phere, other 
constituents, such an nitrous oxide, NaO; methane, CH4; carbon monoxide, 
CO; and hydrogen deuterium oxide, HDO (Reference 5) have absorption 
bands in the infrared region but play minor roles In military applications. 
Osone has a relatively strong absorption band at 9,6 microns and wt-aker 
ones at about 4.7 and 14.1 microns. Ozone reaches its maximum concentra- 
tion at about 80,000 feet (see Figure 22-12) and the effect of its presence in 
the infrared spectrsl region is small. This is particularly so in (he region of 
sensitivity of the commonly used photoconductors. 

Some attenuation of Infrared radiation is caused by scattering due to the 
presence of haxr in the aimosphere. This effect is moitt pronounced at low 
altitudes and at the shorter infrared wuvelengihs. Fog and clouds attenuate 
infrared radiation very strongly. It is estimated (Reference 3) that the 
transmitlancc of a typical cloud in the near infrared would be only one per- 
cent for a pathlength of approximately 400 feet. For this rea.son, th;1 use of 
infrared devices at low altitudes is very uncertain, whtrea," at altitudes above 
about 30,000 feet, weather and water vapor are less important factors. 
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21.3 Comparlson of Infrared Device* With Thoie Emplcylng Micro* 
WMve end VUlble Radiation 

Some of the advantagei of infrared over microwave« are: 1) Due to the 
short wavelenxth« involved, much greater resolution can be obtained with 
infrared devices which use very much smaller "apet ires" than with micro- 
wave devices, t) Since many infrared systems are passive, detection of their 
presence is difficult, increasing the complexity o( the countertneasures prob- 
lem for the enemy. 3) In an active system (e.g. communications) the energy 
cannot be intercepted by the enemy without getting directly in the beam, 
4) The electronic circuits in infrared devices are usually simpler and cheaper 
than those in microwave devices. Since radiation chopping frequencies used 
in infrared techniques are in the audio range, complicated high frequency 
techniques are avoided. 

Some of the disadvantages of infrared as compared to microwaves are: 
1) Clouds and water vapor greatly reduce the effectiveness of infrared sys- 
tems. 2) Infrared sources and detectors cannot be "tuned" as sharply as 
microwave devices, This means that much power is wasted because H is of a 
frequency to which the detector is insensitive, 3) Passive infrared systems do 
not give range information. 4) Background radiation, particularly in daylight, 
is often troublesome. 

It is difficult to compare infrared and microwave systems with respect to 
maximum range since this depends on many factors. In general, the area of 
a target for radar reflection is larger than the area for infrared radiation 
(i.e., the radar cross section of dn aircraft compared to the area of it« tail 
pipes). However, neglecting absorption and scattering, the signal is propor- 
tional to the inverse fourth power of the range in reflecting (active) systems, 
whereas it drops off as the inverse square of the range for passive systems 
where the target is the source of radiation. 

Infrared has several advantages over visible radiation for military pur- 
poses. Some of these are: I) Many military targets are at temperatures such 
that considerable infrared is radiated, while often link or no visible radia- 
tion is present. 2) Since infrared is invisible to the human eye, greater secur- 
ity is possible, 3) In infrared systems advantage can be taken of spectral 
filtering tu remove much of the background radiation produced by scattered 
and reflected sunlight, and thus achieve greater daytime capability than 
would be possible in sy&tems using visible radiation, 4) Infrared is slightly 
better for penetrating fog than is visible radiation. 

21.4 Infrared IHleclors 
One of the principal contributing factors to the present day effectlveneis 

of military infrared devices has been the great progress which has been made 
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in the development of high-aemitivity, ihort>time-conitnnt, photoconductive 
detectors. The? detectors have their chief uiefulnesk in the Intermediate 
(13 to 7 ma ns) infrared region, Photoemissive cells and photographic 
techniques can be used to about 1.2 microns, Before the advent of the photo- 
conductive detector, exploration of the region beyond 1,2 microns was limited 
to the use of thermal detectors such ai bolometers and thermopiles. These 
devices were slow and frequently of low sensitivity. 

The action of a photoconductor does not depend upon a heating of the 
detector material as Is the case in a thermal detector. It is a quantum effect 
involving the action of quanta of radiation on the current carriers of the 
conducting material. For thin reason the time constant (defined as the time 
required for the detector output signal to decay to 1/V, or approximately 37 
percent, of its steady-state value upon Interruption of the radiation falling 
upon it) can be very short. Another fundamental difference between photo- 
conductive and thermal detectors is that the spectral response of photocon- 
ductors varies with the wavelength of the inrident radiation as compared to 

the uniform spectral respenne 
of "black", i.e., perfectly absorb- 
ing thermal detectors. 

The chief photoconductive 
materials presently being used 
in military infrared hardware 
are: lead sulAde, PbS; telluride, 
PbTc; lead selenide, PbSe; and 
indium antimonide, InSb. Figure 
21-5 shows the spectral response 
of some typical photoconductors. 
In these curves "Jones' S"' (first 
introduced by Dr. R. Clark 
Jones) Is plotted against wave- 
lengths, 

Jones' 5 li given by the fol- 
lowing expession; 

<».».<>.,„ 

t r 
Fiau*K 21-S   Speclrtl   reiponM   of 

photuconducton (Rrf. \) 

)    t    <   4 

typlcil -fvU/A/)* (21-4) 

where; WEP is the noise equivalent power 
A is the area (ratio of actual area to unit area to make the 

equation dimensionally correct) 
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/ Is the center frequency (chopping frequency)* 
A/ Is the atnplifler bandwidth (should be stmll compared 

to/) 

5 If then the value of the NEP of a similar cell in what Is known as 
''reference condition C." This condition specifies unit cell area and a 
bandwidth A/ between limits it and /» such that /V/i = £ (base of natural 
logarithms). The derivation uf Junes' S Is based on the assumption that the 
cell Is current noise-limited and that the noise power per unit bandwidth is 
Inversely proportional to the chopping frequency. This condition holds for 
a number of photoconductive detectors, The chopping frequency should be 
low enough 10 that the full cell response can be realized. (The cell sensitivity 
Increases as Jones' S decreases), 

It is necessary to cool some photoconductive materials in order that the 
noise level may be kept sufficiently low. Lead teliurlde must be cooled to 
liquid nitrogen temperature ( — 196 C). Indium antimonlde is usually cooled. 
Lead selenide can be used at room temperature, but its performance is 
greatly enhanced by cooling; lead sulAde I« usually used at room temperature. 

Germanium and silicon which have been "doped" with certain impurities 
are »ensitive to wavelengths much longer than the other photoconductors. 
Detectors made of these materials are now being manufactured and show 
considerable promise for future use. 

Table 21-11 shows the typical characteristics of several phutocondnctcrs 
(Reference i), 

Rolometeis and thermocouples are still quit« useful in the region beyond 
6 microns, Great improvemr ts have also been made in these devices in 
recent years. Bolometers with time constants of less than a millisecond are 
now avuilublct 

Another type of thermal detector Is the Golay cell. This cell consists of a 
minute cell of gas, which expands upon heating as a result of absorbing radia- 
tion. The expanding gss deforms a metallised diaphragm whose displacement 
is indicated by an optical lever system. The evaporograph is a thermal detec- 
tor which can be used as an image-forming device In which the degree of 
evaporation of a film of oll U a function of the quantity of radiation failing 
upon it. 

•li I» cuitomsry (o "chop" or Interrupt tlie rtdlatlon Ulllnn on photoconductive 
(irtrclort no that ihr cell <l(ntl cm be impllfiod by *-c methodi. 

IrhrrnuKouplci «mi thcrtnupllr» hate Inn UMO for many yean a» detcciori of infrared 
radiation. They are relatively »low and frequently Inwnaltive. However, thermocouple) 
«I good »eni.illvlty which can be modulated at frequenciet of 1U to 20 cycl» pei Mcond 
arc now available. Thete are extenilv;!.v utcd In ipcctrotneten. 
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TABLE .'ill,   Chirtcterlttlci ol I holocontiuctcr« 

PbB 
IS'C -n* c 

b.öi To""" 
400 

PbT« 
--196" C 

I to 
too 

PbSi 
-l96• C 28' C 

Btntltlv« AIM 

(iq cm) 
0,01 In 

400 
.to 
too 

0,1 lo 
too 

0,0001 
toS 

Dork RMU'.mcc 
(mtiohmi 

Otto 
to 

5 to 
2000 

1 to 
too 

10 to 
5000 

Ito 
too 
- __„ 

210 

o.J to 
10 

Tim» Coiutent 
'MNCl 

1 to 
ISO 

0,2 to 
50 

W»vrl«r,xih o( pHk 
rotponM (M) 

1.1 to 
2.1 

t.9 to 
;.7 

1.9 la 
4.S 

i to 
6 

1.6 to 
iJ 

1.9 

Lang W»vflength 
Haut o( rtipaoM (M) 

(Rtiponr* down to 
i0% ot pwk pbkN) 

ii n t 7 

NEFD»» tt pwk ro- 
kpoilM (iO " 
w«ll./cm») 

Ito 
1000 

1 to 
too 

20 lu 
1000 if

 
1 

10 to 
1000 

*ThrM datt trt bawd on a chapping irtquency ol 90 tyclM par icond and a band- 
width ol 5 cycloi par wcond. 

••NEKD Ii AOIM «qulvalant flux dmlty which Ii th« flux dtntlty al the detector 
which will product unity algnal-lo-holH ratio. 

21.S Prtadplm Involved In Infrared Tracking üevicM 
The principal threat lor which infrared countermeuum are needed, U 

that preientsd by air-to-air infrared homing miuile« to Jet bomber«. These 
miwllei have been very «uccauful in teiti againat drones and tow targeii 
carrying flares to provide a suitable source. 

The basic optical component of these and most other infrared devices is 
the reflecting telescope. The use of reflective optics largely eliminates the 
difficulty, encountered In this region of the spectrum, of finding .niiublr 
transmission optics and provides a device free of "chromatic" aberration, i.e., 
the focal length of the system does not change with the wavelrngth of the 
radiation. A typical optical arrangement is shown in Figure 21-6. ThU re- 
sembles the cassegralnlan system used in reflecting telescope», A true cause- 
grainian telescope has a paraboloidal primary mirror and a hyperboloidal 
secondary mirror. However, since extremely high image quality Is not re- 
quired in these seekers, some compromise in favor of cheaper components 
can be made, For this reason, the primary mirror U usually a spherical 
mirror ana the secondary either a plane or a spherical mirror. 
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s\ 
FtOURR  ?l  6 

^rifli«** HWW 

Optlcii »yi'rm o( iyplcil lts?r« 
rtd ittker 

The phenumeni! lucceu of 
thii type of missile ha« been due 
to a large fxtent to two achieve- 
ment!: the development of 
ihort-time-conitant hiRh-s«nil- 
tlvlty photoconductlve detectors 
and the development of mean« 
by which a small target which 
occupies only s small part of the 
field of view can be diitinguithed 
from its background. 

The principal photoconductlve detectort have been described earlier in 
this chapter. A brief description of background diacrimination technique! 
will be given here. Since the radiation from the tail pipes of a Jet bomber 
hut its peak in the vicinity of 4 microns and the peak of the sky radiation 
occurs at much shorter wavelengths, a considerable Improvement in target- 
signal to background-signal ratio can be achieved by spectral Altering. For 
this purpose an interference Alter with its short wavelength cutoff at about 
2 microns or a germanium Alter whose short wavelength cutoff Is at 1.8 
microns can be used. The lead sulAde detector has its long wavelength 
sensitivity limit at abou: 2.8 microns. Tne spectral bandwidth to which the 
detector-Alter combination Is sensitive is about one micron wide and Is 
located ,it e value where very little signal is produced by the radial.on from 
the sky. The target radiation, however, is not excessively attenuated. This 
Alter can be located as shown in Figure 21-6. 

The other technique for target discrimination Is based on the difference In 
size between the images of the target and the background formed at the 
focal plane of the optical system. This method is known as "space Altering", 
in one type of seeker, a rotating reticle or "chopper" Is placed in the focal 
plane of the optical system as shown in Figure 21-6 to interrupt the signal 
at a definite frequency so that a-c ampllAcation can be used and better noise 
rejection characteristics can be obtained. Suppose the reticle ha» the form 
shown in Figure 21-7. The Image of the target is represented by the dnt 
while the imago of the background covers the entire reticle. It can be seen 
that the background radiation passing through the reticle to the cell will be 
constant regardless of the position of the reticle, the average transmission of 
the reticle being «tbout fifty percent. The target radiation will be modulated 
while the spoked part of the reticle is passing over the target image but no 
modulated signal will be produced while the other half of the reticle is pass- 
ing over the target Image. In Figure 21-8 the radiation flux reaching the 
detecUn is shown as a function of time (or angular position of the reticle). 
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Ftouw 11-7   Rttlclt pttttrn (Ktd, 6 «ml 1) 

WlfUiJUUW 

r -i l 
iMM1 JIMPJ^ 

!. 1. 4. 

FIOUIU ]l-8   RKdlttlon pttttrn M t function 
o( timt for rttlclt ihown In Pig 11-7 (Ref 7) 

'miii rttpresents the flux rrnciiinK the detector In the tbience uf a target (or 
when the target is completely obscured by an opequr »poke uf the chopper). 
This radiation is due entirely to the background. Im,t represents the flux 
reaching the detector with the target present (target image falling on trans- 
parent sector of the chopper). / represents the flux reaching the detector 
when the target Image is in the lower half uf the reticle, Since the lower 
half of the reticle has approximately fifty percent transmission fur both the 
target and background radiation, / will he halfway between /'mm and /,„,.. 
It can be seen that the difference '„.,„ — /mi„ yn'M increase as the target 
moves outward on the reticle (until 'poke width N equal to target image 
width). This provides a measure of thr amplitude of the a-c component of 
the detector signal while the length of the envelope of each group of pulses 
will remain constant. When the target image is exactly at the center of the 
reticle, the target radiation reaching the detector does nut change with the 
angular position of th* reticle and the a-c component of the detector 
signal  is  nro,  After  removal  of  the  d-c  component,  ampliikation  ami 
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rectification of the detector «igiul, the height of the result!«« pulse en- 
velope repreienta the error algnal whlcn makes tracking possible, while the 
phase relationship with respect to a fixed point on the seeker frame can be 
used to obtain directional information, A more tophistiiated form of reticle 
is shown in Figure 21-9. In this reticle the error signal increases with radial 
displacement until the target Image reaches the approximate position of the 
dotted line. After this region is passed, the number of chopping elements 
decreases with further increase of radial displacement and causes the error 
signal to decrease also. This technique makes the seeker less susceptible to 
countermeasures in which a false target is employed since It requires that the 
false target be near the center of the field of view to have maximum effective- 
ness. A seeker with this type of response is less likely to be confused In the 
presence of multiple targets than one with the response previously described. 
The error signal as a function of error angle (angle between targets and 
longitudinal axis of the seeker) for a reticle of the type Illustrated in Figure 
21-7 is shown in Figure 21-10. The error signal curve for the reticle of Figure 
21-9 Is shown in Figure 2t-tl: 

Pious« ]|-9   Impruvtd     form 
(R«f. J) 

»(     rtilclc 

Fmi'SK 21-10   l.rror   tigntl   vmui   error 
itntilf lor rrllclc »hnwn In Kin, 21-7 

Kuiust .'ill    Error   IIKRII   verniii   rrror 
i'iitti,- (or reliclr shown In Kin. .'i o 
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In actual practice a checkered pattern is often used instead of the spoked 
patterns which have been described. The chief advantage of the checkered 
pattern over the others is that it shows 'ess response to gradients in the 
background radiation that tend to lie along the radius of the reticle; a cloud 
edge, for example. 

In one type of infrared seeker the rotating reticle is mounted as a part of 
the rotating member of a gyroscope. The error signal, through magnet'c 
coupling, produces a torque of the proper phase and magnitude to cause the 
gyroscope to precess in such a manner that the telescopic system accurately 
tracks the target, In some systems the primary mirror is also the totor of the 
gyroKope. 

The first infrared missiles ubed the lead sulflde cell with a suitable niter 
and had a useful sensitivity in the region from l.H to 2.8 microns. Develop- 
ment of air-to-air missiles employing photocenductive detectors sensitive to 
longer wavelengths is in progress. This has the following advantages: 
I) Many military targets have temperatures such that the peak of their 
radiation occurs between 3 and 5 microns. 2) The spectral bandwidth of 
these longer wavelength detectors f.s wider; hei.ee more power is available. 
3) There is less background radiation. 4) These factors result in an increase 
in the signal-to-nolse ratio in iipite of the fact that these longer wavelength 
detectors are usually less sensitive than lead sulflde detectors. Characteristics 
of some typical air-to-air infrared missiles are listed in Table 21-111, 

TABLE 2I-III.   Characteristics of Some Typical Infrared 
Air-to-Air Missiles. 

Range 18,000 to 36,000 feet 
Speed Mach 2 to 3 
Length 6 to 10 feet 
Diameter 5 to 11 inches 

21.6 iiafrar««! ChiiriielerUiira ul Jet Airrmfl Turgri» 
All aircraft are emitters of infrared radiation. The only ones, howewr, 

which will 1» discussed here are jet aircraft since from a military standpoint 
they are of nuch greater importance and since their infrared output. In 
general, far exceeds that of propeller driven craft. 

There are three Important sources of Infrared radiation in Jet airrratl. 
These are; I) The radiation from the hot metal parts of the jet engine (tur- 
bine and tail pipe). 2) The radiation from the hoi gases behind the aircraft 
in the plume. 3) The radiation from aerodynamicully healed surfaces. By 
fur the most important of these is the radiation emitted by the hot metal 
parts of the engine. The plume radiation is confined chiefly to the .spectra! 
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reifions in which the principal combuitlon products, CO| and H^.O, heve 
their absorption bands. Radiation due to aerodynamically heated surfaces 
is negligible for subsonic aircraft, but will probably be a major source of 
radiation from aircraft such as the Mach 3 bomber. Figures 2M2, 21-13, 
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and 21 14 .show the radiation patterns of an F9F, a B-47, and a B-52 air- 
craft respectively. The values are shown in effective watts per steradian. This 
Is the power within the 2.0 tu 2,6 micron wavelength region which Is effective 
in producing a signal In a seeker equipped with a lead sulfide cell after al- 
lowance has been made for atmospheric absorptions, optical Alter transmls- 
Mon, and cell response. Hiesc patterns were measured at the Naval Ordnance 
Test Station, China Lake, California. The instrumentatlun was located on 
the ground while the aircraft flew in a pattern at low altitude. Dotted por- 
tions indii itc regions In which measurements were not made. 

i 
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The pattern for the lingle Jet F9F shown In Figure 21-12 »how» ■ some- 
what higher maximum value than the B-47. This is due to the much hiRher 
tall pipe temperature of the F9F (600 C as compared with 40C C). Some 
earlier jet tircraft with a more exposed tall pipe showed an almost perfect 
cosine distribution in their near infrared radiation pattern. The F9F has a 
less exposed tall pipe and consequently the pattern has been modifled some- 
what (see Section 22,7 on shielding ]et engines). 

Figure 21-13 shows the radiation pattern for the B-47 (equipped with 
six J-47 engines) for the same spectral region. The exhaust gas temperature 
at which this curve was made was 400 C. This temperature would correspond 
to a throttle setting which would give maximum range if the aircraft were at 
about 35,000 feet attitude, The speed under these conditions would be about 
Mach 0,7. At full throttle the output would, of course, be much greater. 

Figure 21-14 shows the pattern for a B-S2 aircraft equipped with eight 
J-57 engines. The Increased output over the B-47 is due to the following 
facts: 1) The engines are larger. 3) There are eight of them indeed of six, 
3) The J-S7 engine produces less smoke than the J-47 dues. Both thei>e air- 
craft show considerable forward radiation which may be due to radiation 
through the engine intakes, or to reflections from the aircraft skin. 

The output in this region of the spectrum is due almost entirely ta the 
radiation irom the hot metal parts of the engine, very little originating from 
the plume (Reference 7) The infrared output of a jet engine is strongly 
dependent on temperature; as has already been shown, the Stefan-Boltsmann 
law Indicates that the total radiated output of a biackbody is proportional to 
the fourth power of the absolute temperature. For a limited range of wave- 
length and in the proper temperature region the dependence of radiated 
output on temperature is much greater than this. This is true because a 
larger fraction of the total output is in the region of interest, since the maxi- 
mum of the biackbody shifts toward shorter wavelengths an the temperature 
is inceased. In the 2.0 to 2,6 micron spectral region and for the temperature 
range 400 C to 700 C, it has been found that the radiated output from a 
jet engine varies approximately as the seventh power (Reference 7) of the 
absolute temperature as indicated by an uncooted lead suifidc detector. The 
following example will illustrate this. Suppose i. biackbody to have a tem- 
perature of 500 C. The total output of this source would be 2 watts per 
square centimeter. For a temperature of 500 (', 5.5 percent of the total 
output is in thr 2,0 to 2.t micron region. Thus the output in this band would 
In- o.ll watt* per square centimeter. Suppose the temperature of the black- 
body to be raised to 600 C, The total output would now be 3,3 watu per 
square centimeter und of this .27 watts per square centimeter or H,2 |>ercent 
would be in the 2.0 to 2,6 micron region. The ratio of those two values Is 
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,27/.U a 2,45. If the output in this ipectral region varied as the seventh 
power of the absolute temperature, the ratio would be 

/|73- 
\2ii - 2,35, 

It can be seen that the seventh power law holds reasonably well. 
The radiation output value.; shown in Figures 21-13 and 21-14 for the 

B-47 Rml B-S2 respectively were taken at throttle settings considerably below 
full military power. Later measurement (Reference 8) made on the «■•«/ and 
B-S2 at 35,000 feet under conditions of full military power showed maximum 
values (in the 1.9 to 2.6 micron region) from the R-47 to be as high as 1000 
to 12CÜ watts per steradlan and from the B-S2 to be as high as 3000 watts 
tier steradian. These increased values over these which were made at low 
altitudes can easily be explained by the higher tail pipe temperature involved 
when the throttles are set for full military power. 

The character of the radiation from the hot metal parts of a Jet engine 
resembles that of a blackbody In spectral as well as in spatial distribution. 

Figure 21-15 shows the relative 
spectral irradiance of the radiation 
from the tail pipe f.( a J-S7P3 en- 
gine on the ground at close range 
(120 feet). Except for the strong 
absorption band* due to HgO and 
CO,) near 2.7 microna and due to 
COj at 4,3 microns, the spectrum 
resembles that of a blackbody 
fairly closely. The peak occurs 
near 3,4 microns, A blackbody with 
its peak at this wavelength would 
have a lemjierature of 570' C, This 

is in reasonable agreement with the measured value of SIT C when one con- 
sider« the difficulty of determining the |>osition of the peak in the measured 
spectrum due to the absorption of the intervening atmosphere and the com- 
bustion products, 

Spectnil measutcments ol the plumes of Jet engines show that most of the 
energy is concentrated in the regions near 2,7 and 4.3 microns. This radiation 
has its origin in the hot COj and HjO which are the principal combustion 
products. Since the outer portion of the plume and the atmosphere co-tain 
COg and HjO at « lower temperature than that near the center of the plume, 

Kiiii'sr, 2I-I.1   Thilplpe   rsdUllon   frum   Ihv 
J-17 P.I engine (Rcf. 9) 
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close to the nossle, considerable energy ut the centers of these bands is ab- 
aorbed, I'tume radii i'un is nut particularly iir.purtant in the 2.7 micron spec- 
tral region, it hav. g been estimated that as much as 95 percent of the 
radiation in the lead sulflde region (1,8 to 2.8 microns) originates from the 
tail pipe. The chief significance of ths plume radiation is that It has a much 
broader spatial diatribution pattern than does the radiation from the tail 
pipe. There is considerably more energy from the plume in the 4.3 micron region 
of the spectrum than In the 2,7 micron region, although it Is still much less than 
that of the tall pipe. The ratio of the output !n the 4.J micron band to that In 
the 2,7 micron band may vary by almost a factor of 10 and may be as much 
as 25 or 30. Since the 2.7 micron band racliallon falls off more rapld'y with 
temperature than does the radiation at 4.3 microns the ratio mentioned 
above increases with altitude, because nf the lower throttle settings and 
correspondingly lower temperature usually Involved. Total plume radiation 
drops rapidly with altitude, Measurements have shown that at 40,000 feet 
the plume radiation in the 2,7 micron region Is down to about six percent 
of it* ground level value, while the plume radiation in the 4,3 micron region 
is down to about 45 percent of its ground level value (Reference 0). The 
radiation in the 4 3 micron region at 40,000 feet wouid be about ten percent 
of the tail pip«* radiation. At sen level the plume radiation of the J-57 engine 
in the region between 4 and 5 microns, for a throttle setting of 93 percent 
would b« about ilO watts per steradian from tail aspixt (Reference 3). At 
40,000 fret this would drop to about 50 watts per steradian. 

The infrared radiation from an aircraft is greatly Increased by the use of 
an afterlmrner, the output of an engine sometimes increasing by a factor of 
50 or more when its afterburner is turned on. 

In the case of some sunersjnic aircraft the rndiatlun from the aerody- 
namlcally heated skin will probably be much greater than that from the hot 
metal parts of the engines and the Jet plumes combined. It has been esti- 
ntuted that a six-engine aircraft, flying at a speed of Mach 3 at an altitude 
of 75,000 feet may have a skin radiation of as much as 60 kilowatts |ier 
steradian for the 3.0 to 5.2 micron band in some directions if the skin mate- 
rial is in an oxinized comiition (Reference 10). 

Afterliurncr plume radiation is expected to lie practically negligible com- 
pared to that of the »'tin. This Is due to the fact that at these high speeds 
there is a grew*, reduction in pressure as the hot gases leave the engine nude. 
This large change in gas pressure is accompanied by a corresponding drop in 
tempantura. The resulting plume temperature behind the aircraft will prob- 
ably be less than 500 C" and the plume radiation in the 4.3 micron region 
will probably be less than 1 kilowatt per steradian, even when all six engines 
tan be seen by the detector. 
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The uther tourcei of radlntion in thU aircraft will be the engine intakes 
which may have temperature« aa high as 300 C and the hot metal parts of 
the engines, The total output of the six engines will probably not be more 
than 4 kilowatts per steradian in the 4.3 micron region. The view of the hot 
metal and gases within the engine will br wmewhat restricted by long ex- 
haust noutei. 

21.7 RMiiMion Chararteriallea of A(r-io-Air Rockets 
The infmred radiation characteristics of rockets are also of interest in a 

discussion of infrared countermeasures. This is because use can be made of 
the radiation from the rocket motors of missiles in warning systems, (See 
section on engagement warning system»; Section 22-10.) Ultraviolet measure- 
ments on rockets have also been made in this connection 

Table 21-IV shows radiation characteristics of air-to-air rockets In the infra- 
red in kilowatts per steradian at nou-or. aspect (Reference II). The number 
in parentheses following the average values indicate the burning time In 
seconds over which the average was taken. Those following the maximum 
values indicate the time at which the maximum occurred. These values are 
from the nose-on aspect. Measurements were made at a range of S00 feel. 
No corrections have been made for atmospheric absorption. These measure- 
ments were made »t the Naval Ordnance Test Station, China Lake, Califor- 
nia, where the water content of the atmosphere is quite low. 

TABLE IV '.    Radiation Characteristics, Air-to-Air Rockets. 

Type >.»- ••.«M Jt-lM 
Rockst ivemi« mix «vrriil« max 

KKAK MK i MP.I 0 0.10 (16) 0,16 (0.7) 0J0 (1.9) OSO (10) 

KKAK  Kxpcriimmsl IJ    (0 7) 22    (OS) 1,0    (1.0 2,0    (0 4) 

KKAK   107 H CIS (16) 0.47 (Ci) 0..IS (1.1) 1,1    (M) 

HVAR t.0    (1.1) 1.7    (0.4) i.2    (IS) 6,0    (OS) 
Zunl 6J    (1.2) 0.0   (O) 19,0    (1,6) M,0    (0,9) 
HPAG COS (IS) O.SO (0,1) 0,16 (2,2) 0,28 (0.2) 

»•ABLE 21-V. Radiation Characteristics of Several Rockets 
in the Ultraviolet 

Type Rocktt Motor Mlnlmu . Mmlmuni 
FFAR MK I Mod i 0' 0,1.1 
KKAR MK i Mod 0 ,10 HO 

FFAR Kxp X-12 wo no 
HVAR MK 10 Mod 6 ICO 27,0 
HPAÜ i2.i a 0/ OS 
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Table 21-V «howi the radiant Intensity of the 3600 A to 2900 A ultraviolet 
region of the spectrum for several rockets (Reference 12), These measure- 
ments were also made at nose-on aspect at a r« tge of 500 feet. Values are In 
milliwatts per steradlan. 

21.8 Radiation Characterlttica of Ground Targets 
Ground targsts and ground Installations are also emitters of infrared 

radiation, However, there is not a great deal of quantitative data available 
on their radiation characteristics. Ground targets, being, in general, at lower 
temperature than aircraft targets, radiate at correspondingly longer wave- 
lengths. Since the radiation from ground tar^els must j««» through the at- 
mospheric layer near the earth (which contains considerable CO» gas and 
HiiO vapor), the atmosphere windows shown in Figure 2l-i and 21-4 are 
Important considerations, Much of the ground radiation passes through the 
4,5 to S and the 8 to 13 micron windows. For this reason, the phuioconduc' 
tors sensitive to the longer wavelength (such as PbSe and I'bTe), and thermal 
detectors such as bolometers are much more useful than lead sulfide cells. It 
Is conceivable that the radiation from ground target« such as ciMes and 
military liutallations might be used for terminal guidance of air-to-ground 
or surface-to-surface missiles. So far the effort In this direction has been 
chiefly limited to short range tactical applications such as Infrared guidance 
for anti-lank weapons or guided bombs. 

It has been estimated that a tank which would probably have a temper- 
ature In the range of 100 C should be detectable by infrared means at 
ranges of I to 2 miles (Reference i) during the day and 2 to 4 miles at 
night. 

Another air-to-surface application of Infrared Is the possibility of detecting 
submarine wakes, due to the fact that there Is a slight temperature gradient 
between the wake and the surrounding water. 

Since the temperature and emisslvities of various types of terrain have 
different value«, it has been possible using infrared techniques, to obtain very 
aciurate high resolution maps of ground Installations. Concrete runways, for 
instance, are easily distinguishable from thr ground and grau adjacent to 
them. Vehicles with their engines running ' 'her objects at different tem- 
peratures from the background such as ami.... , have been clearly detected. 
It should be mentioned, however, that any device operating by means of 
infrared radiation from ground targets is rendered useless by heavy rain or 
cloud cover. 
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ThU Chapter It SECRET 

Infrared Countcrmeagures Techniques 

M. D. EARLE 

22,1 latrotlurtlon 
Intrumi cuunterme&sureK fur aircraft are neceiiMry to deKrade the effectivc- 

neiM of enemy infrared guided misitilef and reconnaissance device«. This ii 
particularly true of itratCKic bombinK aircraft which radiate large quantities 
of infrared and which operate at altitudes where weather is seldom an inter- 
fering factor. 

Then Is a fundamental difterence between infrared and radar counter- 
measures in that infrared devices cannot be Jammed in the usual sense. In- 
frared homing weapons are passive, that is, they do not depend on reflected 
radiation from an active source for their operation. They operate solely on 
the radiation which originate« from their intended target. Fur this reason 
almost all infrared countermeasures are based on two basic concepts. These 
are; the false target and the suppression of radiation reaching the detector 
of the seeker or reconnaissance device. The false target may have a number 
of different forms. It may l>e a strong source ejected from the aircraft such 
us a Hare, it may consist of modulated beacons on the wingtips or a source 
which is towed hrluml the aircraft. 

Techniques which are bused on the principle of radiation reduction include 
Ihr shielding und cooling of jet engines and the use of smokes and screening 
agents. In the case of airborne targets such as u bomber ty|)e aircraft the 
evasive maneuver may be included in the category of radiation reduction. 
Since it is not in general iMissible for a heavy aircraft to change its course 

22-1 
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rapidly enouRh to outmaneuver a short range air-tu-sir misiile, the chief 
purpii.s.; of evasive tactics is to present a !eu favorable aspect to the ap- 
proaching missile. The various countermeasure techniques are discussed more 
fully below. 

22.2 Fain Torgeta Launehed From Aircraft 
The false target has been shown to be nn effective count^rmcasure for the 

protection of subsonic Jet aircraft against infrared homing air-to-air rniHslles. 
The false target in its common form consists of a pyrutechnic flare similar to 
those which have been used for Illumination and identiflcatlon purposes. 
These flare» consist of a fuel such as finely powdered magnesium or aluminum 
and an oxldant. The fuel and oxidant must be uniformly mixeu and pressed 
in a mold to a density which allows the flare to burn uniformly durimt its 
lite. One such flare Is composed of magnesium as the fuel and sodium nitrate 
»s the uxidunt. A stoirhiomrtrlc flare made of these meterials would be about 
427' magnesium and SH'/. sodium nitrate by weight. The chemical reaction 
Involved is; 

5 Mg + 2 NaNOrf — 5 MgO I  Na„ü + Nj 

In practice, the cumpositkm usually differs slightly from stoichlometrir 
and a small amoun* of binder Is used, the basic formula for a typical flare 
(Reference 1) being 47.6',! magneüUim, 47.6',; sodium nitrate and 4.875 
binder. Flares of a composition similar to this have been shown to have an 
output of 5U0 watt* per steradian (Rrfetence 2) In the 2 to 2.S micron 
region (for a H pound flare with a burning time of 8 seconds). 

It is not necessary that the "oxidiilnu" agent in the flare contain oxygen to 
maintain the energy reieaMng chemical reaction. A flare com|>osed of mag- 
nesium and Teflon (poiytetrafluoro ethylene) bus also shown promise an an 
Infrared countermeasures source. Such a flare might consist of approximately 
equal parts of magnesium and Teflon to yield a pettH output of almost 1.) 
kilowatts per steradian in the 1.8 to S.4 micron region of the spectrum. 

The reaction involved In the Teflon flare is represented by the following 
equation; 

At + (CjF,), = AfK, + C'M 

M is u metal such as magnesium or aluminum, ft'^F«), represents Teflon 
(poiytetrafluoro ethylene), The reaction products are » fluoride of the 
inctul involved and carbon. Atmospheric oxygen will oxidize some of the 
carbon to t'Dj and possibly combine with the metal constituent to produce 
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meullic oxide». Detailed data on a ilare of this typi- are shown below (Ref- 
erence 3): 

Composition—Approx. t: 1 ratio of Teflon and magnesium by weight 
Shape—Cylindrical 
Volume--54.7S cubic inches 
Surface area—S0.2 square inches 
Burning time—22 seconds 
Peak power output—I2,67S watts per steradian 
Output power at II seconds—6,3.17 watt» per steradian 
Total energy—122,772 watt-seconds 
Specific energy output—79.5 watt-second» per gram 
Spectral region—1.8 to S.4 micron» 

The output versus  time curve  for  thl» 
flare is shown In Figur« 22-1. 

Another infrared countermeasures source 
which can be ejected from nn aircraft in 
flight is known as the "Bail of Fire" (Refer- 
ence 4). This device as originally projiosed 
would consist of a reaction similar to the 
familiar "thermite" reaction, in which an ex- 
chttnge of oxygen takes place with the release 
of large quantities of heat. The reactants 

would in- enckwed in n thin graphite shell which constitute» the rodiating 
surface. A large number oi possible chemical combination» ha' u been 
suggested. A few of these are given below: 

1. 3Fe»04 -M Al -» 4 AlaO» -f OFe 
2. WO, -f 2AI -♦ AiA, I W 
3. WO., f  3C'a — 3CaO I  W 
4. MoOi -4- 3Mg — 3Mgü -f Mo 

A ypicul device (Reference S) consist» of a 4-inch diameter graphite »hell, 
0.0H0 inch thick, which is Tilled with a mixture of tungsten oxide (WO») and 
aluminum. The reliction Involved is (hut shown in (2) above. It i» indicated 
that «urh u device when ignited will 'luliiite npprosimately I kilowatt per 
steradian and will reach it Icmpenrttirt of 2I0U K to 240C: K. A typical 
Hail of Kire is ignited by several hut wire ifiniliim points and has vent hole» 
covering about 10 [lercent of it» area to relieve the internal »Ire»» produced 
by the reaction. 

Since Bull» of Fire involve a selfcniitiiincd nonexpanding reaction. It war. 
thought that they should be superior to a burning process in which the 

Kim»« 21-1    Burning characirr- 
Wlr« nl Klur» flare (Relcrrncp .') 
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materia! wa.i (hsperxed in the form of xa^eous reaction product» or nolid 
parikteH in the form of smoke This would allow the sixe and wrlnht of thr 
ball of fire to remain approximately constant and thus maintain the weiftht- 
to-drat( ratio for the countermeasure at a value which would produce better 
aerodynamic charattcrlstlc!? than could be achieved in a source which was 
consumed as it burned, 

In actual firings of Balls of Fire it he» been found that they, like conven- 
tional tlures, produce a considerable amount of smoke. This smoke consists 
larKely of »olid particles of the reaction products produced during burning. 
This «moke emanates through the vent holes which are necessary to relieve 
internal stresses. The characteristics of Balls of Fire, therefore, do not seem 
to differ In any important respects from those of pyrotechnic flares. The 
flares have the advantage that they are probably somewhat simpler to pack- 
age and dl»|)cnse than Balls of Fire would be. Some problems and tech 
niques related to the use of active countermeasure sources are discussed in 
the next section. 

An active countermeasure source should be dominant over the target it is 
intended to protect. The remtive intenxiiy of th« decoy source depends on 
several factors, one of which is the configuration of the engines, i.e., whether 
It is a single or multlenglnc aircraft (Reference 6). The ratio of source 
intensity to target intensity required also dejiends on the separation ra:<* of 
the target and source and on the range und direction of approach o' the 
missile. Typical air-to-air missiles use a proportional navigation system and 
fly what is known as a lead collision course. In this ty|>e of guidance the 
velocity of the target need not be known In order that a lolllslon course l>e 
punued. The diagram in Figure 22-2 shows the principle involved. Suppose 
that the missile und aircraft are each traveling at a constant velocity, the 
velocity of the missile, of course, bein«t greater than that of the airrruft. If 
the missile Is on a lead collision cour-e the angle between the line-of-sight 
of the missile seeker (which points toward the large!) and the missile direc- 
tion will have a constant value. If either the missile or aircraft changes 
direction or s|»eed the line-of-sight direction wilt change. An error signal is 
then produced which enables the seeker to recenter on the target. Signals 
(ire transmlUtd to the control surfaces of the missile so that it is brought 
buck on a collision course. The turning rate of the missile is proportional to 
the liirning rate of the line of-sight. The value of this ratio is known as the 
navigation constant. 

If the aircraft target launches a countermewurc source ktich as a flare, 
ihe huriiomal component o( the separation velocity ol the flare with respect 
to Ihe aircraft will be large due to the high drag coefficient of the flare. It 
can be seen from Figure 22-2 that the missile appti/aching with Ihe larger 
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lend anvlc will have « «reatcr tracking rate requirement placed upon It than 
the mlaille which ii approaching with (he »mailer lead angle. The separation 
velocity of the Ran mlglu l>e «) great that f<ir the condition nhown in Figure 
22-2b, the mlsaile could not follow It, In this case the flare would move out 
of the firltl oi view while the target could still lie seen by the seeker, allow- 
ing It tu recenter on the target. This li an unlikely situation even fur miasiles 
launched at large angles off the tail since presently operational air-to-air 
missiles have maximum tracking rate« of about 8 to 10 degreea per second. 
As long as the speed and direction of both missiles and target do not change, 
the missile seeker med only track at a low rate after the missile is on u lead 
collision course. This suggests the possibilliy of constructing missile seekers 
with low maximum tracking rates as a cuuntcr-cuuntermeasure against Ram 
which have a targe component of v»lodly |>er|)endlculitr to the llne-of-«lght 
to the mis.<lle However the maximum tracking rate would have tu b« suftk- 
ienlly high to allow the mlsMie to follow any evasive maneuvers which the 
target aircraft might attempt. 

If the mi.tslle Is locked on the target and is to follow a luonched source, 
the missile Is required to track actively. At the separation rate of the source 
increases, as seen by the missile, somewhat greater tracking signals are 
required, which means that more intense source« are needed. The relation- 
ship Iwtween rebtlvc source Intensity and separation rale is shown in Figure 
22-3. 

These diRkullles indicate that the se|>aration rate of target and decoy 
source should be small. On the other hand, however, the separation rate must 
be great enough to p'ovide a Mf« miss distance between flare and target as 
the missile uppnmches the flare. If some form of radiation shielding is used, 
which narrows the radiation pattern of the target and forces the enemy to 
attack at small lead anglet, the countermeasure problem is simpliried con- 
siderably since such carefully controlled separation rate« are no liiiiger re- 
quired.   The shielding problem is discussed more fully later in this chapter. 

Anuther (actor of Importance In the dispensing of un infrared countermea- 
sure source is the build-up time of the source to full intensity. It is important 
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Fmi'RK tt'i   Ki'lulliin-lilp bctwcrn decoy »ml tarnet Inlcnilly (Rctcrfnct i) 

thitl the source reach full inteiwity while ll and the target are »till unresolved 
by the seeker syütem. This tx due to the (act that seeker »y»tem» are often 
dtslxned w) that a »ource far from the center of the field of view is less 
effective than a source of the same intensity nearer the center (see Figure 
21-11). Another reason for the source to reach full intensity while near the 
center of the field uf view is that a source near the edge of the field may 
move completely out of the fieltl of view before the seeker can shift over to It. 

In some of the etrly tests of pyrotechnic flares, ignition took place after 
the flare had iieen ejected from the launching tube. It was found, however, 
that at high altitudes flares frequently did not ignite. This is probably due 
to the cooling caused by the rapid expansion of the combustion prt>ducts. 
This problem was solved by igniting the flare while It was still confined in 
the launt hing tulm and allowing it to be ex|>clled by the gases produced by 
the chemical reaction. Thb also guarantees that the flare reaches full Inten- 
sity while in the ImmediUe vicinity of the target. The flare I« launched within 
a few mllUsecondi after the squib has been activated, 

Two other Important factors to lie considered in the tactical employment 
of infrared countermeasures sources ate the burning time and launching in- 
terval, If a sufficiently accurate and reliable missile launch detector or engage- 
tm-ni warning system were available, ihe countermeasure source should be 
launched us soon as possible aller the enemy missile has been launched. This 
would «ive the countermeasure source the maximum amount of time to act 
on the enemy missile after the source could be resolved as separate from the 
Intim hing aircraft. The burning time  >f the flare should be at least as long 
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HI the expected flixht time uf '.he mUnilc. This would Initure that the minülle 
could not lock back into the alrmü after the flare had burned out. 

In the absence of a miiwiie launch detector, if it U known that an enemy 
interceptor aircraft in In a pualtion from which infrared missile;, might be 
launched, the time interval betwten tucotMtvt flare Inunchin«* should not 
be Rreater than t? — tm, where h i« the flare burning time and tm is the time 
required lor the flare to reach a dNlance from the aircraft which would 
represent a safe mii^ile miss distance. This means that one flare ulwiiys 
reaches M safe missile distance before the preceding flare burns out. The 
safe missile miss distance depends on the fuze and warhead. It should be at 
least 20 or JO feet from the nearest part of the aircraft for a contact fuml 
missile and greater for a missile equipped with a proximity fuze. 

If the quantity I? — tm previously mentioned is much greater than either 
the missile flight time or the expected interval between middle launchlngs, 
one of these latter two quantities, whichever is less, should be the controlling 
factor in determining the counlermeasure source launching interval. The 
minimum interval between missile launchlngs would probably be determined 
by the burning time of the rocket motor (approximately I to 1.5 seconds for 
U. S, air-to-air rockets) since Ihc launchlngs of a missile before the rocket 
motor of the previous one has burned out would allow the latter missile 
seeker to track the missile preceding it. 

A countermeasure source burning time of H to 13 seconds at an intensity 
which is dominant over the aircraft seems adequate, if the average separa- 
tion velocity of such a flare during the first second is of the order of 100 feet 
per second, B launching interval of from 5 io 10 seconds should l>e satis- 
factory. 

2S.S  Fiur«« Ditpenilng Equipment 
Kx|*rimental flare dispensers (Reference 7), suitable for use on subsonic 

aircraft have Iwen built. The basic unit is a flare battery of (Figure 22-4) 
dimensions SJi X 12 X ii'/t inches consisting of 17 lubes or flare con- 
tainers Kach tube can contain from one to five flares de|>endlng on their 
lengths. Firing squibs, as shown in Figure 22-S, are placed along the length 
o? each tulw and are used for firing the flares in sequence. The Hare battery 
ii ex|)endablc and fits into a box which is permanently mounted flush with 
the surface of the fuselage. Kteclrical connections are made automatically 
when the buttery is plugged Into the box. An intcrvalomelrr within the air- 
craft is provided so that the (otul number of flares and the time interval 
between their firing can be controlled. The tubes are made sufficiently strong 
to prevent any damage If one of the inner flores should accidently ignite 
before the outer ones had been expelled. 
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Kiot'M 2;-4   Klirc dUptnMr iMUcry KKUKI  IhS   Flur« cimulnen tiiowlng 
tiring iqulb conflectloni 

22.4 Problemt Involved When Devicet Seniillve to Longer Wave* 
icngthi «re IIMNI 

The prevlHU« (liMCUMlon Httüum^d missiiex with Mekeri letultlve In the 
2 tu 2.8 micron (PbS) band, The foliowin« computatlam illustrate the in- 
creased requirements which will be placed upon countermeaiure source» when 
longer wavelenKth.s are used. 

.Sup|K>K the target Is a B-47 whose ttl! pipe radiation has the spectral 
distribution of that from a graybody at 42S'C with a total output over all 
wavelengths of 4200 watts per steradian. A grayboi'y (or blockbody) at 
these temperatures will have S.4 t>ercent "f Its output in the 2 to 2.8 micron 
band, The intensity of this source In the : M 2,8 micron band is therefore 
227 win is JUT steradian. 

Now suppose a countcrmeasure source has a total output over all wave- 
lengths of 2000 watts per steradian and the spectral distribution of a gray- 
luidy at 2J00'C. A graybody at this temperature has 16,7 percent of Its 
output in the 2 to 2,K micron tpactni region. Its output in this wavelength 
band is therefore 334 watts per steradian. If the seeker system were sensitive 
only in the 2 to 2.8 micron band, this source might be an adequate counter- 
meufure. 

Now suppoN the same target was being tracked by a missile whose seeker 
had its sensitivity in the 3 to 6 micron band. The 425°C graybody target 
would have 43.8 percent of its output in this region. The intensity in the 
3 to 6 micron region would therefore be 1840 watts per steradian. The 2000 
watts per steradian, 230C t countermeasure source, would have 12 7 percent 
of its output in the 3 to 6 micron region. Its intensity in this spectral region 
would then be 2S4 watts per steradian. Thus this source would be entirely 
Inadequate when used attainsl a missile whose seeker is «ensitive to the 3 to 6 
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micron band. The situation might be itightty worse than outlined above since 
there would also be some 4,3 micron i'Oj plume radiation to which the longer 
wavelength seeker would respond. 

22.5 Low Temperature De«uy 
The brief analysis of Section 22.4 points out the need lor a suitable low 

temperature decoy (Reference 8), i.e., one whose temperature is clow to that 
of the target. This type of decoy has an inherent disadvantage, however. 
Since its temperature is much lower than the sources previously discuued, 
its radiating area must be much greater in order that its output be sufficiently 
large. It has been proposed that such decoys could be launched from a 
bomber or decoy bomber and be supported from a small parachute. The 
system might also be equipped with a collapsible corner reflector which 
would unfold on launching and allow the devices to act on a radUr counter- 
measure as well. One of the chief problems appears to be the difficulty of 
carrying enough such sources on board an aircraft. The sources have to be 
quite large to provide enough radiating area and to allow a sufficiently lung 
burning time. Since these sources would remain suspended for a considerable 
period of time they should have a correspondingly longer burning time than 
flares or Balls of Fire. 

One of the chief reasons why a low temperature decoy may become very 
important Is that it is possible to build seekers which reject sources whose 
spectra! distribution is greatly different from that of the target. 

The two-color chopper or reticle is an example of such a device. Such a 
chupiirr might consist of a wheel or disc composed of altermtle sectors of 
two different materials of characteristics such that pre<l->mlm.ntlv short 
wuvrk-tiKili radiation, like that scattered from the sky or clouds, would br 
transmitted equally by each material. Thus, very little modulation of the 
ceil signal would be produced. Now suppose u source such as a jet engine 
tail pipe with its radiation peak around 2 or 3 microns were viewed. The 
transmission characteristic, of alternate sectors would I«1 quite different for 
this source and a strongly modulated detector signal would result Some 
hii(h ii'iiijicriiiuir sources would thus be very ineffective against a seeker 
equipped with a two-voior chopper. 

22.6 Active Soureea AtUu-hrd to the Alrcr«fi 
While tests and experience have shown that active sources dispensed from 

the aircraft are more effective infrared counterii.eusures thun sources per« 
mamntly attached, brief mention will be made of two other Infrared counter- 
mei.Hures techniques involving uctive sources. These are the bllnksr counter- 
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iiir.isurc and the towed decoy (Referencei 9, 10, and 11). Uriefly, the Hinkrr 
technique involves strong sources placed at the wlngiips nl an aircraft which 
can be turned on and off at a suitable rate to produce large disturbances in 
the path of the missp" In addition to this two dimensional scheme, several 
three dimensional schemes have been proposed. These are: 1) infrared source« 
on both wingtips, on the top of the vertical fin and at the lowest extremity 
of the bomber fuselage, 2) same a* case I) except that the lower source Is 
mounted on an aerial paravane suspended below the bomber, and i) a single 
'nfrared source mounted on a controllable paravane which can be made to 
revolve about the longitudinal axis of the bomber. 

In the two dimensional case mentioned above the maximum possible miss 
distance might be reasonably large, but since the inliwlle would be caused to 
cross from one side to the other of the direct path to thr bomber, direct hits 
could still occur. The three dimensional system would cause the missile to 
fly a spiral trajectory missing the target at all positions. 

^^? 
FIUURK 3i-i   Klinker ty*irm with MttKM nl wlnsllp* of 

slrcrsfl (H-47) (kelcrencr il) 

Figure 22-6 shows how two wlnglip sources might be employed on a B-47 
aircraft (Reference 12). Each source would need to be cf sutTiclcnt intensity 
to capture the seeker of Ihr mttfito when the particular source is turned on. 
Such sources would require a large amount of power. The additional weight 
and drag of such sources would also lie a handicap. A 'unher difficulty is 
involved in determining the proper Modulation or blinker rate. The most 
effective value for a particular missile will de|»end on its dynamic charavter- 
isiics. Since infrared air-to-air missile have narrow fields of view( approx- 
inmlely ±2" to -fi"), the mlssilt Ml reach a range where only one 
blinker will lie in it» field of view. At this range it will see one blinker go off 
hut will not we the other blinker «o on. Since at least one engine will prob- 
ably still lie in its field of view, the missile would probably still home on this 
engine with only minor jierturbalions lielng produced in the path of the 
missile by the blinker. 

The three dimeP'ional blinker system mentioned above  would possess 
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essentially  the same diMKlventuxes as the two dlmenslMnal  system u.xinK 
sources on the winfttips. 

The spiraliiiK paravane carrying an infrared source would be a seno 
aerodynamic handicap to the towinü aircraft, would require a lar^e amount 
of power to operate the infrared source, and would IIINO require a knowledge 
of the dynamic characteristic» of the enemy seeker. 

Another active counterm^usure technique on which a considerable amount 
of development work has been done is the towed decoy (Reference 13). This 
system differs from the spiraling paravane mentioned above in that It does 
not spiral ami is actually a small delta wing towed glider. This glider would 
probably be towed behind the aircraft ut a large distance. 

There are a number of disadvantage» to such a system; some of the mure 
important are: 1) the aerodynamic handicap and drag; 2) the placing of the 
decoy at the proper level with respect to the towing aircraft would have to be 
done very carefully, so that should a missile strike the decoy, the missile or 
fragment» from it would net damage she eircinft: and ,1) the towed decoy 
would protect against only one misnile firing if the missile actually hit the 
decoy. 

In view of the difficulties discussed above it does not appear that the 
blinker cuuntermeasurc or the towed decoy are feasible as infrared counter« 
nwasuris. 

22.7 Sbl.-idlng of J.t Enffinca 
The »patial distribution of the radiation from the iqierture of a blackbody 

follow» a co.sinc distribution. That is, the Intensity in any given direction is 
proportional to the cosine of the angle made between the direction in ques- 

tion and the normal to the iiperlure as shown 
In Figure 22-7. As has been shown in Figures 
21-12, 21-1.1, and 21-14, the radiation from 
the tail pipe of a jet engine approximates that 
of a blackbody in both spat!:!! and »pectral 
distribution. It i» conceivable, therefore, that ii 

Kj       tail pipe extension or shield  could  be  used 
J        with a jet engine which would limit the solid 

^/ angle from which the hot metal pnrts could be 
"seen" by a detector, The shield would only 
be useful In reducing the effective radiation of 
ihe hot metal parts of the engine, Since the 
plume radiation results from the hot gases aft 

of the aircraft, the shield does not reduce their radiation outputs, it is esti- 
mated, however, that only about S percent (Reference 14) of the radiation 

FHIUM 21 7    Cimlne dixrlliulinn 
radiation pitUrn 
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output nl ihe aircraft in the lead »ulftde sensittivity region originatei from 
the plume. Furthermore, the plume radiation decreases rapidly with 
uUitude. 

Severul requimwm» must be placed ui>on such shield» If ihey are to be 
effective, Une of these Is that the shield itself must be kept cool both inside 
ami out. The other important requlrtfflcnk is that the interior of the shield 
must have a low retledivity in the spectral region of interest. These two 
requirements are somewhat contradictory since a low reflectivity (i.e. a 
"blaik") surface will be a good absorber of radiation and its temperature will 
rise. If the internal reflectivity of the shield !s high it will simply reflect the 
interior of Ihe blackbody cavity, acting us a "light pii>e" and wll? produce 
very little change in the mdiation puttern 

Some simulation work hu* been done to evaluate the effectiveness of such 
shields (Reference IS). The source in these experiments consisted of an 
acetylene burner into which a metal slug had been placed tu simulate the hot 
turbine blu:!es and interior parts of the Jet engine. The combustion products, 

to., «nd HiiO approximated 
those of an actual jet engine. 
Figure 22-8 shows the radiation 
pattern of the burner with no 
shield. It can be seen that the 
pattern as seen by both I'bS and 
I'bTe detectors are close to co- 
sine distributions. The fact that 
the imitrrns fur I'bTe and I'bS 
are so similar Indicates that 
there is little contribution from 
the gaseous plume. The I'bTe 
detector is sensitive to about 
5.5  microns and  thus includes 

...       ui u ,n i ... 'he  4.3  micrun  emission  band with n» »hlrlil (Ki'fcrciici' IM ...... 
of <().,,  It  there were u large 

contribution from the plume the two patterns wuuld show greater differences. 
I'sing the I'bTe detector, the pattern was measured at 400 C", 500 C, and 
600 (' with vtrv little change in spatial distribution, although, of course, 
the output increased rapidly with temperature. 

Figure 22-y shows the effect of radiation shields on Ihe pattern as measuted 
with a I'bTe detector. The pattern of Figure 22-9a was obtained using a 
sbifld whose Internal reflectivity was appruxlmately zero ami whose length 
wits one half of its diameter   Here the intensity of M degrees has dropped 
lo one half of its maximum value. Figure 22-9A »hows the resulting pattern 
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FlouRt 22-9   Kiillulli n pttlerm o( Jet ilmulatur 
•howing fffecli of ühleldi (Refercncr IS) 

(or a ihietd whose Internal reflectivity wai approximately zero and whrse 
lenKth was equal to its diameter. Here the intensity at 20 degrees has dropped 
to one half its maximal value, !n both cases the temperature of the shield 
was kept suflkiently low su that it did not radiate appreciably. These plot« 
show that an appreciable nurrowin« of the radiation pattern occurs, Althouxh 
the measurements shown in Figure 22-9 were made using a PbTe cell, the 
effectiveness of the shields in the PbS region would be at least as great since 
the 1'bs cell would "see" a smaller fraction of the plume radiation. As 
mentioned twfora, the plume radiation is small. 

If such a shield were to be used on an aircraft, some sort of forced cooling 
would have to be used on the outside of the shield to carry away the heat 
absorbed by the black Insidi wall. This could be accomplished by having a 
concentric outer cylinder surrounding the shield with air being forced 
through the space between. This air could either be ram air picked up by 
scoops at the front of the engine or air which is obtained from the compres- 
sor. It has b^en estimated that the use of such .i system, capable of keeping 
the wail temperature at about 300 C would cause a performance penalty of 
only about i percent (Reference 16) in the range of the aircraft. If the 
shield were at a temiHjraturc of 300 C, the peak of the blackbody radiation 
originating from it would be approximately 5 microns, This would probsbly 
be cool enough for missiles with lead sumde seekers. For missües «im iungei 
wavelength seekers some additional cooling would probably be desirable. 

The use of radiation shields as an infrared countermeasure technique offers 
several attractive features. Among these are: 1) The shield provide» contin- 
uous protection and does not have to be "turned on" when an attack is im- 
minent. 2) The presence of the shield forces the enemy to launch his missiles 
ut smaller tingles to the target aircraft axis, An especially im|)ortant advan- 
tage in this connection is that the use of shields minimizes the danger of a 
'snap up" attack (I.e. the firing of a missile from an altitude considerably 
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les» than that of thn target bomber), thus requiring the enemy to expend 
more fuel and time in gaining an altitude from which the attack can be 
made, i) The aerodynamic penalty caused by the shield and its cooling 
system is not excessive, 4) The grcmtly narrowed cone of radiation aft of the 
aircraft gives it a chance to avoid the missile by an evasive maneuver. 

22.8 The LM of Smok« Clouda as an Infrared Couniermeaaure for 
ASrrraft 

The use of smoke dispensed from an aircraft has been proposed as an in- 
frared countermeuure. Considerable experimental werk has been done on 
this subject (Reference 17) Although it has been shown that smoke puffs 
and clouds can cause an infrared seeker, following an aircraft, to break lock, 
the proper conditions for the use of smok*« are diflu ult to realUe. First, to 
be effective the smoke must All a reasonably large solid angle behind the 
aircraft, say 20 to 30'; secondly, ihi smoke musi be of carefully controlled 
particle sixe to have its maximum scattering effeulvenesi in the proper spec- 
tral region and must also be of sufficient density. Smokes dispensed from 
aircraft tend to trail out in a vtry narrow beam, providing no protection 
againn missiles launched outside of this narrow angle. Due to the relatively 
broad radiation pattern of in aircraft and scattering of this radiation by a 
narrow cone of smoke behind it, it is possible that the radiation reaching the 
missile may actually be Increased, making the airaait more vulnerable, 
Particle slie is also difficult to control. This means that much of the smoke 
produced will be an ineffective scaiterer. 

The weight of chemictls which have to be carried on board the aircraft 
to produce an effective smoke cloud, filling a sufficient volume (assuming 
such a cloud could be produced), Is probably far greater than the weight of 
pyrotechnic flares required to give an equivalent amount of protection. 

The use of smoke puffs as scatterers ol sunii^ht to decoy missiles hits also 
been proposed (Reference 19), The difficulties Involved in the use of screen- 
ing smoke clouds discussed above also apply here. Other shortcomings of 
this I'-iMiinui' are; I) the radiation scattered from the smoke cloud would 
be largely rejected by the seeker due to Us space filtTine and spectral filter- 
ing feature«; and 2) this scheme codd be used only in the daytime, 

22.9 Infrarnd Counlermevauret fur Ground Initallaliona 
The protection of ground installation against surveillance or attack by 

infrared tontruiled ticvlces involves problems which are quite different from 
those involved in the protection of aircraft. As mentioned in Chapter 21, 
ground targets are usually at lower temperatures than aircraft targets and 
therefore longer infrared wavelenxths arc Involved, Also, ground targets arr 
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usually spread out over a large area, where certain small regions (such as 
those containing blast furnaces or power plants) have very different radiation 
characteristics from the remainder of the area. In the case of ground targets, 
atmospheric attenuation and weather conditions are much more Important 
ftctori than for the air-to-air situations. 

Two methods which have been mentioned for the protection of ground 
installations against infrared devices are the use of decoy radiation sources 
and the use of camouflage techniques, Both have severe limitations. Since 
the ground target as a whole usually covers a considerable area and consists 
of various types of sources, it is difficult to simulate. 

Camouflage techniques would involve the use of coverings or paints with 
controlled emlsslvities which would compensate for the temperature and 
emisslvlty differences of terrain and objects on the ground, By this reduction 
of contrast, detection would be made more difficuU. 

The most effective means for the projection of ground imaallatlons appt-ars 
to be the use of screening ag?nts. A considerable amount of development 
work has been carried out relative 10 the production and evaluation of smokes 
for this purpose. This technique also involves certain problems as the follow- 
ing analysis shows. 

Von Mle and Blumer (References 19 and 20) have developed a theory 
for the scattering of radiation by simple particles for the case where the par- 
ticle site and radiation wavelength are comparable. As long as it can : as- 
sumed that the particles of a cloud act independently, that the incident radia- 
tion is collimated, and that no scattrred radiation reaches the detector, this 
theory can be used to compute the attenuation produced by a cloud of uni- 
form sixed particles. This leads to the lollowing equation: 

///,, = exp —kwa-m (22-1) 

where 
/ r    transmitted radiation 

/„ s= incident radiatlr- 
k = the  scattering coefneient   which  is  a  function  of  the 

dielectric  con.iunt   of  the  material   and   the   ratio of 
particle radius to wavelength of  the radiation 

a = the {»article radius 
w = number of particles [ter unit volume 
/       path length 

It is cunvenieni to eliminate the number of particles per unit volume, n, 
from Eq (22-1), This can be done in the following manner: 

Let e, be the muss per unit volume of the smoke cloud and t be the density 
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of the »moke nmlerlal. Then the RMH »f a HIIIKIC particle will be 4»ra'lr/3 
and the number of particles per anit volum» will be if,/Aira*r. Equation 
(ll-\) now becomes; 

///u =s exp -3*r.//4ar (22-2) 

If e, and / are kept constant, then for a K'vcn material, the transmitted frac- 
tion ///,) or its reciprocal, the attenuation factor, /(■// Is a function only of 
the scalterinR coefficient k and the particle radius a. The scatterinK coeffkient 
itself is a function of the ratio of the particle radius to the wavelength. In 

klfMrin« ittflitt«» tt «MMim 

Kmrni .'Jin   Si .ui.TiiiK r inetion, h plututl »•> « luncilon of -'„«A 

KlKure 22-10, * is plotted as a function of 2irö/A for particles whose dielectric 
constant is 1,5. It can be seen that successive maxima and minima occur as 
the ratio u/A increases. Figure 22-It shows the attenuation factor, A. /, 
plotted as a function of wavelength for particles of three different xUes, For 
the particles whose radius Is 0.65 micron, the maximum attenuation factor 
is RTMter than 100,000 and this maximum occurs for radiation whose wave- 
length is approximately I micron. For radiation whose wavelength is 5 
microns or beyond, the attenuation factor is almost tero. On ihr other hand, 
for particles whose radius is 2.6 microns, the maximum attenuation occurs 
at about 4 microns, but has a value of only about 20. These curves show, 
therefore, that as the wavelength increases, nut only must the particle slxe 
Incre, te but either the smoke density t„ or the pathlenglh / (or both) must 
increase greatly if one Is to maintain a consUnt atl^nuation factor. This 
analysis illustrates sonvj of the diftkultles involved when one attempts to use 
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KKIURK I2-II    AltrnUBtlon   («clor   venut 
wnvfli'UHlli   lor  ilmid»  mmlc  up of   thrvc 

itlffrrant ilied parllrli-« 

a smuke cloud «s an attenuation medium where iun« wavelength radiation ii 
involved. It »hows that u »moke »creen which i» effective in «creeninx a ground 
installation aKainst visual observation might be entirely ineffective for radia- 
tion pussitiK through the 4.5 to S and R to IJ micron atmospheric windows. 
This was found from experiments to be the case (Reference 21). When field 
tests and laboiatory measurements were made on conventional smokes, Mich 
as those produced from chlurosulfunic acid and m« oil, they were found to 
become increasingly transparent beyond wavrk-nKths of about S microns. 
These tests and ex|)eriments confirmed the computed results, namely that 
smokes of conttderably hrssfr purticls tlu would be- necessary fur use at lb«« 
wavelengths involved in the radiation from ground targets. If conventional 
materials were used, the settling rates of these larger particle sice smokes 
would probably be too great. One of the important requiremen's of a smoke 
is that it stay suspend«! for a reasonably long period of time. 

Experiment;) were performed in which plastic foams were produced in the 
form of clouda of panuies One technique, which was successful, involved the 
use of a gas turbine engine.  The plastic resin and catalyst wen   sptayed 
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separately Into the high temperature region of the go* Rtream, Separate 
(Reference 22) polymerized particles were formed which were ditperied into 
the atmosphere by the gas turbine engine exhaust. Measurements showed 
many of these particles to have diameters In the 20 to 25 micron range. 
Qualitatively, these smokes were found to cause considerable attenuation 
although it has nut been possible to make quantitative measurements due to 
the diffkulty of maintaining a constant pathiength In the smoke and to the 
fact that the density of the smoke cloud changes rapidly. 

Although it tioe« appear that it would he possible to provide an appreciable 
amount of protection for ground installations by smoke of this 'ype, there are 
serious pructicu! liml'. io i. The chief one of these is the problem of produc- 
ing enough smoke to cover a l"'"« area, since the cloud tends to disnipate 
rapidly. Another problem is that mi  v of these materials are of a toxic nature. 

22.10 Kiigi>{('>m<,iit Wurnlug Syatom 
For the mosr effective use of maneuvers and \4 any active countermeaaures, 

i.e. onr in which material is launched from the aircraft or otherwise con- 
sumed, some sort of warning or alarm system Indicating that a missile has 
been launched is necessary. Warning systems are essentially passive search 
devices which operate by means of the radiation emitted by the rocket motor 
of the missile. The passive warning system is at a disadvantage, in that it 
must detect the approaching missile from the nose-on aspect, This is the 
direction in which the missile body and rocket nozzle provide a shield a^dnst 
most of the radiation. However, since the rocket plume extends aft of the 
missile and has a diameter somewhat larger than that of the missile, there 
is a substantial amount of rndlatiun from the rocket in the forward aspect. 
Tables 2t-IV and 21-V show the outputs of several typical air to air rockets 
in the 1.8 to 2.H and 1,8 to 7 micron regions of the infrared and in the 2600A 
to 2900A region of the ultraviolet. 

The ultraviolet radiation emitted by th« rocket during the period that the 
racket motor is burning might also provide a means for detecting the ap- 
proach of the rocket by its intended target. The ozone layer (which has its 
maximum concentnUon around 80,000 feel, see Figure 22-12) fortunately 
provides a natural filter to remove most of the interfering solar background 
radiation when it wavelength of about 2550,\ Is used (see Figure 22-iJ), 
The problem of designing a detection system wh'ch is sufficiently sensitive at 
2550A, but which is completely insensitive on the long wavelength side of 
about 2800 or 2900A is severe. Since the so-called "solar blind" detectors 
whiih have bet'ii developed have tou large a sensitivity at the longer wave- 
lengths, u suitable filter to be used in combination with the detector is 
necessary. Filters consisting of ihin evaporated films of |iotassium enclosed 
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between two quarti platei have been made. Theae filters transmit reasonably 
well at the required wavelenxlh but do not have a suftkirntly sharp cut-off 
toward longer wavelengths. 

The principal drawbacks Involved In the use of ultraviolet radiation in 
engagement warning systems are listed below: 

t) The best detectors which have been developed have too greai a res|H)nse 
outside of the osone absorption band. 

2) The licit Alters available do not have a sufficiently large ratio of trans- 
mission in the desired region to that at longer wavelengths. 

S) At altitudes above about 40,000 feet the concentration of ozone in the 
path between missile and detector becomes sufficiently great to cause severe 
attenuation of the signal. 

4) If ultraviolet wavelengths outside of the osone absorption band were 
used the scattered solar radiation would cause a very serious background 
problem. 

Several infrared systems for missile launch detection exist (Reftrence 24). 
One oi these cuntiaU of two search set«, one mounted at the top of the vertical 
I'm of the aircraft and one Mow the fuselage. Each search set consists of a 
dome of infrared transparent material such as arsenic trisulfid« glasi con- 
taining several detectors, each of which will observe a different sector in 
rlfvatlon. The dome and '.he detector» rotate at a rate of a few revolutions 
per second. If a signal Is detected, its approximate elevation can be deter- 
mined by noting the cell on which it was received; the azimuth can be 
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determined by the angukr position of the scanner at the time of ilgnal 
reception. One of the prüblem.s involved here is, of course, the diffculty of 
distinKuishlng the radiation of a launched rocket from the forward aspect 
radiation of the launching aircraft. Since the rocket exhaust is at a temper- 
ature considerably higher than that of the aircraft exhaust, the possibility 
of using a ip^cl. ' filtering technique exists. The rocket radiation builds up 
and decays rapidly; thus there is also the possibility of using a time or pulse 
length discrimination technique. 

Another system uses four detectors looking Into the four quadrants aft of 
the aircraft. This system, upon the detection of a signal indicates only the 
quadrant from which the attack is being made. 

Systems of this type will not Indicate whether the object detected Is an 
infrared guided weapon, a radar guided weapon, or an unguided rocket, The 
system simply indicates that countermeasures should be Initiated, Since the 
time which elapses between the firing of an air-to-air missile and its reaching 
a position beyond which it cannot be deviated sufficiently from its path is 
very short, some sort of automatic device for the commencement of counter- 
measures activity will probably be necessary, 

22.11  InKwalion   of   Infrsre«!   D«vlri>a   With   Other   Elertronlc 
CuuiilrrilirHsur?« 

There are several reasons why a completely integratc-J countermeasures 
system on an aircraft is desirable. Among these are: 1) A saving in power, 
space, and weight can be achieved since some of the auxiliary equipment re- 
quired may serve more than one type of countermeasure, 2) In a penetration 
mission, It is likely that several types of countcrmeaiures will be ned-d 
simuiiancou:.!}'. In n integrated system, a minimum of interference and con- 
fusion would leau'i ') Some techniques such as those used for flarn and 
chaff diapenint n » be quite -imilar, 4) With u single system, a minimum 
number of opera.« <g personnel in the aircraft would be required. 

At present a development project is under way to develop a completely 
integrated countermeasures system for the U-52 aircraft (Reference 25), 
One of the infrared requirements specifies, for this system, flare tmlterifs 
consisting of 51 flares each (probably 17 tubes containing three flares each). 
At present it is specified that eiuh flare should have u iO-second burning 
time with an output of ,1000 watts per steradian in the I.K to 2.A micron 
region and .1000 walls per ueradlan output in the t to S micron region. The 
llures will probably be of the magnesium Teflon (Flora) type. An Infrared 
warning receiver i.n also uillrd for in this system. The complete specifications 
of this receiver are not available. It is specified, however, that the system 
noise of ihb device should be kepi down to I X 10 " watts per square cen- 
timeter in terms of eouivalent radiation signal. 
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23 
Underwater Acouatie Countermeasures 

R. T. McCANN 

28.1 Introduction 
The ocean preientt a pour environment for the proptRatlon uf electrc- 

maxnetlc waves. Thus, underwater communication and detection must rely 
on other forms of energy propagation. Acoustic energy Is most commonly 
used, In both the sonic and ultrasonic frequency ranges. For communica- 
tions, the energy is either keyed, transmitted as a voice modulated carrier, 
or transmitted by some secure method. Detection is accomplished by either 
listening for noise emanating from the target or the reflection of an acoustlc 
pulse by the target. The word SONAR is used to describe, In general, the 
detection and tracking of underwater targets, whether by passive listening 
or by actively transmitting and receiving pulses. Sonar systems are employed 
by aircraft, ships, and acoustic torpedoes to detect, track, and attack water- 
borne targets. 

It is apparent thut some means are necessary to deny an enemy the In- 
formation required to press home an attack on our ships, either surface or 
subsurface. The most effective means would lie to deny the enemy all iwssl- 
bilily of detection; however, this is not feasible. It becomes necessary, there- 
fore, to reduce the target to a minimum and thereby increase the detection 
problem 'or the enemy. Simllurly, means must be provided to lessen hi» 
attack capability when detection U considered probable or certain. Sub- 
murints h»ve an advantage over surface ships in that they can take ad- 
vantage of the natural chartctcrlitlci of the ocean environment as well as 

2M 
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fhi'ir own ability (n operate quietly (or a limited time. Also, a »ubmarlne 
can Ktntrally detect a surface ship at greater range than the lubmarlRs can 
be de'ected by that ship. When the environment and tactical operation of the 
ship fail to provide adequate protection, a countermeasures system becomes 
vital to survival, Such a system m.!st provide the knowledge thr.t one is 
under surveillance, the means to break contact, and an alternative target or 
decoy. 

23.2 Funetlana ami Operational Concept« 
A countermeasures system has three general functions: intercept, jamming 

or masking, and deception. These functions are normally performed In the 
same order as listed, intercept occurs Arst since it is necessary io know that 
one is under surveillance and that further action may b* necessary. It la 
usuully desirable to break the sonar contact to force the enemy to renew the 
search and, also, to deny him a direct comparison between a true target and 
a false one. Finally, to escape or set the enemy up fur counter-a'tack, it is 
desirable to provide a false target or decoy, acoustically similar to the true 
target. 

The above sequence Is more useful to a submarine than a surface ship 
since the latter is subject to visual and radar detection as well. Since such is 
the case, countermeasures in the form of maskers or decoys are frequently 
employed on a full time basis by surface ships when in an area of known or 
expected submarine activity. Since echo ranging would be carried out in such 
amis anyway, little, if any, advantage is lost by streaming an additional 
sound source. 

Cencrully, it is considered undesirable for a submarine to make its 
presence known before an enemy has assured contact. On the other hand, 
ton great u delay in taking countermeasures action may be fatal. Thus, the 
a nmmndiiiK offker of a submarine is faced with the dilemma of positively 
clussifying himself or risking destruction. Only experience and conAdrnce 
in the countermeasures system can develop the efficient employment of such 
a sytttm. Where countermeasures are employed in offensive operations, such 
as jienetntting a convoy screen, decoys should be launched from outside the 
detection runge of the screen in such a manner as to cause a redeployment 
of the screening force. The submarine should find it easier to penetrate the 
weakened screen. 

One approach Io couniering the enemy is to d.'ny him the opportunity to 
launch a weapon Thus, if n surface ship can detect and destroy a submarine 
beyond the submarine's weapon runge cupaUlilles, WCUIHIII countermeasures 
arc not neceasary, Similarly, a .tubmarine that tun deny a Are control solu- 
tion to the enemy docs not have to worry about the weapon, However, 
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optimism of thia nature can b« fatal end weapon countermeusures should 
be • part of any such system, The ßrst indication of an enemy's presence 
might be the detection of a weapon. In such a case, the time for action is 
short and the countermeasure» system must be capable of immediate employ- 
ment. Accordingly, surface ships frequently employ counterineasurrs on a 
full-time basis for certain -.cspon types and rely upon the ability to inter- 
pose countermecsures In time between the weapon and the ship for other 
weapon types. Submarinen, on the other hand, do not enjoy the privileKe of 
emlttinR much noise. Therefore, a submarine countermeasures system must 
be in a standby condition such that it can be put Into operation by pushing 
a button, or even automatically, based uiion signal level. 

23.3 Funrtlonai Relalionshlpa 
Although little has been dune to develop an integrated acoustic counter- 

measures system for either submarines or surface ships, such an approach 
appears to have definite advantages over the individual equipment approach, 
Surface ships, for example, rely on echo«ianging sonar to detect enemy sub- 
marines and torpedoes. Any towed noliemaker increases the background level 
through which the sonar operates, thus decreasing its detection range. Alter- 
nate operation of the sonar and nolsemaker partially solves that problem. 
However, when a broadband receiver is added for Intercept pur|)oses and If 
all equipments ate to be used efficiently, the problem becomes quite complex. 
Further complications arise when an expendable masker or a discrete fre- 
quency jammer is placed in the water. A similar situation exists for the sub- 
marine. Although the background noise problem is not so great, the submarine 
must still detect and track the attacking ship and its weapons, take counter- 
measures action, and escape. 

Since nonacoustic methods of detection are presently unable to detect a 
submerged submarine (although research being conducted in this area may 
prove effective) and since the modern submarine is esaentially a true sub- 
mersible, more at home under water than on the surface, it is apparent (hut 
acoustics provide the only ready approach to detecting and destroying sub- 
marines. Submarines, therefore, should be primarily capable ot countering 
acoustic detection and attack. 

The submarine platform will be used here as the basis for develupinK a 
countermeasures system and showing the functional relationships of the sub- 
systems. Figure 23-I showa a functional block diagram of such a system. 
The intercept subsystem provides the knuwledge that the submarine is under 
active sonnr surveillance. The rectived sonar signals are aniilyxed and dis* 
played by the next subsystem. This display also presents information from 
the listening or passive sonar to permit the trucking of noisy targets. The 



■HHHHHnnHI^^HHHHHHHH^^^BBSMi^H^HBHna^nHHi^^MBraHanMHnBRiiiii^^ 

23-4 ELECTRONIC COUNTERMEASURES 

LJ     CJE5 
^> ^> <^ 

HMI mttn't 

lw«>UMf 

(•«Ml 

»-.   »"I   »- 

PIUUM 23-J   Counlermetturtt Syitcm Fun-tluiul Block Diagram 

analyzed »inm\ data are fed to the controls of both the mounted and ex- 
pendable Jammer* setting the jammers on frequency. In the presence of sig- 
nals nf different frequencies, the Jammers could be set to transmit on a 
time-!thared basis, giving preference to the signal considered to be the greatest 
threat, At such time as It Is desirable to Jam, the mounted Jammer would be 
activated. Upon activation, a signal feeds the Intercept recelx r causing 
blanking of the portion of the frequency band being Jammed. Thus, the 
receiver can still accept signals in the remainder of the band. In the mean- 
time, the expendable units are armed, programmed, and readied for launch- 
ing. Launching readiness Is relayed from thr launcher to the launch'ng con- 
trol. Upon release, the expendable Jammers commence transmitting and the 
mounted Jummer Is secured. Since the Jamming signal is the same from both 
Jammers and the location of the sources essentially the same, the switch 
should go undetected. 

The Hubmarine is now free to maneuver to take advantage of the maneuver 
program set Into the Jammer vehicle. One or more decoys would now be 
launched from behind the Jammer screen, giving the enemy « realistic sub- 
marine rget. This decoy target would be programmed, as was the jammer, 
by the launching control. The program would be set to lead the enemy away 
from the submarine such that the jammer screen remains between the sub- 
marine and the enemy. Small hovering jammers and decoys can also be 
launched to provide additional false targets should the enemy fall to classify 
the decoy as a target. 

2.H.4 I'uiifllnnal Inldgration 
It is apparent that integration of the functions of the various components 
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Is necemry to provide ready reiponie to a threat with a minimum of equip- 
ment, FeedinK the Jammer from the receiver eliminate» the need for a separate 
receiver nMocUted with the mounted Jammer. Similarly, a feed from the 
puilve sonar eliminates the need (or this (unction in the intercept receiver. 
The self-propelled vehicles would he designed to perform either the Jamming 
or decoy (unction, reducing the number of vehicles carried and increasing 
their flexibility. 

Intercept look-through, by blanking out the jammed portion of the fre- 
quency spectrum, has not been previously incorporated in either the hypothet- 
ical intercept receiver or the receiving section o( the hypothetical jammer. 
The Jammers have been designed with a receive-transmit cycling arrange- 
ment to that (requency shifts could be followed. However, there was a delay 
in following the shift equivalent to the transmitting time remaining in a 
particular cycle. The look-through feature in a countcrmeasures system will 
permit the following of frequency changes much more rapidly. 

Some knowledge of the range to the enemy is necessary to intelligently 
make tactical decisions based upon the probability of having been detected. 
Presently an estimate is made based upon the intensity of his noise output 
and the repetition rate of his sonar. However, this does not provide accurate 
information. I'essive ranging sets have been developed, but the complexity 
is such that their incorporation in the countermeasures syster would be of 
questionable value, particularly since they operate on noise rather than sonar 
echoes (pings). A triangulation ranging system with a base line along the 
length o( the submarine is limited in accuracy to short range« normal, or 
nearly normal, to the base line. Its value is also questionable since sonar 
ranges have increased along with the ranges from which weapons can be 
delivered. Passive ranging underwater by the use o( different signal paths 
may provide the solution, but insufficient work has been done in thli" "'»a 
Reasonable success has been achieved with a pauive system using the paths 
in air o( electromagnetic signals. No attempt has been made to incorporat« 
a range solution in the system being hypothesised since it is frit that ranges 
to ships can be acquired by a passive Ate control set or reusonaLy estimated 
by the aforementioned methods. Presently, the acquisition ranges of acoustic 
pinging torpedoes are such ihai immediats coun'.ermeasure« action should 
be taken as soon as the weapon has been detected. The extravagance of 
having the option of deciding when to counter does not exist; it is a matter 
of necessity to act immediotcly. At such a time as torpedoes can detect tar- 
gets iit considerable range, arcunite rung«' Information may become a neirs- 
sily und warrant a complex set to perform the function, 

The importance of timing In jammer use cannot be overemphulicd, The 
time to start jamming is an on-the-spot tactical decision based on the serious- 
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nens of the threat; thr time required to ihlft frequency and the relative time 
Basixned tc each frequency, when more than one Is being Jammed, are design 
considerations and are built into the equipment, Since Jamming deAnitely 
classifies the f y.ci as submarine, the time to start is the moat critical of 
the three and, dw to the many variables involved, cannot be predicted with 
any degree of n.-. ..niry other than on-the-spot. Thus, It Is left aa « command 
decision. Although the time to shift frequency and the relative time« MMigned 
tu each of the frequencies to be Jammed may be determined on-the-spot for 
a mounted Jammer, this is not the case for the expendable type, These fre- 
quency shifts should be made automatically by the equipment. To assure 
like transmissions, they should also be automatic in the mounted Jammer, 
perhaps with H manual uveuide feature. Once launched, an expendable unit 
normally can no longer be controlled from thr submarine. 

To be effective, a submarine decoy should provide doppler echoes, propul- 
sion noise, wake simulation, and maneuvering characteristics comparable to 
tüat of a submarine. Hovering decoys are rather simple and, generally, pro- 
vide only a doppler echo. The amount of doppler shift is foed fur a given 
frequency band and corresponds to that of an average speed submarine. 
Self-propelled decoys, due to their movement, require no built-in doppler. 
Propulsion noise corresponds to the gear whine and propeller beat of the 
submarine and is representative of types of submarines rather than any given 
onw. The degree of realism must be general rather than speclAc. A target 
with the general characteristics of a submarine is apt to be so classified, par- 
ticularly when a direct comparison with the submarine is not possible. The 
dci oy life should be limited to the time required by the submarine to clear 
the area. A decoy with a long life may permit the enemy to discover, by 
prolonged tracking and analysis, a characteristic that Is not present in a 
submarine. From then on, this characteristic would be sought out initially 
und obviate classitkation as a submarine, 

23.S inteneftptloii 
The basic requisite of any countermeasures system Is a means to provide 

knowledge thut one is under surveillance. The underwater intercept receiver 
pruvtdea such information. The submarine will be used here as the platform 
since its intercept requirements arc more Inclusive than those of a surface 
ship. The basic difterence between an intercept receiver and a passive sonar 
Is that the former is designed to intercept deliberately transmitted signal», 
wtierm the latter is designed to delect the noise ships make in trunsltin» the 
seas, 

Karly intercept was provided by passive ^mar with a supersonic converter. 
Suth an equipment required manuul scanning in both azimuth and frequency 
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with a resultant very low prcbobllity of intercept. Based upon the premise 
that the bearing to any threat, assumed to be a waterborne vehicle, could 
be determined by the passive sonar, the intercept design was based on omni- 
directional, frequency scanning receivers of the panoramic type, High back- 
ground noise levels rendered these receivers practically useless. Several re- 
ceivers were developed following World War 11 using various techniques for 
detecting dlscretu frequency signals within a broadband. The trend toward 
passive sonars without supersonic converters coincided with the complttlori 
of the above developments and in the absence of noise from the transmitting 
ships, It was no longer possible to determine the source bearing of an echo- 
ranging sonar. (The converter extends the frequency range of the passive 
sonar receiver, enabling It to detect echo-ranging sonars.) The requirement 
for provldinr bearing data Integral with frequency information was quite 
evident. 

The first significant effort in this direction resulted in a receiver system 
made up of a spherical lens hydrophone and a correlation type receiver. 

Fiiivsr. 2i-l   Undtrwitcr Intercept Receiver, Q-Sp, Block Ultsrsm 
(Couriny V. S, Navy Hlrclfontn Laboratory.) 

Figure 2i-2 preiients a block diagram of the equipment dcvrlo|)ed. The 
hydrophone was made of ib elements around the equator of a sphere which 
was filled with a focusing fluid. An ininming signal would be focused on thr 
element on the side of the sphere opposite to the transmitting source. Three 
modes of o|)erution were provided by which one could observe .?60 degrees 
of azimuth, a 60 degrees sector or a 10 degrees sector. The equipment was 
normally operated for 360 degrees coverage. Upon detection of a signal, a 
push-button keyboard permitted localisation to the proper 60 degrees sect». 
Switching to the 10 degrees sector mode ut oi)eration, the same keyboard 
permitted one to determine the element receiving the highest signal level 
ami thus the bearing to a 10 degrees sector  However, such an arrangement 
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required time f;i narrow down the bearing. A wave trap Mtw '.VM ^canned 
acrou the frequency band to determine the »Ignal frequest The main weak- 
ness cf thii i;'item becaine apparent If the source i^s^4 '■* trantmit prior to 
receiving ^noutih puUei to determine both bearing and 'requency. A trained 
opeuitr could usually obtain the neceuary 'ata from 10 to 12 pings. For a 
source at 5000 yard», the data could usually be obtained in no less than one 
minute Should an echo-ranging; torpedo be launched within 1000 yards of 
the submarine, insufRctent lUtvi would remnin ior countermeasures action. 
Thl incoming signal (see Figure 23-: again) was ampHfted and split 
such thut part was delayed and the remainder heterodyned and filtered to 
pass the upper sideband. The delayer* and hetercd,, •■ signal« wore mixed 
resulting !n the oscillator frequency output ihii output wa. jtain mixed 
with another signal from an oscillator 800 cycles per second higth than the 
first, resulting In an 800 cps tone which was Altered, amplified and . ' tu a 
speaker or headset. Only signals of duration longer than the delay wen > 
related into an output, Short pulses, such as noise, resulted in no output 
from the correlation mixer. 

To overcome the deficiencies of the first correlation receiver, a system 
was developed which would automatically indicate the bearing and frequency 
of a transmitted pulse. This system employed three hydrophone», placed at 
the vertices of an equilateral triangle from which the bearing was determined 
by the difference in time of arrival of the signal at the hydrophones. At first, 
correlation, similar to that described above, was employed only ir. the detec- 
tion channel. However, noise pulses at the hydrophones tended to throw 
the bearing off. particularly at higher speeds. Further development resulted 
in placing the correlation delay in alt three bearing channels; false bearing 
readings are reduced considerably. Figure 23-3 presents a block diagram of 
the improved syst 'n for the intercept receiver. The operation of the correla- 
tion circuits in the bearing channels is the same as desci'bed above. One of 
these channels also feeds the audio output, The source bearing is determined 
from the trigonometric relationships between the equilateral triangle formed 
by the hydrophone array and the incident wave. The distance between hydro- 
phones traveled by the wave divided by the velocity of sound gives the time 
the wave travels between the hydrophones The differences !n times of »rrival 
are measured in the bearing circuits of the hydrophones. These time differ- 
ences are transformed into an a-c signal and led to the windings of a bear- 
ing synchro, lite combination of these signals in the synchro results in the 
shaft displacement, and the source bearing is read diiectly from the meter 
which is calibrated in degrees of relative beating, 

Essentially, a cycle counter is used to determine frequency. Each cycle 
generates u fixed Increment of Internal signal. These increments are added 
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Fiouu 2i-i   Undcrwiier Intercept Rictlver, AN/WLR-3, Equipment  Block Dikgrim 
(Courliiy Ctntrnl BUrtHc Co.) 

»nd fed to the meter which I» «ilbrated in frequency. Thui, the intercept 
receiver can indicate, from a single ping, frequency and source bearing. An 
alarm is incorporated to call the attention of an operator should the equip- 
ment be in unattended operation. A hold feature retains the meter reading» 
for a Axed period of time or until reset. 

An intercept receiver must cover a frequency band which include« all 
known or anticipated signals of a threatening nature. One must be able to 
detect all echo ranging torpedoes, which generally operate at higher fre- 
quencies and set the upper limits of the band, as well as the lower frequency 
search sonars. Both torpedo and sonar designers tend to take advantage of 
the greater ranges possible at lower frequencies. During World War II, 
torpedoes operated In the 60 to 80 kilocycle per second frequency range, 
whereas sonars were pretty much confined to the 20 to 40 kilocycle per 
second frtquMtcy range. In the near future, it is quitr possible that «arch 
sunurs will operate below 15 keps and torpedoes between 20 and 40 keps. 
Since the sonars will operate at frequencies as low as i> few hundred cycles 
per second, iht intercept problem should become progressively more difficult. 
If the frequency range from I to 80 keps is effectively covered, one can 
prenently expect to detect Just about all the operational sonars and weapons. 
However, in a few years, this coverage will be extended to include a bund 
from about SO to 100 cps at the low end and up to 80 keps at the high end, 
to br reasonably certain of adequate intercept capability. 

The pulse response of an Intercept receiver Is also a vital factor to be 
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considered. It is r.ece>ury tu have the capability oi detecting and analyzing 
pulsed «Ignals from at short a time as one miilliecund tn a few hundred 
milliseconds and even continuous wave signals, It is not likely that pulses 
wilt become shorter than one millisecond since It Is still necessary to get the 
signal information, and, at the same time, discriminate against noise bursts. 
In general, torpedoes employ short pin, '•!. '.hs of a few milliseconds, whereas 
sonars use longer pings. 

h Is difficult to deftae the sensitivity of an intercept receiver in a practical 
manner. If one specifies high sensitivity, the false alarm rate during high 
noise background conditions is intolerable. A low sensitivity can reduce an 
Intercept receiver's range to that equal to or less than the ranges obtained 
under low noise conditions with a sonar. It is necessary to have a threohuld 
level control such that the intercept receiver always has a detection range 
advantage over th* sonar. Since the same environmental factors affect both 
the sonar and Intercept receiver, the sensitivity can be expressed as a func- 
tion of sonar detection range. Sonar detection range is generally defined a* 
that range at which there is a 50 percent probability of detection under the 
existing conditions. If one specifies the intercept sensitivity as being an 85 
to 90 |>ercent probability of delecting the sonar signal at the sonar detection 
range, for the existing conditions, the sonar will rarely receive an echo from 
the submarine carrying the intercept gear if it chooses to take evasive action. 

One weakness of all intercept receivers developed to date has been the 
luck of jammer discrimination. To make effective use of such a receiver In 
a Jamming environment, it must be capable of reducing the Jammer influence 
without reducing the sensitivity across the entire frequency band. To be 
most effective with a jammer, one murt fill &n effective bandwidth that a 
sonar can accept. Likewise, this same ba.id«' S must be rejected by the 
Intercept receiver. Since sonar receiver baidvti. .ns vary with frequency and 
pulsewiilth, a suitable Jammer rejection ftl. in an intercept receiver must 
have variable bandwidth und be tunable across the frequency band being 
covered. An alternative would be the use of a series of adjacent filters across 
the hand that could be Inserted one or more at a time. Such un arrange 
mcr.t would be less ffftcient since, to keep the number of filters to a practical 
minimum, tht rejected bandwidth would be more than the jammer band- 
width. Since Jammers have outputs of 98 to 100 db//l dyne/cm" (corrected 
to 1 yard), and because of the proximity of the Jammer and intercept receiver, 
the rejection of the filter must be sizable. The rejection requirement is not 
so great with expendable Jammers since the receiver to jammer spacing is 
greater and the jummer output is S to 6 deciU-ls lower. 

The primary factor which generntes confidence in un intercept receiver is 
its probability of intercept with a minimum of false alarms. Confidence 's 
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soon lost If one c«nnot rely on picking up sonar slgnali prior to oein« de> 
lected by those siRnais, On the other hand, great reliance will be placed in 
an equipment which has proven that it can permit a submarlnt; to maneuver 
beyond sonar rangt until such time as It Is desired to do otherwise. Scan- 
ning, both frequency and admuth, requires time which reduces Intercept 
probability, particularly against short signals such at a torpedo transmit». 
Thus, the most dangerous signaU are most apt to be missed in a scanning 
system. A receiver that is "wide-open" In both admuth and frequency is 
required to overcome this liability. To be sure, such equipment Is not as 
sensitive as a scanning receiver but, (or tactical purposes, one U not too 
concerned about signals u( very low level since these will not return echoes 
to the sonar. 

Intelligence type receivers have nut been mentioned because the require- 
ments are different. The probability of intercept c' an Intelligence type re- 
ceiver need not be as high as that of a tactical equipment. However, a high 
sensitivity and good signal analysis capability are necessary to a higher 
degree than in the tactical receiver. 

2S.6 Jamming 
Jamming is a vital function to be performed by any coumermeasure* 

system. The purpose of jamming is to break the sonar contact causing the 
enemy to begin a new search for the target. It Is most difficult to "sell" a 
decoy If contact is maintained with the real target. Thus, breaking the con- 
tact by jamming actually hides the real target and creates a situation in 
which the decoy Is more likely to be dasslikd as a target. The relative merits 
of masking and jamming have beer argued many times. Each method of 
breaking contact has its merits. Against passive sonar, masking in the only 
suitable method since it uses a broadband noise source nnd there Is no good 

WRV to determine the acceptance band- 
width of the sonar. Againat active sonar, 
maüking huH little to recommend It, ex- 
cept aauinst very short pulse» which are 
in the order of duration nf noise pulses. 
Jammiug centered on the sunar frequency 
with a '■■indwidih »pproximating that of 
the sonar is much more effective (or 
pulses of practical length. Figure 23-4 
graphically presents lit* relative effective- 

Kmrsr. 2.M   Relativ. BH.eUv.nei. ol  nv** "{ tt w^™^ « "»»ker, and a 
«   NimfmRkcr  »ml  s  Jumnu-r   Wh.n  Jii""nu'r  against   very  shorl-pulw  sonar, 
liwd Agsln«! Very Short I'ulw Sonur  1' i» quite apparent that the jammer is 

) m.H.M( w* »It*«*» mM**, 

ItlMlitt MMbrnf ki»l IMAH«lMnV« 
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more effective for pulie lengths in cxcera of about 0.2 milliseconds, 
Initial attempts at Jammer development resulted in canister and self- 

pro jelled Jammers which had receive and transmit modes of operation using 
a single transducer. The cycle required 30 seconds to complete and consisted 
of a 5 second receive and 25 second transmit mode o* operation. When a 
signal was received, the receive mode was automatically switched to the 
transmit mode resulting in a transmission of 25 seconds plus the remainder 
of the S second receive mode. Following transmission, there was a brief 
dead period to permit reverberations to die out before another recep- 
tion. This precluded triggering on the previous Jammer transmission. In 
the event thet no new pulses were received within the 5 seconds, the 
previous signal was retransmitted. Thus, changes In the sonar frequency 
could be followed with a delay no greater than 30 seconds. The active 
life of such Jammers was on the order of 20 to 30 minutes and was limited 
primarily by battery capacity. A similar Jammer was developed for mounting 
on submarines. This equipment had greater output and a manual override 
feature. The override feature permitted recycling to the receive mode at any 
time and was most useful when confronted wiiu a multiple sonar attack, 
Should the Jammer be trinamitting on the sonar frequency considered less 
threatening, it could be recycled until It transmitted on the moat threatening 
sonar frequency. All of these Jammers give statistical preference to the 
sumtr with the highest repetition rate since the probability of receiving that 
sonar is greater. 

In a later development the masking and Jamming feature» were combined 

X W*L 

IM«*« 

i WH*" 

m 
V-T 

Mtatt« 

_ 

3— 

FIUUKK Hi   NAH Ciniiter Beacon, Bluck DUg.-im 
(CoMfffjy V S. Navy HlrclroHlc» Laboratory.) 

in a single equipment. Figure 23-5 shown a block diagram of the beacon 
which transmits both Jamming and masking signals on u timc-shurcil basis. 
If no signal is received, broadband noise is transmitted for 25 seconds. If 
a signal is received in the listening mode, the operation Is the same as de- 
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scribed above (or the »tmiKhi jammer. 1'he latett development, known as 
the multiple miw\ Jammer (MSNAH), time-ihares noise with several sonar 
frequencies. FiKure 2.1-6 indicates the character of the jammer transmission 
after the reception of several pings of two different sonar frequencies. This 
equipment permits jamming of more than one sonar as long as the recorded 
frequency samples are relatively short ana repeated at short Intervals. If 
the spacing between Jamming putas at any given sonar receiver is greater 
than the rettntivity of the ear or the penistence of the sonar cathode-ray 
tube, some effectiveneM is lust. 

It has been determined that a jammer that c&n be programmed to travel 
« given course is more effective than a stationary or hovering Jammer whoic 
output may be 10 decibels greater. This is due to the fact that the submarine, 
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havin« set the pruKram into the Jammer, can maneuver to take best mlvun 
tiiKf of the jamming cover. The requirements on n Jammer are such that It is 
nearly impossible to provide effective cover throughout the entire attack run 
of a surface ship planning to use depth charges. Generally, the submarine 
echo starts to show through the Jamming at a ran?? of 200 to 300 yards to 
the ship. Howe"*' in x fast closing attack the uUac .' has gone beyond the 
point at whiu. ; 'ne control solution can be developed for any?' 
depth charges launched from the stern. Even these would be MaUveiy In- 
effective unless the attack run turned out to he passing disec'.ly aver the 
submarine target. 

The effectiveness of Jamming against sornu is demonstrated in Figurn 
2J-7, 23-S, and 23-9 which are photographs of a sonar presentation following 
three successive pings. Figure 23-7 shows a target clearly at about 340 de- 
grees and about three-fourths of an inch from the end of the bearing cursor. 
The main body of the target appears to the left of the cursor. Figure 23-H 
shows the same presentation after the next ping with intense brightening in 
the target area and general brightening over the entire sco|>c. It is impossible 
to determine the range to the target and the bearing can only bo approxi- 
mated by bisecting the sector of greatest Jamming intensity. Figure M-9 
shows the presentation after the next ping, the gain having been considerably 
reduced (estimated 20 to 30 decibels). There is still no trace of the target 
through the Jamming. Under this condition of reduced gain, the target would 
he diftkult to detect even if it should emerge from the Jamming wedge. Figure 
23-10 shows a submarine «merging from a Jamming wedge at clow range, 
estimated ut 600 to 700 yards. It Is apparent thn the target would not be 
discernible if It hail remained In the jammed sector. The Jammer Is about 
500 yard» from the tonar, and the bearings to the Jammer and submarine 
differ by about 60 Jsgr««. The limitation of the Jammer is readily seen. 

The Jamming signal should be a fair -eproduction of the received sonar 
signal. The recorded sonar signal will be shifted slightly from the transmitted 
one due to the relative r otion between the ship and submarine. In addition, 
frequency modulation caused by slight speed variations in the recorder motor 
further alter the signal. In the event that the pulse length \* greater than 
the time required for one revolution of the recorder disc an overlap occurs 
resulting in a phase discontinuity at the overlap. Thus, there are enough ur.- 
controllcble factors affecting the quality of reproduction and care should I« 
taken not to introduce other causes for signal deterioration. 

Ihr reu-iving pattern of the hydrophone should, for a mounted Jammer 
at least, closely roiemblf the target strength pattern of a submarine. If such 
is the case, and the Jammer is set to opanti on threshold signals, it will be 
more likely to trigger i>n only those signals which would return a recogni/.- 
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able echo. Thus, the receiving unsitlvity i« tailored to a typical lubmarlne 
target strength pattern. Since a submarine preset. * a stronger target at the 
beams, compared to bow or stern, the jammer is more sensitive in the««! 
areas and less in the (ore and ait directions, Whether the transducer main- 
tains the same pattern during transmission is not too Important since the 
submarine's presence is known anyway. 

The most effective material fur Jammer and decoy transducers has been 
X-cut Rochelle salt. Although the tempetatui« characteristics of Rnchellc 
sal) are well known, this drawback is overshadowed by its over-alt sensitivity 
and power handling capabilities over a broad frequency band Other trans 
ducer matcrlaU may be better (or either receiving or tranümitting of both 
over a narrow band, but for countermeasurcs requirements, Rochclk' salt has 
proven best. The narrow hole in the frequency response of Rachelle salt 
would be completely unacceptable (or equipment operating at a given fre- 
quency all the time. Since the frequency at which this hole occurs is (airly 
unpredictable, and since a jammet or decoy operates over such a wide fre- 
quency band, 'ht probability of the hole occurring at the particular frequency 
to be used at any given time Is rather remote. Little difficulty has been 
experienced with melting of the Rochelle salt due to exposure to high tem- 
peratures. Even the topside mounted transducer of a mounted Jammer intro- 
duced no problem. However, an unpainted dome of stainless steel was used 
to reflect the rays of the sun. 

To be effective against present day sonars, a Jammer tlwt Is mounted on 
a submarine should have an output on the order of 100 db//l dyne/cmJ 

(corrected to I yard). A Jammer that Is sdf-prupelled can get away with 
less output since it can be interposed between the sonar nnd the target sub- 
marine. The primary coitsideretlon is how much of the Jammer output is 
useful in hiding the target. In general, the Jamming signal should be as 
strong as the target echo after processing in the enemy's sonar receiver. The 
sonar's directivity will reduce the effectiveness of the Jammer if there is a 
difference in bearing to the tnrget and the Jammer. It cannot be expected 
that n target will be hidden if its bearing differs from that of the Jammer by 
more than about 20 degrees. In the case where the Jammer is considerably- 
closer to the sonar than the target, the benring difference can be greater, 
possibly 40 degrees. Where the Jamming bandwidth is greater than the sonar 
uccepiance band, only that jwrtion of the Jamming signal within the accept- 
ance band will be effective. Echo-ranging sonars may have acceptance band- 
widths of J00 q>s to a maximum of about 1000 cps. The above mentioned 
jammer output level should be for a .100 cps bandwidth, rather than a wide- 
band level. Wideband noise is generally less effective Bgalnft echo-ranging 
sonars since most of the energy falls outside the sonar acceptance band. 



Plovn ii-7   Soiwr Prtwntitlon—No Jamming. Curwr on l«rf»t «t 340*. 
(Ceurtny V. S. Navy Ebtltonkt Laboratory.) 

FlOUU IS*   Son»r   PromnUllon—Jummlnn  Prcienl—Normil  0»ln  Selling  on  Somr 
(Courlny V. S. Navy lilrrlroaki Laboratory.) 
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A prim« conkideratlon in Jammer denlgn li the compatibility of the slKnal« 
from different Jammer type«. The ilgmtl characterlatlcs should be at similar 
u* piiMlhle »o that they appear alike to echo-ranging sonan. Thus, «hen a 
mounted Jammer is secured and a mobile or ■ *ationary type takes over, no 
difference in the signals should be detectable by the sonar. 

23.7 Deception 
Assuming a submarine can successfully detect echo-ranging sonars and 

Jam them, it can still be held down In an area with little chance for escape. 
The battle then becomes one of endurance in which the submarine is hard 
pressed to compete with the surface, subsurface, and air forces which can 
lie employed as the battle continues. It, however, the submarine can provide, 
early in the game, a substitute target or decoy with sufficient realism to 
uttnict the attackers, then there is a much greater probability of escape. 
Thus, the need for deception devices arises. 

The simulation of a submarine does not have to be perfect by any means. 
A decoy which returns an echo similar to that from a submarine, emits 
sounds like a submarine, provides a wake comparable to that of a sub- 
mariiif, und maneuvers within the limits of a submarine's capability, has a 
good chance of being classified as a submarine. This classification Is leu 
assured if a direct comparison between the decoy and submarine is avail- 
able to the enemy. If the sunar contact with the submarine can be broken 
by Jamming, and a decoy launched so as to emerge from behind the Jam- 
ming i rrcn, the probability of its being classified as a submarine is good, 
Tests tondutted in late 1955 and early I9S6 with developmental counter- 
tneuurei rijuipments in various combinations indicated that u submarine 
improvfs his tvtt apr probability by a factor of about five when using counter- 
measures compared to not using cuuntermeesures. This is based on a total 
of dl runs and 99 simulated attacks by surface ships operating singly and 
In pairs. 

The quality of reproduction of a submarine's characteristics can be repre- 
sentative of a general class, Thus, fleet submarines should have one type 
decoy, guppy submarines another and nuclear submarines still another. How- 
ever, this does not mean that several completely different decoys are required 
since the ivpe of propulsion noise radiated is the primary difference in 
acoustic chamcterlstica. A vehicle designed to simulate the maneuvering of 
a high speed nuclear submarine can be slowed down, its turn radius altered, 
and its operating depth stratum varied by programming. The echo charac- 
leristl s may have to be altered but probably not beyond the adjustment 
limits of a well designed echo repeater. The radiated noise output, however, 
may lie a more critical factor that requires a separate source in each case. 
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However, it I» a simple matter to interchange noise simulator;« to tttcet 
speciflc needs. 

The simplest decoy simulates a single submarine charncterintic ruther 
than all ot them. A dopplrriied echo repeater, fur example, is tt hovering 
type, has no wake or propulsion noise simulation, but just returns an echo 

FiovMt 21-11 Hovering Decoy Block Dlsgrim. Noto: Otclllstor #2 U ilinhtly lower In 
frequency thin O.dllitor #1. For the lower-band decoyi the diRerence In (rrquenclei 
between the two owllUlon It 60 ±  JO epi, Fur the higher-bar.d decoyi I he difference 

U 100 ± SO cpi. 

which has reasonable doppler characteristics. Figure 23-11 Is a block diagram 
of such a decoy. The sonar pulse is receivtd and amplifled, heterodyned up 
and then down, amplified again and retransmitted, It can readily be seen 
that, if oscillator |1 is slightly higher in frequency than oscillator $2, the 
output signal will be higher In frequency than the received signal by the 
difference between the two oscillator frequencies. If this frequency difference 
is about 60 cps and 100 cps fur the lower and higher band echo repeaters 
respectively, the doppler characteristic simulates a low-speed submarine, (A 
knowledge of the echo-ranging frequency, as provided by an intercept rv- 
culver, dictates which band echo repeater to employ,) Since a Unv-siieed 
submarine, in general, radiates lesh noise than u high speed one, the absence 
of radiated noise Is not too significant at the limit of the sonar detection 
range. At shorter ranges, the fact that it is a decoy is mure apparent. 

Figure 23-12 is a functional block diagram uf a self-propelled submarine 
decoy. Upon launching, it follows a preset programmed course generating a 
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wuke itnd tninnmitting mottulated mi*t which »inuiiateH propulsion nuUr, At 
such time BS it receive« & iiing from .in echu-ranginK »omr. It rrpntu that 
ni'iK in the form of nn echo trunnmitted back to the sunar. It may or may 
not employ echü-elon(iation which indicate* to the »onar the «ubmnrine 
aspect by the ien^lh of the echo. The target Ktrength in »Imilar to that of a 
.submarine tinea the trnnHducem are »Ide mounted and the vehicle itself pro- 
vide» xhieldinK In the fore and aft direction». The sonic »imutatlon of pro- 
l/uUlon noise in accompll.shed by modutatlnK a nuiM «enerator such a« to 
present a »iKnal representative of propeller beat» superimposed on machinery 
and «e.ir noise. This r.lKnal I» radiated by a mat(netoitrictlon transducer 
wrapped around, or Integra! with, the decoy hull. The wuke is dtvatoped by 
the chemical reaction of lithium hydride with sea witter. The lithium hydride 
is In the form uf small ball», or globule», of various »l/.es coattd with a water 
soluble substance. The ball sixes are such that when the reaction produces 
the gas, the resultant bubbles vary in size so that there are a large number 
re»onant at all frequencies within the echu-ranglng frequency bund. A decoy 
represented by the diagram of Figure 23-12 is effective against echo-ranging 
sonars, passive sonars, and wake following turpedoei. 

There are natural countermeasures available to the submarine. The natural 
tempeiature gradient In the ocean often provides a thermorlime which, if 
sharp enough, is nearly impenelmhle by echo-ranging sonars. If the sonar 
source is above the thermodime, u submarine can employ it to hide. Whales 
and schools of Hsh often return echoes mistaken for a submurlne echo. A 
rapid turn or backing down by the submarine result» In a concenirated 
wake, or knuckle, which is often taken for the submarine itself. False knuckle 
can also be created by chemicals, 

jennners ran be considered decoys to a certain degree. If 'he enemy con- 
cludes that the jammer is aboard the submurlne and attack» as best as he 
can by dead reckoning on th> last target jMisition and follows any beating 
drift of the jamming wedge, he is effectively decoyed when the submarine 
launches an expendabic jammer and secures the mounted one as he opens 
range. On the other hand. If the enemy concludes that the jammer is not on 
the submarine, he is not likely to attack the source of jamming. 

Figure 2.1-1.5 depicts simultaneously three target echoes on n sonar presen- 
lation. The top echo, upon which the bearing cursor Is trained, is the sub- 
marine; below that at about 270 degrees Is a turn knuckle created by the 
submarine; still farther below at about 225 degrees is .in ANSt^Q-l decoy, 

Target axjiecl has been mentioned only briefly. However, with greater re- 
I'mements of sonars, it may become a more important feature in future 
decoys. It is well known that the sonar return from a submarine is not a 
single pulse but a series of adjacent short pulses caused by multiple rellec- 
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Fluu» 2S-\i    Siinur PrcKnlatlun Showing The« TirtfU 
(Courlny V. S. JVavy HttcIroMct Laboralrry.) 

tion« from the outer hull, tunkst, Hu|)eist'.uclure, etc. ThuK, the echo length 
I» ii function of the turnet length alonK the line of Iwarln« from the itonar li» 
the tarnet. To return un echo with anjisct from a decoy, it becomei» necesusry 
to determine the beurln« of the sonar nurcc relative to the (facoy. However, 
It in not MCMMry to know thU bearing throughout .<60 degree». It \» «um- 
dent to determine '.he angle of bearing relative to the longitudinal axis of 
the decoy «Ince the echo length will IK* the dame for a given angle, whether 
tu |K)rl or itbrboerd. The bearing iingle can be de(ermlne«l using the differ- 
ence In time of arrival of a pulse at two hydrophone! on the decoy. The length 
of the echo repeated can then be controlled from a minimum for the beam to 
maxima for the bow and stern asjtectB. 

Two iy|ies of decoys appcu« to have merit but have received little or no 
emphasis. The first Is the slMtigic decoy ami the second a wett|)on decoy. 
The strategic decoy Is a long range device which simulates a submarine and 

would be, in fad, a small unmanned submarine. Siuh decoys would be used 
to dilute an enemy's ASW surveiliance effort and create the Impression that 
many more submarines are operating In a given area than is actually the 
case. Hy so doing, the forces available for any given contact, whether against 
a submarine or a decoy, would be .educed. An intermediate range strategic 
decoy would be launched several miles from a submarine's operating area. 
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(ruvcl io nn urea SO to 100 miles or more from the submarine area, and 
maneuver thore. Several mich decoys launched from beyond the enemy's 
detection ranxe could be proKrammed so that all the decoys and the sub- 
marine er.ter the tu'vclllance area at about the same time over a front a few 
hundred mile* lonK. If the deccys are realistic enouuh, the submarine should 
be able to carry out Its mission with a much higher probability of -uccess. 
A long range ■tratPRie decoy would do essentially the same ihi.., .,ut be 
launched Hum advance bäte», surfoce shlpe, or even large aircraft. Upon 
completion r' > in, the decoy would be scuttled HS are the tactical decoys. 

A weapon . Is one that appears like a weapon, for exam, le, n tur|)edo 
or a weapon that appears to be a counlermeasure. Thus, a submarine could 
launch a torpedo and several inexpensive devices that appear to be torpedoes 
to the detection equipment. The enemy would be hard pressed to determine 
which (o avoid or counter. Similarly, an active torpedo could have a built- 
in Jammer with a slot cut out of its frequency spectrum to echo-range 
through, or a passive torpedo could have a slut cut out to listen through. 
When these torpedoes are echo-ranged on, they would jam the sonar, reducing 
its detection capability, Not only would this reduce countermeasures action 
against the torpedo, but it would also create a healthy respect for jammers 
since they would be known to "bite back" on occasion. Running down a 
Jamming spoke would then be u dangorouu practice, 

23.8 Vehicb» 
It is neccsxary to use towed or expendable type vehicles from submarines 

and surface ships. The requirements for such vehicles arc considerably dif- 
ferent for the two platforms. 

From surface ships, the vehicle is usually employed anainsl torpedoes and, 
as such, must be capable of Immediate and rapid launching to a range bey iiv 
the destructive radius of the wea|>on. Rocket launching provides ubom 'hi 
best mean« to effectively interpose a countermeasures device between in: 
weapon und target, The problem essentially resolves Into one of detection and 
evaluation of the threat, training the launcher, and firing. It can readily be 
seen that the countermeasures must be ready for firing at all times from a 
remote position. 

I'pon entering the water, the device must maintain 'tsclf in the same 
stratum us the oncoming weapon. In addition, the transducer must be at a 
reasonable depth for good sound transinissUin and reception. Usually the 
transducer depth is maintained ui about 40 or 50 feet beneath the surface. 
This is readily accomplished by a line between 'he traimducer and a surface 
lloai; by means of an impeller driven by a reversible motor whose direction 
of rotation is determined by a hydrostatic pressure switch; or by means of a 
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ga« bag arrangement whereby a chemical reaction produce» gnu to All a bag 
which maintaini the proper buoyancy tot the desired depth. 

Devices of the above types usual'v «m^cy electronic or mechanical sound 
sources. The electronic H*vir»s are of «he echo repeater variety from which a 
pinging torpedo receive» uii echo that Is stronger then that from the target, 
By filtering, the bandwidth of the echo-ranging sonar can be eliminated from 
the spectrum, thereby reducing interference with the sonar. Masking devices 
are generally mechanical and emit continuous brü«db»r'rf noise. These are 
most effective against a torpedo which homes or. target noise. The mechanical 
devices are quite rugged end consist of a motor driving hammers, bails, or 
rollers against the inside of a cylinder. The cylinder wall thickness, motor 
speed, and number of hammer are designed to produce the desired frequency 
spectrum. The electronic devices, on the other hand, are not so ruggrd and 
the water entry angle is more critical. The transducer U delicate and must 
be properly designed to withstand the shock of water entry. Since the foice 
on the vehicle at launching is opposite from the force at water entry, the 
electronic tubes and other plug-in components should be mounted so that 
they tend to seat or reseat themselves on the Impact of water entry. 

Submarine» employ vthicies of three basic configurations. Hovering ve- 
hicles are launched from the garbage ejeciton tube which is about ten inches 
in diameter, and the signal flare tube which .s three 'nches In diameter. The 
former is directed downward, either vertical or up to about 4S degree t from 
the vertical; the letter is directed upward. Thus, a vehicle launched from the 
garbage tube must be negatively buoyant long enough for the submarine to 
pass over it completely and then betome positively buoyant to rise to the 
preset hovering depth. This can be accomplished by dropping a weight or 
purging a flooded chamber at a prescribed time after launching. The vehicle 
launched from a Hare tube is positively bouynnt upon launching. Hovering is 
miiinuined at a flxed depth by mechanisms similar to those described for 
vehicles launched from surface ships. 

Self-propelled vehicles to simulate submarines are launched from the tor- 
jiedo tube by swimming out under their own power. These are usually more 
complex devices and can be progrnmrned to maneuver in azimuth, speed, and 
depth. In azimuth, a gyro control is used to program course chanw* through- 
out the fu'l 360 degrees referred to the course at launching. The depth pro- 
gram is generally confined to n selected striUum, the floor and idling of 
which arc controlled by hydrostatic limit switches. Speed changes are effected 
by a speed control on the propulsion motor, The above program chtnges must 
be coordinated in such a manner that they realistically simulate a submarine 
performing the same maneuver. For example, speed, depth, und course 
changes must  be at a rale rcusomiblc for a submarine.  Likewise, turns 
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must be ut a radiut commensurnti' with that of a full-scale submarine and 
the floor limit .should not exceed the diving depth nor should the ceilinK limit 
be such that a submarine would broach or show superstructure. 

The self-propelled vehicles are dcslKned to l)e re<ovcrcd after exercise use. 
This is accomplished by runnlnK them ut nexative or neutral buoyancy and 
droppinji a welKht at the end of the run, or by running them poallively 
buoyant. In either case, the vehicle rises to the surface when propuUiun 
power is removed. The hovering vehicles are either recoverable or ni>t, dc- 
iwnding on economic umsideiatlons. The more costly units are recoverable, 
whereas the less costly ones are designed to flood and sink after the exercise. 
In tue warshot condition, all vehicles are expendable and they are set to sink 
after a run. 

The primary power source in all types of vehicles b a battery. The self- 
proiHOIcfl units generally employ a secondary type battery for exercise shots; 
it is recharged after recovery. For warshots, primary type batteries are used 
with the electrolyte stored separolely; they have indeftnite shelf life, The 
hovering type units employ sea water activated Ivtteries which, If the unit 
is recovered, are replaced after each use. Since the lectrolyte is sea water, 
there is no problem of maintaining a charged condition and, if stored in a 
fairly dry atmosphere, thr shelf life is nearly indeflnite. 

Towed vehicles are used primarily fron- surface ships and can have cither 
electronic or mechanical sound sources. The mechanical sources are -if the 
vibrating bar or motor-driven lyprs. The acoustic output is broadband and 
provides a higher intensity target than the towing ship. Electronic sources 
are echo repeaters, broadband maskers, or discrete frequency Jammers. The 
vibrating bar ty|>e requires only a mechanical towline. The electronic and 
motor driven source vehicles require an electrical cable as well and are con- 
trolled from the ship. Usually, the latter types are cycled to permit use of 
the ship sonar without interference from the countermeasure. The vehicles 
are designed to low ut the proper depth throughout the towing speed range 
of the ship. Towing from a submarine has been done but is not looked upon 
favorably. The towing problem 1» more complex for the submarine since It 
operates in a volume rather than on a surface. Thus, depth maneuvering, M 
well as turning, is restricted due to the possibility of the towline becoming 
fouled with the propellers and the su|»erstructure. However, the newer sub- 
marines being more nearly true submersibles, lowing from submarines will 
probably become more common. 

23.9 ilotu-luslun 
It must be remembered that the useful life of a countermeasure, once put 

into operation In a war situation, is short ut best. Great effort is expended to 
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overcome any advantaRe an enemy derive» from his countermeasure». Simi- 
larly, the advantage of a new measur« I» limited to the time required to 
effectively counter it, New measures breed new countermeanure» and vice 
versa. To be sure, both measures and countermeasures may have some 
residual value in certain circumstances after they have been effectively by- 
passed by newer techniques. However, space limitations usually legislate 
against carrying both the old and the new; the old is shunted aside. 

Since the measure-countermeasure game Is very dynamic and the enemy 
controls the cuunti-rmeasure to a large degree by the type of measure he 
employs, it is generally desirable to design countermeasures to operate 
against equipment types rather than specifk equipments, Kven If one could 
assume detailed knowledge of the susceptibility of an enemy measure (one 
usually cannot), this would still be true. If countermeasures are designed 
only against speciflc equipments, a slight change In the measure could render 
a cuuntermeasure totally useless. For example, a Jammer designed to take 
full advantage of a given echo-ranging sonar by 'ransmitting the exact fre- 
quency and bandwidth accepted by the sonar would be ineffective should the 
sonar frequency be changed. By the time the Jammer could be modified and 
readied for fleet usage, many ships and lives might be lost, Had the Jammer 
been designed for use against sonars echo ranging within a broad band of 
frequencies, its utility would not have been lost complete!;/, if at all, Cover- 
ing a broad frequency band creates problem* a» far as sensitivity and output 
|>ower arc concerned, but these are compenaatwt for, to a decree, hy the one- 
way path loss as against the two-way loss of the sonar. 

Economic considerations generally preclude large reserve stocks of counter- 
measures, Some are required to meet the Immediate needs when a war com- 
mences and others lor routine training requirements. With limited financial 
and manpower resources, a balance must be struck between research and 
development effort, fleet training exercises, and a reserve stockpile. This can 
be done by maintaining a continuing research and development effort to keep 
abreast of the latest trend» in measures and tactics as they affect future 
countermeasures development. Simultaneously, the latest countermeasures 
proven effective in licet evaluation can Iw procured for reserve and the latest 
developments procured for fleet evaluation. When evaluated equipments are 
plnced in productinn, the reserve stock would be issued for fleet training 
exercises. Thus, u three phase cycle would be in operation allowing produc- 
tion, evaluation, and development to proceed slde-by-side, Fleet usage would 
provide feedback data upon which improvements could lie bused. At the 
same lime, the sonar and weapons designers would be better able to come up 
with equipments less susceptible to countermeasures. Sonar operators would 
benefit in like manner. 
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When war starts, or becomes imminent, we would be endowed with a 
atiH-kpilc of ideas and techniques, manpower and physical plant capabilities, 
a trained fleet, and a limited stockpile of countenneuures. 
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Section It   Fundamental» 

24.1 Linear Vlcioo Amplifiersi Fundamental» 
The first portion of this chapter is concerned with linear amplilkation 

of amall-iignal voltages. An ideal ampliAer, when supplied with an input 
signal !•{!), will deliver an output voltage Ae(t). The factor A is a constant, 
and represents the 'gain". The waveform of the output voltage is ideally 
identical in shape to, but larger In amplitude than the input waveform, 

The Aeld of application is widespread, including amplifiers for cathode-ray 
oscilloscopes, television and radar systems, etc. Such ampliAers are com- 
monly called video or wideband amplifiers, and are discussed in most of the 
standard textbooks (for example, Reference I), although from the steady- 
stato, sine-wave point of view, In contrast, we shall be concerned with the 
time response, or transient response, i.e., we apply a tquare wave to the 
input of the amplißer and examine the waveform that results at the output. 
For a supplementary reference that is written from this point of view, and 
from which many of the examples In the following pages have been taken, 
see Reference 2. It is, of course, true that the transient and steady-stage 
responses tire interrelated, but the rel«tionship is Indirect. 

We shall use pentodes,* and in the 'incur condition. That is to say, we 
shitll have to restrict the tube currents and voltages to a small region of the 
tube characteristics such that the f» vs. rh curves can be assumed parallel 

•TramUtor» «re «lno uwtl In linw MmiilliU'r», of courM, Th« mnersl philowphy ol 
drcull (bilgn I* »inilUr, ulihiumh the diliilU sra dKfm'nl In vurlnu» rfniKti», Vm u miirt' 
complete Ircstmrnt of both tube mil triin»l»lor etrrultt, »IT lUtennc« 2s. 
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straight lines, and equally spaced with respect to increments of grid voltage 
•(. Then the tube can be replaced by the equivalent circuit shown in Figure 
24-1. 

FlUURK   24-1 PlOURE    M-2 

Of course, to connect one stage to the next, there will be required some 
extra elements as In Figure 24-2, nuUbly a coupling cupacitoi C, to isolate 
the il-r plate voltage of the Arst stage fror-, the d-c grid voltage of the nt\i 
stage, a grid resistor /?„ for providi)^ d-c blu connection, a cathode bias 
combination of Kk and Cr, and finally the stray capacitance of the tube and 
wiring, d and Cg. This entire circuit is a bit formidable to analyze in formal 
detail, so we shall take steps to simplify It, much as one does with audio 
«mpllfters derlvlr.K 'high-frequency" and "low.frequency" equivalent circuit«. 
We shall do the same things on a transient basis. 

In passing, take note that all the elements In Figure 24-2 with the excep- 
tion of Ri, are parasitic, i.e., they impair rather than aid in the production of 
constant gain or voltage amplifkation. The basic gain. If the effects of the 
parasitic elements were negligible, can be seen from Figure 24-1 to be: 

Gain 

e, -<?««, 
r,Ki. 

r, + Rt. 
-  tmRl 

A 
If r, > > /Jfc, where wt m'ans 'is defined as." 

To keep thing» a bit iimptor ni the outset, let us omit the C4thode bias 
circuit us a eoiialdtration (we shall deal with It later). When the tulw is 
replaced by its equivalent circuit us In Figur« 24-1, the network becomes that 
of Figure 24-3. 
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We are guinK tu test thi« network with a step (unction of VOUHRC an the 
signal at the grid of ft (Figure 24-2), We shall find that the circuit of 
Figure 74-3 can be resolved into two separate circuits, one that completely 
describes the behavior of the output voltage fur «nail vJues of time, i.e., 
«luring the abrupt rise of the step voltage, and a second one that is suffkifr.t 
fur larger values of time, i.e., during the long interval when the input step 
voltage is constant at its maximum value. The adequacy of the two circuits 
is better for "good" amplifiers, i.e., amplifiers that come as close as possible 
to reproducing the input step at the output terminals. It will turn out that a 
good amplifier has ft* and r, much larger then Ri., and C, much larger than 
C'I and ('a 

First consider the abrupt rise of the input step of voltage eti.U Cj and C| 
were absent, there would be nothing to Impair the instantaneous rise in the 
output voltage «,.,. The capacitor C, cannot change its voltage Instantan- 
eously, but it need not do so; if its Initial voltage Is zero then it acts like a 
short circuit fur instantaneous circuit changes, in fart, (",. Ii usually so large 
that thtre is virtually no change In its voltage during the small but finite 
time tequlrcd for the output voltage to rise. The reason that a finite rise 
uinc is actually requirrd is that C\ ami C» must be charged from mo to the 
peak value of the step. They are small compared to C, so we can draw an 
equivalent circuit showing them but omitting (',., or rather, replacing C, by a 
short circuit as in Figure 24-4. 

KKUHK   J4-4 

When the input vultapc f.t is a step function, the output vultilge will 
"rise" exponentially with a time constant RC, as depicted in Figure 24-S. 

Now we take the next step. After the output voltage has risen in the com- 
paratively short time required for it to reach it» final value ImRiftu the 
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voltage on capacitor C„ will begin slowly to change, 
We can tee from Figure 24-3 that the output volt- 
age will ultimately decay toward aero. Capacitor 
(',, will then be charged to the full voltage gmRiß», 
and capacitor Cu will be diichurged to sero, We 
uy this: Because capacitor (', is so much larger 
than Cu (and d as well), the current required to 
discharge C'y is negiigiblr compered to that re- 
quired to charge C,., and we «hall not bother to 

show C\ or Cj in the equivalent circuit governing the charging of C«. See 
Eigure 24-6, and th« resulting waveforms in Figure 24-7. 

Piouai J4-6 

T 

- H.lKt.   ■   •*. 

PKIUM  J4-7 

The best response to the step is provided by the »muüesl poüMbie TI -SS KC 
und the largest possible TJ ~ R,C,.. Sinre the total tube capacitance C i* 
usually predetermined, one can only decrease K in order to nmkc n smaller; 
this means decrcasiii« Ri,. since R,, niusl be kept large to preserve a hlnh 
value of rg. But decreasinK Ri, costs in gain, since the gain at the maximum 
of tlu output waveform is #,„#/,. 

In a similar manner there is a limit to the amount of Improvement ef the 
long-time behavior that can be achieved by increasing TJ. The grid resistor 
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cannot be made tcreater than about a meitohm, from consideration« of «rid 
current, the capacitor C cannot be made arbitrarily large, becuune it« physi- 
cal she will add to the shunting capacitance C, and thus impair the short- 
time response. 

The two circuits of Figures 24-4 and 24-6 correspond to the high-frequency 
and low-frequency equivalent circuits, respectively, that one derives from 
steady-state analysis of the ekmentary resistance coupled amplifWr. There is 
a simple Interrelationship for this circuit between the lime constant r, that 
determines the short-time behavior and the frequency ji at which the steady- 
state response has fallen to 70.7 percent of Its mldband value; this frequency 
Is that for which 

X. R 
1 

2whC 

L .    L - 
2w         RC ' 

—       ■    ■«.„um          • 

'   2» 
i            l 
 at -r— /.= 

As an example. If TI !S one microsecond; I.e., the step response would rise 
to 63.2 |iercent of Its finul value in one microsecond, the corresponding high- 
frequency 70.7 pen fill frequency /i would be Vti of une megacycle, or 160 kc. 

Similarly, the low-frequency 70.7 percent frequency fj is related to llie 
lime constant ra that determines the long-time behavior In the transient 
response as follows: 

 I 
2 »//.'„ 

/. -        ' -       '       w     ' 
2»rR„(V 2irrj 61» 

As u numerical example involving rj und /j, tuppoM that the step-respiins|t 
requirement is that the top of the step "sag" by only one percent in 100 
mkrosfioiids, Then considering the Iniliul portion of the exponential curve 
of Figure 24-7 to be a straight line, 

-ir 

1'^   _ 
lot)'; 

100 («sec 
Tu 

tu = 10* pace 10 " sec 

h 1 
2ir Ti 

100 
2w 

16 cps 
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In the general case uf ampllAer networks that lire more cumplicntvd than 
the simple rcsislancr-coupled case, and indeed In the case of a cascade of 
several rcni tancc-coupled siages, there U not such a simple rrlationship be- 
tween the nsient ind steady-state responses of an amplirier, Nonetheless, 
it is true in a rough way that a fast rise in the transient response culls for n 
high-frequency limit in the steady-state characteristic, and that small sag 
implies a rather low 70.7 percent cutoff frequency. More specific comments 
will be made later. 

In general the response of an amplifier to a 
step of voltage at the Input is not the simple 
combination of the two exponentials in Mg- 
ure 24-S and 24-7, but may be more like that 
in Figure 24-8, 

The distortion  introduced  by the  nrnpH- 
fter;  i.e., its failure to reproduce the input 
waveform is seen to comprise several aapMti. 

**""** 24"9 First, of course, the rise of voltage ut t - 0 
is not instantaneous, but rather there is a finite rise time; more will be said 
about this below. Secondly, the output waveform does not rise uniformly 
(monotonlcally) to Its 100 percent level, but instead there is an oscillation 
superliniiosed which produces an ovrnHoot, expressible in jwrcent. Finally, 
the output waveform fails to maintain the 100 percent level, there is a sag, 
which can be expressed as a slope; I.e., percent per second, volts per micro- 
second, etc., or as the percent sag in a given time Interval of particular 
interest. 

The rise time tan be deftneii in sevrrul ways, all of them giving about th«1 

same numerical results but each being more convenient than the others for 
some purpose. It is necessary first to distinguish a delay time, which can be 
regarded separately from rise time, In general, di'luy time Is not considered 
a distortion since, if all waveforms are preserved but deliiyen by an absolute 
time interval, most electronic systems will function properly, The output 
waveform of Figure 24-8 is reproduced in Figure 24-9, and for comparlsim 
there is shown a delayed step with which the actual output can be compared, 
The delay time is «rbllntrily defined us the time for the actual output to 
reach SO percent of Itc basic level. 

21.2 Uimir Videu AinptlfierMi  tipwHl of Step ReapoiiM (HIM   liiii.) 
Cumlng now to the detailed analysis of that portion of the amplifier cir- 

cuit which determines the short-time response to a step of voltage at  the 
input, we shall be roncerwd with several aspects; 
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1) The choice of tube 
2) The choice "( circuit 
3) The behavior of u cuncade of «taxe? 
4) Relation» betwMn step «nd »teatiy-ntate response 
5) Additive ampliflen 

a) Distributed ampliHcr 
b) Hand splUtin« itinpliner 

Notice uKuin that the equivalent circuit which Koverns the simplest pos- 
sible amplifier SUR») the resl.'tance-coupled network o' Figure 24-2, Is 
merely that of Plgur« 24-4, 

If eV| is a step of voltage, applied at < r-: 0 and with amplitude equal to 
Ji0, the output voltaxe «,._, is; 

i; K,Ji.,K M       .       j where T, a RC 1^4-1) 

The magnitude .1 o« the amplification or »ain is deAned for the maximitm 
(Anal) value of the output voltege: 

K..,K (24-2) 

'-* oc 

The rise time for the circuit according to the 10 to 00 percent deflnltlon for 
the expoiu-ntial function ol Kq (24-1) Is: 

TH - 2.27, = 2.2 RC (24-3) 

24.2.1  Choice of Tube 
!( one sets out to design the resistance-coupled ampiifier stage to give both 
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liinii giiin and a short rise time he is confronted with a contradiction, From 
Eq (24-2) and (24-J) it Is seen that (or a gwen tube, i.e., n given tf,,, und C, 
one can increase R to raise the gain but in doing so one lengthens the rise 
time. This proportionality of gain and rise lime can be expressed as a quo- 
tient, whose magnitude is constant and depends primarily upon the tube: 

The capacitance C (= Ci + Cu In Figure 24-2) includes both input 
capacitance Ct rind output capacitance C'„ of the tube (assuming both tubei 
associate! with the Interstage network «re of the same type), together with 
the stray wiring capacitance. The latter can usually be made small compared 
to the tube capacitance, and in any case It Is apparent that, if two tubes 
have equal gm but different C, the unc with the smaller C will be better. 
Table 24-1 shows listings of the transconductanres (gm). the input cnpncl- 

TABLE 24-1 
Gain/Rist- 

Tube C, C C tm Time 

(w*f) (W»') (w*f) /imho (lie«' psec) 

6AKS 4.0 2.8 10,8 5000 210 
6AG5 6.S IJ 12.3 5000 185 
6AH6 10.0 2,0 16.0 «000 256 
6AU6 5.5 5.0 14.5 5200 163 

.iimc C (which Includes 4 ^f for stray wiring capacitance), tncl the A/TH 

quotient, which becomes a sort of figure-of-merit for Ihr tube in a resistance- 
coupled amplifier circuit. A graphical tubulatiun oi many tubes Is shown In 
Figure 24-10, 

Although Eq (24-4) and Table 241 are derived from the properties of the 
elementary resistance-coupled amplifter stage, It will turn out thai with more 
complicated networks the same Agure of merit will apply. Heiter circuits wilt 
give more gain (or the same rtse time, but K,„ 2.21' is still i> tommon multi- 
plier for all. 

21.2.2 Cholre of Cireuit 
It might well be expected thut by going to a more auphistlcated circuit 

than the elementary reaiitance-coupled Interstage network one cuuld achieve 
!)rllrr pt'rf'irmuiue in terms of more gain for a given rise lime, I.e., a higher 
gain rise-time quotient. The gm/C ratio of the tube is u unlverul factor thai 
appean in the galn/rlae-time quotient for all the circulu, so we should 
eliminate this as u factor in comparing alternative circuits to be used with 
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the mime tube. Since the renliittince-coupl^d circuit is the simplest, we can 
u»e it »H a reference und divide the g iln/rise-time quotient for any other 
circuit by Km/2.2C. Thi» will «Ivc then a relative tpced or figure of merit jut 
the circuit. A more complicated figure of merit which puts In a factor for the 
overshoot introduced by many circuits is given by Palmer and Mautner. To 
use this figure it is necessary to know the acceptable limit of overshoot for 
the service intended, e.g. iwrhaps 2'/i for television, ns suggested by the 
authors (Reference .»), There are several basic network structure» that can 
be used; the more complicated ones give greater speed, but the designer must 
decide where to draw the line; for beyond some point the addtd complexity 
does not give enough improvement to justify the added difficulty of design 
and odjustmeni (particularly in a manufacturing oi field servicing situation 
where unskilled workers are involved.) 

Skunl-1'iakrd Circuit 
The first step in circuit  refinement  beyond the elementary  resistance 

coupled circuit leads one to the so-called shunt-peaked circuit*, shown in 

•The niimi' 1» derived (nun iteady-Mtto conrtdcrationt. wh»r» th« paralht remnanc« 
dt /. «ml (' lend« In produci « pt-ak in tht- curv« n! impllftcation v.-rsus traqurncy. By 
wsy ot conirnsi, the icrirj-prski'd tlrculi, whlih enjoyed poputartty lor « tlmi1, «inployn 
.ai Induiluncc In Mrtas with llio coupling i.ipnilliir t',.. 
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i 
]* Figure 24-11. This circuit provide* « lubstantlal increase 

In «peed relative to the resistance-coupled circuit, and 
with little increase in complexity.  It  U probably  the 

j- most widely used of the circuits discussed here. 
It is necessary to specify a parameter that defines the 

value of /. relative to Ri, and C. Noti. e that £, is a vari- 
able to be adjusted after Ri, has been chosen to provide the desired gain, 
since the final value of gain for the circuit Is gmRi, as before, and C is Axed 
by the tube. Let this factor be called m, after Valley and Wallman (Refer- 
ence 2, page 73),* deflned by the relationship: 

FiaiiftK  24-U 

M = L/R,* C (24-5) 

As the factor m is Increased from zero (corresponding U> the simple resis- 
tance-coupled case) to a value of 0.6 by increasing /. for a given combination 
of Hi and C, the step response curves that result are as shown in Figure 

nouai J4-I1 

24-12 It can be seen that us m !s increased the ris« time decreases, with 
overshoot ttp|H*uring for values of m greater than 0,25. A physical interpreta- 
tion of the effect of mldiim the inductance is that in order to charge the 
capacitor C as rapidly us possible, the maximum current should flow from 
the generator into C. Without /., the initial current does flow entirely In (', 
but us the voltage buii'ls up, more of the generator current Is by-pussed into 
the resistor Hi,. Adding /. slows up the increasing current In the Ri. branch. 
Kvetitually the current buildup in A', is itlowed so much that the cupadior 
voltage overahooti Its Anal value (note thut if /. were infinite the Ri. branch 
would be an open circuit, and the capacitor voltage could Increase indeftnitely 
at a rute //C SB gm&o/C). 

The figure of merit of the shutil-peukcd circuit, i.e. its speed (10 to 00 
percent rise) relative to the resistance-coupled circuit increases with m as 

♦Ollirr wrliiT« UKO Ihi' wimi' «r .imiiiu (litlort Tsrinaii tRcfersnc« 1) tall» li y.j, MRC« 

it it ilit y ol iht' circuit »I « fnquency ol /a whm A',, = Ä/, (wc htv« islli'd till» /,; 
«■e Sdtlim 24-1), AI».o m        (y..)'J, wlnri' Q, l> Ihc circuit y »1 lliv rnomnl frptiuciujf 
/.      l/(J1.\/.,l'l 
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Illustrated In Figure 24-13. Also shown Is Uie 
curve of overshoot, which Is zero up to m = 0.2S 
and then Increases with m. 

From the ßgure It can be seen that the most 
benefkla' range of m Is from 0 to 0.2S, where the 
relative speed Increases from 1.0 to 1.4 without 
any overshoot appearing. Beyond an m of 0,25 
the overshoot commences, with both t; and the 

overshoot Increasing but the latter more rapidly. 
Discussions based upon steady-state analysis sometimes mention a value of 

m = 0.414 as critical peaking, or critical compensation. It turns out tbat this 
value of m Is the crossover point between a frequency response curve that 
falls off uniformly at the high-frequency end—as does the resistance- 
coupled case—and one that has peak or hump. But from the •tlamipolnt of 
the transient response to a step, this value uf m has no significance. (Figure 
24-12). Similarly, m =z Ö.U2 can be shown to give—In the steady-state 
response—an optimum linearity of phase shift versus frequency, but again not 
unique In the transient response. 

It Is of Interest to point out at this juncture that certain proposals have 
appeared In the literature for two- and three-stage amplifiers based on stag- 
gered (nonldentlcal) values of Q for the stages (Reference 4), or on feedback 
for two stages vReference S). These arrangements will in general introduce 
substantial overshoot. 

Two-Terminal Littar-Phaie Nttwork 
A network credited to S. Doba et the Bell Telephone Laboratories Is the 

two-terminal linear-phase network of Figure 24-14, so called because of Its 
linear relationship between steady-state phase shift and frequency. With the 
element values us given, the network has a step rM[M)nsc that is 1.77 times 
faster than tht resistance-coupled counterpart, I.e., the rise time \* 
2.2/i/,('/1.77. There is a small overshoot of approximately I percent. Notice 
•hat there may be coil capacitance in the shunt-peaked circuit, giving 
the equivnlcnt of Figure 24-14. Adjusting C„ = 0.22C gives an optimum 
performance. 

1 
i x       «i 

Fmri.r.   .M-14 Vu-.vuv.  24-15 Fim'ur.   .M-16 
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Olker Two-Terminal Networks 
Further complexity of structure can be added to the two-terminal form of 

network by considering the reactance X in Figure 24-15 to be an ai-bltrarily 
exiensive arrangement of /. and C as hi Figure 2416, This situation has been 
explored by Klmore (Reference 6), with results as follows: (a) the improve- 
ment in «peed of rise as each new element (/. or C) is added diminishes 
rapidly after the first one or two; (b) an ultimate Improvement factor of 
2.12 fur an infinite number of elements is suggested by the analysis, though 
not proved conclusively. 

Four-Terminal Networks 
A whole family of four-terminal networks can be devised which give sub- 

stantial improvement over the two-terminal variety. Added complexity re- 
sults, however, and the response of the networks to a step is sensitive to the 
ratio of Ci/Ca. 

The typical examples are illuhtrated in Figures 24-17 and 24-18. The 
former Is called the "four-terminal linear-phase network", and provides a 
relative speed of 2.4K over the resistance-coupled counterpart. A '/* ratio of 
Ci/C« is assumed in the design. 

6 =■' 
rJWh 

SE 
HI« 

I.      ',   Hi I       « ■ I.     ('■)»■ I        I ll«( , 

Kiousr.  24.17 Fiousr.  24-18 Kii.tKi   24 !9 

The circuit of Figure 24-18 is commonly called the "serles-shunt-pcaked 
network". It assumes a 1:1 capacitance ratio, but Is less sensitive to devia- 
tion from this value. 
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In Figure 24-19 it a third circuit, this one a 1/t ratio of capacitance 
Failure to reulite this ratio results in response waveforms as shown in Figure 
24-20. 

The relative speed of the four-terminal networks is substantially greater 
than that o' the two-terminal forms. The circuit of Figure 24-17 provides a 
speed of increase of i? = 2.48, while those of Figures 24-!« and 24-i9 give 
values of 2.C6 and 2.10, respectively. The maximum speed of n four-terminal 
network has not been conclusively established, (Reference 2, pp. 81, 82, and 
Reference 7) but is probably in the neighborhood of four. As in the case of 
two-termlna! circuits, the actual networks in practical use fall short of the 
maximum, but provide much improvement over the resistance-coupled form. 
More complicated structures than those shown here can be devised, but the 
added speed comes slowly with the extra elements required, A class of intcr- 
sl „s networks based upon filter theory was presented In a classic paper by 

■ \ .iceier, in Reference 8. 

,1 mplifirr Sttgct in Cascade 
In general, a single stage of «mplifkution is not adequate to meet the 

gain requirements of a system, and hence several stages will be connected in 
cascade The question arises as to the over-all response of the system when 
the responses of the individual stages are known. Of course, the entire system 
could be analyzed as a formal circuit problem, but there are some general 
rules of great value. 

The nature of the transient response of several stages (identical) in cas- 
cade is illustrated in Figures 24-21 and 24-22. The first is from Valley and 
Waliman, and the other from Bedford and Fredendull (Reference 9). 

ClOURK   MM Firnis»   24-;i 

The two figures show the nrnenil properties of Increasing delay time and 
rise time as the number of stages is increased, Moreover, if (here is over- 
shoot In it single stage, the anmiinl of (his increases as ttagei lire added, On 
the other hand, If there is no overshoot in a single stage, the adding of stages 
will noi introduce overshoot (Figure 24-21). 

The quantitative details are of interest. Various attempts have been 
made ti> analyze the problem, some based upon an empirical study of cas- 
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cades of particulnr circuits.* The analysis is quite laborious, even if the 
network functions am) their inverse transforms are simple; this is because of 
the arbitrary definition of the rise time in terms of the 10 and 90 percent 
levels. Fur instance, the time function for a cascade of resistance-coupled 
stages, who:* response in time is «ivt-n in Figure 24-21, is simply; 

MO = 1 2/   ri (24-6) 

(Note: 01 = i) 

Equation (24-6) describes the family of curves in Figure 24-21, where ( in 
the equation is the normalized variable t/RC in the figure, Unfortunately 
there is no correspondingly simple expression to describe the rise time T« 
us a function of the number of stages; one must compute the function ?,(<) 
for each value of «, determining the time between the 10 and 00 percent 
levels. Valley and Wullman give the results for values of n up to 10. These 
are given here in Table 24-11. 

Number ul Stages, n 

Rise Time T,, divided 
 by 2,2 RC 

TAllLlv i 1 11 
1 2 S 4 

2.2 
5 (> 

2,8 
7 

2.9 

H 
3,1 

9  1   10 
s t    3.5 1.0 1.« 1,9 

The results uf empirical studies such as these can be summarlied into 
several working rules, as formulated by Valley and Wallman; 

1. In circuits having little or no overshoot, the over-all rise time r«, is 
given by (Reference 6); 

'/'«„  --=- «/TV  *    7V/ I  TH, T,,., (24.■') 

I«. When the stages »re identical, each having a rise time 7'),,, the over- 
all rise lime is; 

T», V« '/„, (24-7a) 

2. in ilnuits having little or no overshoot, the total overshoot  (or n 
stages is essentially that of a single stiiu«'. 

•Rchrcncv .'. pp. 6S.66, 77-7S timl RHervnws '), U), and II 
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3. If the overshoot of n glntfle stage Is In the order of S or !0 percent, 
then the total overshoot goes as the square rout of the number of stages. 

3a. When the stage overshoot la S or SO percent, the total rise time Is 
somewhat less than that given by Rule 1. 

4. An interesting result (References 6, 12, and 13) can be obtained by 
combining rule la with the following expression fur the over-all gain A, In 
terms of the stage gain /li, 

A* « H.)" (24-8) 

For a speciAed value of gain A» there is a minimum value of rise time r», 
which obtains, regardless of tub« type, when; 

H = 21nÄ„ (24-9) 

A, - vT= v/n* = LÖS (24-10) 

For a particular tube, the value of this minimum Tnn I*: 

mlnf*, =   V2.I".»: (24-11) 

The relationships given «hove have some practice' limitations, and require 
some Judicious interprctHtion and application. First note that n has the same 
value, regardless of tub« type ii circuit ty|ie; for instance, if AH i« 10'' 
(lOOdb), Kq (24-Q) sa; li.ii 23 stages are called for, whether one uses 
(i.M'd or 6AHA tubes, Hut it does not say that the same minimum rise time 
results in either case; from Table I and Kq (24-11) it will be found that the 
fiAU6 would give 256/163 or 1.57 times as great a rise lime as the 6AH6. 

Also, the minimum of the rise-time function is a broad one, and one can 
violate the minimum condition by quite a luurgln without serious detriment 
to the over-all rise lime. P.lmore provides an example of a 6A('? ainplil'ier 
(*„, = O.OOy, (' = 22 ^il, v sr 1.5), in which the 23 stages required for the 
IUU dls gain give a rise lime of 0.032 /isec; yet with only nine stages to give 
the same gain the HM' time is only 0.044 /isec. Thus, the rise lime is Impaired 
only 37.5 percent for a 4H percent reduction in the number of stages. More- 
over, the larger load reilstor In the latter case (400 ohms instead of 1H0 
ohms) permits a larger output voliage to he reali/.ed from the amplifier (222 
percent greater), This brings us to a new topic, 

('illput StiiHfs 
Most ampllfteri have, in addition to the requirement for a certain amount 
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of gain between input and output terminals, a requirement on the amount 
of voltiiKc (ur power) that may be needed at the output. The maximum 
output voltage lit limited by the amount of plate current that can flow 
through the load resistor of the lest «tage. The highest value that can be 
achieved without regard to the requirement« of linearity—I« that of a »tep 
function that currie« the plate current from zero to the maximum rated 
valur for the tube. This rated value differ« from tube to tube, and one would 
tend to choose a tube with a high current rating. Hut, «ince the ri«e time of 
the output «tage enter« into the total rl«e time of the amplifler, one must 
consider thl« factor a« well. Several tubes can therefore be compared on the 
ba«i« of a new flgure of merit suitable for output stages as proposed by 
Valley and Wallman (Reference 2, pages 103, 104), this is the ratio of 
maximum voltage output to rise time, and depends upon the output capaci- 
tance C'„ of the tube and the capacitance of the load C'/,. As an example, 
several tubes are compared in Table 24-1II for a 20 ^f load, such as might 
be encountered with the deflection plates of a cathode-ray tube. 

fiiii«» — ''mil«"'' 

TH = 2.2 R,. (C, -f C) 

AWr«.-/ ./2.2(r,. I CV) 

(24-12) 

(24-13) 

(24-14) 

While the data of Table 24-111 give a relative rating to the tubes listed, the 
actual number of volts ut r microsecond that is obtainable may vary with the 
practical circumstances. The values listed assume either that the tube carries 
rated current with no signal, and that a negative-going step cuts off the 
current entirely, or the opposite of this. I.e., the current is cut off in the 
quiescent state but turned full-on by a positive-goint; step at the grid. If the 
ampliflrr must accomodate steps of either polarity, the quiescent operating 

vould hav e to b e chosen as appro 

TABLE 

«imately/„,„„,/2. 

24-111 

Tube ■'* init* Co Kma,/TK 
(ma) O'/'O v/zisec 

6AU6 10 5 182 
6AKS 10 3 200 
6C'L6 30 S.S 24h 
(.Ags 45 8.2 725 
6V6OT 4S 7.S 7 SO 
fil.hCi 7S it) 1130 
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A «pedal case exists in which the signals are known to be always pulses of 
a duration that is short compared to the interval between pulses, i.e, pulses 
of low "duty cycle". In such a case it may be possible to exceed l»mit on the 
positive peaks if the tube latin« is based upon hciting, i.e. plate dissipation. 
Sometimes the rating is based on emission limitations or grid current. Each 
tube needs to be treated as a separate problem. 

Occasionally an output stage must operate into a low-resistance load, such 
as a coaxial cable used to transmit the signal to a distant location. Such a 
cable is usually terminated in its characteristic resistance R,„ and so the 
impedance seen from the ampiiAer is simply a resistance of this vnlue. From 
consideration of the long-time (or low-frequency) ntponse—to be taken up 
in Section 24.3—an unreasonably large couplin; capacitor would be required 
with a low value of ti„ (notice that Ku corresponds to R, in the analysis as- 
sociated with Figure 24-2. Hence, the output stage is usually operated either 

T^p=^ 
Fitiust  H-2i Kioumc  .M .M 

rn 
Ku.lKt     .•■!   .'> 

as in Figure 24-23 or 24-24. The cathode-follower 
arrangement of Figure 24-23 has the advantage 
that the coaxial line is at a low d-c potential. 

1" Otherwise the two circuits are comparable so far 
as transient response is concerned. The equivalent 
circuit of the cathode follower is shown In Figure 

24-2.V For sn Interesting commentary, see Reference 14. 
If the output !«tage must drive a capacitive load, such as an oscilloscoiw, 

for instance, the cathode follower will provide a smaller rise time (nt the 
t'xprnse of smul' gain, however, but we are not considering gain (or the 
output stage. Wt uuld if we have aitrrnative ways of providing the nmM 
output vollugr.) In contra.it with Kq (24-13), the rise time for the cathode 
fiillowvr is: 

rM = 2.2*,,(•,,   (I   I   H.r.R,.) 
= 2.2 r,,/(6',.  I   (I   I  M)r,) (24-15) 

It should be pointed out thai with ;i large capacitive load, it is sometimes 
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feuÄlble to use several output tubes In parallel with Improved performance, 
The current is doubled by adding the second tube, but the total capacitance 
incrensed by a smaller percentage. 

Also It may be that for given specifictu. .1 of output voltnge and rise time 
there will be several tube possibilities that would be satisfactory, In such a 
case it would I» reasonable to introduce other factors Into the comparison 
auch as gain and input capacitance, the latter InfluencinK the rise time and 
Koin of the preceedln« stage' 

Transient versui Steady-State Response 
Here we have a topic of long standing theoretical Interest, and one of con- 

siderable practical importance. The state of cur knowledge Is substantial, but 
unfortunately not reducible to a few simple axioms. Although a full-scale 
recounting of the published papers is not practicable here, the results can be 
summarized and a few common misconceptions pointed out, 

a. Rise Time versus Bandwidth. For many years the term wideband has 
been used to describe the type of ampliHer one builds In order to obtain a 
fast response to a step transient, especially in the television art. A» was 
pointed out (Section 24.1) (or the simple resistance-coupled circuit there is 
a correspondence between the rise time and the high-frrquency limit of the 
amplifier at which (he steady-state amplitude response Is down to 70,7 
percent of the "midband" response. The various empirical studies have 
shown u general relationship to exist as follows: 

TltH     -. 0,33 to 0,45 (24-10) 

where   7"H  -- rbe time, 10 90 percent 
/' bandwidth, from Ü to upper S db frequency 

In K,q (24-1(1) the value of 0.55 matches best those circuits wbee the 
overshooi is small or wro, while 0,45 correspunds to overshoots of, say, 5 
percent or greater. 

Theoretical analysis of two idealized situations yields values of '/'/,/< that 
compare favorably wi(h Kq (24-10), The Tirsl of these Is the so-called ideal 
liber, having a charm (eristic as shown in Figure 24-26. Associated with the 
amplitude characteristic as shown is si linear phase; i,e,, constant time delay 
(or «1! frequencies transmitted. Such a response is not physically realizable; 
this is proved by Valley and Wallman (Reference 2, pp. 721-723), but Is 
also apparent from the (act that when a step (million is applied at 1 - 0 
the computed response shows ftnite output prior to this time. The nature of 
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r-iC 
FlUUKK    M   ^f) KKIUXK 24-21 

the itep response is a sine-lnteRral function, yielding always 9 percent over- 
shoot and 

TV» = 0,51 (24 17) 

Another amplitude response of theoretical interest is the so-called guussiun 
function shown in Kiicure 24-27, Once aftain wi tssiKiate a linear phase 
characteristic with this amplitude response, and once attain the combimition 
Is not physically rralixable (aithouKh the nmplitude characteristic is achieved 
in the limit by an infinite number of resistance-coupled Staues), The response 
of a system of this kind to a step function Is also a Kaussian function, pos- 
sessing zero overshoot, and: 

THH S= 0.41 (24-1H) 

The conclusions to be drawn from these results are that for a given kind 
of circuit, and for the same amount of overshoot, a (aster rise is obtained 
with a greater bandwidth. However, merely increasing the bandwidth with- 
out regard to overshoot does not necessarily lead to "better" response. Thus, 
taking a given amplifier, whose amplitude response may be a gradually de- 
creasing function of frequency and attempting to speed It up by adding 
compensating elements in order to make its response approach that of Figure 
24-26 will indeed speed up the ampliSef because of the higher value of the 
TUH product, but the resulting overshoot may render the amplifier worthless 
for the intended application, 

b, Transknt DlslorlioH wrsus Sliady-stulc Distorlhn. An ideal amplifier 
from the transient view would have zero ri-.c time and no overshoot. An ideal 
amplifier from the steady-stale view would have an amplitude response that 
would be constant to infinite frequency and phase shifi proportional to 
frequency. Failure to achieve these ideals is termed distortion. The transient 
distortion i> deacribed in term» such as rise time and overshoot, wlu-rras the 
steady-stage distortion can be deicribed as amplitude distortion* und phase 

*8oiR*tlmM util-'l Imiurmy dlslartion by umlmr» whu UM uinpliluili.' dklarllim (or 
nnnliiii'ur rftiiu 
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dttiortion. A distortion in either the amplitude or phase characteristics will 
lead to transient distortion. This fact is not obvious a id several analyses 
will be found in the literature that examiite the relative importance of the 
types of distortion; we «hull shortly consider two of these analyses. 

Actually, of course, in most simple amplifier interstage networks of the 
type already presented in this section the amplitude and phase responses are 
interrelated in a manner characteristic of the broad class of networks identi- 
fied by the term minimum pkasr; it will not be possible hrre to RO Into the 
details of the definition of this terminology, nor Into the 'letails of the ampli- 
tude-phase relationship, but suffice it to say that fetdback circuits, lattice 
and bridged-T structures, and distributed-parameter systenu are the ones 
usually falling outside the minimum-phase class. A basic reference on the 
subject is Bode; see Reference 15, The relationship between amplitude and 
phase stems from a basic property involving the real and imaginary parts of 
a class of complex variables: see Reference 16. A brief discussion is also to 
be found in Terman; see Reference 17. Thus, It is somewhat futile to attempt 
to place the blame for transient distortion upon either the amplitude or phase 
distortion alone. Nonetheless, it is instructive at least tu assess that distor- 
lion due to amplitude response, for it Is possible- and indeed common prac- 
tice Ob complicated transmission systems—to exploit a device known as a 
phase equulizer. Hy use of this device, which is an nil-pass network of the 
nonminimum phase class, it Is fer.slble to make the phase resixmse more 
nearly linear, without influencing the amplitude response, The use of such 
equalizers is far beyond the scope of this treatment, although they are of 
great importance in loitR-dliUnc« televioion transmission systems. In fact, it 
might be said that their utility lies in systems that are limited to narrow 
fre<|uency Channels rather than in wideband systems where the gain-rise-time 
quotient of the amplifier tubes is the limiting factor. For references of In- 
terest on phase equalUers, sec IH, 19, and 20. .See also Bell System publica- 
tions. 

Spnkl A mplijiirs jor High Sptrd 
Although the detail» will be reserved for Section 24.4, it is appropriate to 

mention here that when fast amplifiers arc required (amplifiers with small 
rise time Tu), faster than can be provided hy the networks ot Figure» 24-4 
through 24-19, there is the possibility of an altogether different kind of 
ampUAer uml'igunition. The circuits in the section above have been of the 
prmluit variety, m niuadi', the former term describing the fact that the over- 
all gain function (of frequency) is the product of the individual stage gain 
functions, while cascade implies thai one stage is connected after another. 
There is another class of amplifiers, which can be called additive, because of 
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the additive nature of their gain function«, and which permit cf far greater 
ipeeds with conventional tubei than the cascade amplifier provide*, Thin 
clai» includes the distributed amplifier and the split-band amplifkr, Research 
is still being conducted in both these categories, but the present-day status 
will be discussed in Section 24-4. 

24.3 Linear Video AmpllAerat Step Function ReiponM (Sag, etc.) 
for Larfe Values of Time 

The failure of practical amplifier circuits to transmit a step function 
perfectly for large values of time is in on« sense a failure of the circuits to 
transmit direct current, or what is almost the same thing, very low frequen- 
cies. The long-time response to a step is generally better if the so-called low- 
frequency response of the amplifier is good, and indeed, most discussions of 
the subject in textbooks are phrased in terms of the low-frequency, steady- 
state behavior. The step response is often the desired criterion, however, and 
can be dealt with directly, For an example, in a television system, a picture 
in which there is a background (such as sky) with uniform intensity 
across the scene would require that the video amplifiers maintain constant 
(or almost) voltage for the duration of each horisontal scan |>eriod; thus, 
for an interval of about 60 /xsec the step response must be constant to within 
some specified sag. The corresponding low-frequency be'mvior is purely in- 
cidental, and specification of the amplitude and phase response at low 
frequencies is at best indirect and not necessarlly unique for a given sag. 

It was shown in Section 24.1 (hat there are only certain iwrtions of the 
complete circuit m Figure 24-2 that influence the long-time behavior; thus«, 
the simplified circuit of Figure 24-6 adequately describes the response shown 
in Figure 24-7. This circuit contained only the coupling elements C, and Ä„, 
whereas in u practical pentode amplifier circuit it is necessary to consider also 
the cathode bias circuit {Hk and C» in Figure 24-2) and the imperfectly 
bypassed screen-grid voltage supply. These will be taken up individuully; 
the analysis follows closely that of VVallman (Reference 2, pages 84-92). 

24.3.1 CoupliBR Ctrenll 
This circuit has already been analysed for a single amplifier stage in Sec- 

tion 24.1, with reaulti us shown in Figure 24-7. When a step function voltage 
is applied to the grid of one stage, the wuvi'forir. delivered to the , "Id of the 
stage following is an exponential which decays to zero with lime conitant TJ 
equal to /?„€',,* This time constant Is usually mado very large compared !<> 

•Muri' ossctly, 'a r"  '       I   H, 
\  r,  \   K, 
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the time tntervtl within which the circuit must maintain a conatant output 
vultafte with a itpeciAed maximum sag. Thus, the circuit operation is con- 
flned In time to the Initial portion of the exponential curve, which is closely 
a straight line having a slope, In percentage of the initial value, of 100/ru. 

When several stages are connected in cascade, the time response is not a 
simple expunentiil, but will contain terms in ta, <*, etc.. If the stages are Iden- 
tical ur will iw sums of exponentials If the stages are all different. 

When the input signal is a one-volt step function, then in terms of a 
normalixed time variable t as (actual tlme)/Ä„r,, the results of Table 24-IV 
are ubtelned. 

Initial »lope, / = 0 
—I 
—2 

TABLE 24-IV 

- fm(t) Output Voltage 
1 «• 
2 r'(l-0 

3 « ' ( I - 2J + ™^ —3 

4    ,.(1-1, + J(!-£) 
Hie situation regardinü Initial slope is of particular interest since this 

determines the sag. It can be seen from Table 24-IV that the slope 
(ur sag») are additive. That Is, the sag will increase directly with the num- 
ber of stages. This is also true for the caie of nonidentical stages. 

24.3.2 Hrreen-Grltt Circuit 
The voltage supply fur the screen grid in the usual pentode amplifier is 

obtained via a series resistur from the main plate-voltage supply, ur occasion- 
ally (ram u voltuge divider, in either case, the screen source has an internal 
resistance, and in order to limit the vultage variation at the screen there Is 
customarily Included a bypass cap&cttor from screen to cathode. Since the 
capacitor tannut be Inftnitely large, there Is a voltage variation at the screen. 
This uffectx the space current In the tube, and hence the plate vultage Is also 
affected. 

_X 
IMMKI      M   .'H KiiiiKi.   24-29 
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'ihr lirnt step in the analysis of this situation is computation of th« screen 
current i,v (actually the Incremental change In screen current, neglecting the 
steady d-c component). The equivalent circuit Is as In Figure 24-28 and the 
waveform uf <,,, in Figure 24*29. Because of the proportlonality between plate 
and screen current Figure 24-20 also depicts the waveform of plate current 
and load voltage. At the initial instant (* «B 0) all the generator current 
!„ j (0) hows Into the capacitor; hence: 

'»a(0) =««„ «, (24-19) 

Finally, ae <-»««, the generator current will divide between rf| and K„ 
such that: 

'».(••)* ««,« 
'«a 

'limeconstant r for the exponentiul charging of C,: 

Then the current slot» at the Initial instant Is: 

It r  C~ 

(24-20) 

(24-21) 

(24-22) 

The real interest is in current und voltage in the plate circuit, where the 
output of (he amplifier stage is obtained. The following relationship can be 
employed; 

'. "   im. 

Then the plate current slope becomes; 

*i I 
dt    ,   „• ~ '„ c, 

(24-2.?) 

(24-24) 

8lBff th" output viiltage in the plate circuit is ipRi., 
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Output voltage slope m (-^—^Ri. (24-25) 
(^)R" 

Letdf«!?,,) («,) = 100%, Then, 

Percent ilope aa - 100/f,,, C. ^4-26) 

Cathode Bias Circuit 
The third and lut contributing cause of sag, or distortion In the long-time 

transient response, Is the cathode bins circuit so frequently used in practical 
amplifters to blau the grid sufficiently negative to prohibit the flow of grid 
current (Figure 24-2). 

Qualitatively, what happens when a step function is applied to the grid is 
that the cathode bypass capacitor acts as a perfect short circuit at first, and 
kthe tube amplifles with full gain. The capacitor slowly 

_.   charges, however, and Anally In the steady-state the 
bias resistor Is essentially unbypasied. The effect of the 

'  *   cathode  resistor  Is  then  degenerative,  and   the gain 
Fwus« 24"'50       is reduced. The waveform is as In Figure 24-30, 
At the initial instant the bypass capacitor Is completely effective, and 

e..(0) = (-«„A,,)«, (24-27) 

The Anal value is: 

Moo) = -<M/?,,c,/(l +«MÄ*) (24-28) 

The time constant for the exponential decay is: 

From this the initial slope can be determined as: 

Slope       « * > - e<0> ^{-gm *,,,,)( -?.^ (24-30) 

Letting -«««,,«,= I00'/o, 

'/„ Slope = -I00tm/Cu (24-31) 

Notice that the slope does m« -lepend upon the slie of the bias resistor An; 
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this Is similar to the screen circuit, where the «>ope was independent o( the 
dropping resistor R,. 

24.S.4 Summary 
The three sources of sag; i.e., deficiency in the long-time trariilent response, 

give initial slopes us follows (for a single stage): 

f%/iec) 
1, Coupling Circuit -100/Ä,C, 

(coupling capacitor C, 
< * grid resistor R,) 

2. Scree   Qrid Circuit -I00/cf C, 
(dynan.      icen resistance r, 

ond bypa.   -'«♦" I'V C.) 
i.  Cathode Bias Ciuult -l00gmCk 

(grid-plate trarisconductance Km 

and bypass caoacltor i«) 

These relationships are valid only (or small values of l/r; i.e., (or small 
enough time that the exponential response can be represented by a straight 
line. 

The relationships were derived singly in order to ascertain which circuit 
elements governed the slope, and to obtain a quantitative measure of their 
contribution, In a practical amplifier the three effects wilt occur In combina- 
tion in each stage, and in a cascade of stages the total effect will increase 
with the number of stages, In principle, to find the manner in which these 
effects should be combined one should examine a large number of caser or 
else provide some Keneral formulation as Elmore has done for rise time in 
the short-time response. Lacking this, however, one can extrapolate (rum the 
results (shown In Table 24-IV) for a cascade of stages having only coupling- 
circuit deficiency. Here it was found that the initial slopes of r{l) are di- 
rectly additive as the number of stages is Increased. Thus it seems not 
unreasonabie to add directly the initial »lopes of the time response. 

Total Slope (or ( - V   In("vid,wl ^'l»8 (24-.12) 
sag) (       £ (or sags) 

From the evaluation of the sppuriile causes of slope In the long-time 
reiponse, it becomes «vldent which of them is the most severe. In particular 
it becumca apparent thut tht- cathode-bias circuit is it worse offender than i: 
the screen circuit; both depend only upon the tube characteristics and the 
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size of bypass capacitor, so a direct comparison can be made. As an example 
consider a 6AU6 tube, where typical values of KK «nd r, u are 500 micromhos 
and 2i K respectively: 

Screen »lope 

Cathode slope 

too 
= - 0,0047r/M»ec rf 

-lOOif., lOOXjXlO" 
O.Sr/r,'H»K ni 

Thus, for the same slope in either case It would require a cathode bypass 
capacitor 100 times as large as the screen bypass capacitor. If the slope re- 
quirements are particularly stringent, it is sometimes expeditious to leave 
the cathode resistor unbypassed altogether, This reduces the gain, but re- 
moves the cathode slope entirely. 

24.S.S Cathode Peaking 
In the special case where strict requirements on slope make It desirable to 

leave the cathode bias resistor unbypassed. It becomes necessnry to re-evalu- 
ale the short-time transient response. In so doing it ha» been found beneficial 
to add a »mall capacitor across the bias resistor, instead of having none at 
all. This CHpudtance is so small, however, that Its effect Is negligible on the 
long-time response. In the short-time response, though, the rise time can be 
improved, with beneficial effects similar to those of »hunt peaking, and hence 
the name culhode prakhg Is usually ascribed to this technique. The analyMr 
proceed» from the circuit of Figure 24-31. The equivalent circuit Is shown 
in Figure 24-32. 
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It will be convenient to define p = tf,(\/Ä,.C' and K =s I + |MUt. We 
are interested in trying different values of (\ for the circuit; the other ele- 
ment» are already determined, Thu», we con let ft take value» ranging from 
jtcro (cathode rc.Histor unbypassed) to infinity (resistor perfectly bypaued). 
Three special value» of p »re of Interest: 
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p = 0 (C» = 0) 

e„(t) 1   / -«'iifp\ ■^txr -irv-'   '■ ) 
(» = ao   (C* = oo) 
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The time responw for various values of p, and for a particular* value of K 
(approximately 2), is shown in Figure 24-33. Notice that p ss 1 gives a fastei 
rise than does « ~ 0, and is the largest value of p that gives a monotonic 
rise (no overshoot); hence, this is the value usually chosen in tho cathode- 
peaking technique. Notice also that p ~ 100 is a value in thr usual range of 
cathode bypassing; then1 is a fast rise—esstntiaiiy th.«1 ui the Ideal case 
i ss ac )—followed by a long-time sag as previously analyzed for the cat ti- 

bia» circuit. 
It would appear from n comparison of Kq (24-34) and (24-35) that 

cathode peaking with p ss I gives a faster amplifier than does the perfectly 
bypassed case. Both responses art- simple exponentials with a 10 to 90 per- 
cent rise timt Already given in £q (24-3): 

For p — « 
r« = 2,2R/,C 

For (< 
I.ZRLC/K 

Thus, so long us K is greater than one, the rise time is indeed reduced by the 
factor K. Unfortunately, it Is not usually sufficient to consider rise time 
alone, The pmking circuits in Section 24.2,2 were compared on their ability 
to improve the gain/rise-time ratio. On this basil the cathode-peaking cir- 
cuit offers nothing, because the gain Is redui »'(I by the same factor that the 
rise lime is reduced, namely K; hence, the ratio is the same as without peaking. 
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This pcrhups conveys a needlessly unfavorable impression about cathode 
peaking. The reduction in Ruin can be restored by IncreasinR Ri, by a (actor 
K. Then the gain is the same, the rise time is the same, but a much smaller 
bypass capacitor can be used, and there is no tag. 

24.3.6 Slope Compenaatlcn 
This is sometimes celled low-frequency compensation, and rightly so, 

inasmuch as the slope or sag in the long-time response to a step is governed 
by those circuit elements which govern the low-frequoncy steady-stnte 
response. However, a steady-state analysis it perhaps at its worst when it 
comes to the queitlun of how much compensation should be used (or a good 
step response. 

In transient terms we have already evaluated the long-time step response 
of the conventional circuit, and have found that sag results from several 
causes; coupling circuit, screen circuit, and cathode-bias circuit. Each of 
these is the source of a negative initial slope, and their «•ffects tend to add 
directly. What we need is a circuit that will provide a positive initial slope, 
and one which will add to the negative slopes in the right amount to make 
the sum equal to aero. 

It turns out that the so-called decoupling 
circuit which is » normal part of a multfctage 
amplifler—introduced to diminish coupling 
from one stage to the others via the common 
IZU supply—is a suitable compensating circuit 
if proportioned properly It is a long-tlme- 
consiam circuit, the element values can be 
varied considerably without hampering its de- 
coupling effectiveness, and it does provide a 
positive  initial  slope.  The actual  circuit  is 
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shown in Figure 24-34, and ttt equivalent for analyeii purposes in Figure 
24-3 S&, with the corresponding waveform of e, for a step Input et shown in 
Figure 24-350. 

In Figure 24-35 Initial current gm«, flows only through (",/ (not K,,). 
Voltage rise across C« is gmtt/Cu and adds directly to ^„A",, which is inltlnl 
value of «p. Thus, 

«,  « gm'^L + gmeJ/Ct (24-36) 

Slope  = +gmt,/C( (24-37) 

heigme,R,,   = 1007«. Then (24-38) 

Slope= l00%/R,:Ct 

The slope is evidently positive, and hence, by selecting a suitable value of 
C« for the particular Ri, being used it is possible to provide cancellation of 
the negative slope due to one or more of the reuses discussed above. For 
instance, to cancel the slope due to the coupling circuit, choose C'.< so that: 

ÄtC« = Ä,C, (24-39) 

By way of caution It ihould be pointed out that although K., docs not 
appear in the Initial slope it is necessary that && be large compared to the 
period of the step, both in order that the decoupling function !»• supplied and 
that the exponential function of Figure 24-3Sb be adequately approximated 
by the initial straight-line tangent. 

24.4 Additive Ampllflralion 
Convenllonal umnllfter systems, as discussed In the three sections preced 

in« this one, could be called product amplification. This is to say, when 
several stages are connected in cascade, the over-all steudy-siate gain func- 
tion (of frequency) is the cortlnued product of the Individual stage gain 
functions. In contrast, the amplifter structures to be described In this section 
have a gain function thai is the sum of the "galm" provided by the separate 
elements. 

Product, or cascade, ampliAcation Is older and more widely used. If the 
requirements on rise time (or bandwidth, In the steady-state) are not 
■levere, « given amount of gain can be provided with fewer tubes in the cas- 
cade connection, Hut when the requirements are severe, It may be Impossible 
to meet them with the product system, and yet the same tubes may be used 
in un additive structure to meet Ihe requirements. The criterion that deter- 
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mines whether the rascade structure will work h the famiilar quotient u( 
gain over rise time, a hctor that depends primarily un the tube (Table 1), 
but which may be improved by more complicated circuits (e.g., Figure '4- 
21). 

The diffkulty becomt apparent when one is faced with providing a cettam 
over-all gain (or m stages (m unknown) and a certain over-all rise time Tnm . 
There are various tube types available, each with a particular gm/C, and one 
has at his disposal certain networks, each having an efficiency (actor ,, ex- 
pressing the relative «peed with respect to the elementary reiisUnce-coupIfd 
circuit. These are the building blocks Unfortunately, there is a limit to what 
can be done. As given In Eq (24-11), the analysis by Elmore has shown that 
there Is a minimum rise time that can be achieved with a given over-all Rain. 
If the requirements i-all for a smaller rise time than Eq (24-11) permits, the 
job cannot be done with cascade amplification, except for the advent of 
better tubes or networks (the latter cannot be expected to provide an 
efficiency much better than (our, and become Inconveniently complicated at 
values o( two). 

Qualitatively, what happens Is this, Suppose that a given rise time Is 
stipulated, together with an over-all gain. One stage can be designed lo 
provide this rise time, but it is (ound that the gain is Insufficient. So. one 
goes to two stages, but In order to keep the over-all rise time the same. It is 
necessary to rrducr the rise time of each stage. This Is done by reducing the 
size o( the loud resistor, and hence reduces also the stage gain. If the over-all 
gain is tali! Insufficient, the process is repeated. As the process Is repealed, 
the stage gain becomes less and less, and would ultimately become less than 
unity, This would be an absurd state of affairs, [«cause the over-all gain 
would then lie less than the gain of one stage. The practical limit is actually 
reached when the stage gain has shrunk to 1.65, in accordance with Blmore'i 
analysis. 

Additive am|)liliculion is the way out. In fact, it even works when each 
tube contributes a gain of Ics« than unity I 

There are two principal types of additive structures. One of these Is called 
the distributed amplifier; It was first einployed In a British television in- 
stallation in 1W7, and has been in extensive commercial use in the U.S. 
since 1948. The other Is the spill-band amplifier, and is still under develop- 
ment . 

Distributed A mplifiialion 
This form of amplifier structure was first proposed by l'erclval in WS in 

a British patent (Reference 2!), «llhough the system did not go into active 
Ute until after the first published analysis (Reference 22) in 1948. 
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The basic idea of the distributed amplifier is surprisingly simple, althouRh 
there are, of course, many oractical matters that contribute to the difference 
between actual performance and the first-order theory. The elementary form 
of the structure is given in Figure 24-36. The network« Lid comprise the 
so-called grid line, a cascade of Alter sections in which the capacitors d are 
the Input capacitance of the tubes. Similarly, the networks L£i are tht plate 
line,* CII being the output capacitance of the tubes. The two lines are designed 
to have the »eme phase velocity, and ere terminated In their characteristic 
resistances Ru\ and R^, respectively, so that no reflections take place. The 
hnes are further assumed to be dissipationless, so that n wave can travel 
along either of them without attenuation, 

Within the limits of these idealized conditions, the following relationships 
hold: 

Characteristic Impedance    { J01 " ^£Sg.'- (24.40) 
\ Rot — vLaA-ii 

Phase velocity (sections/sec)     v, =s l/v^Ci -- l/V^i    (24-41) 

Plate current of each tube as fM|£|| (24-42) 

Because of the equal wlocitiea in grid and plate lines the plate current con- 
tributions of successive tubes will itdd directly, i.e., they are all In phuse nt 
the load, 

Load Current s n imR\/l (24-4,1) 

The (actor 2 in Kq (24-43) comes in because half the current contributed by 
each tube flows to the left In the plate line, and is lost In the terminating 
resistor R»i. In spite of the current thus lost, th* renirtor Ruj U usually neces- 
sary to prevent reflections due to the wave travelling to the left, which at 
certa'n frequencies could cancel the wave travelling the right at the load. 

Output voltage,  /i,,      ««„/!,«„./2 (24-44) 

AmpHikalion, A =  «„/Ki = #»«l„K,)J/2 (24-4S) 

Equation (24-45) dlaplaya the baitc property of thf distributed amplifier, 

♦The ciinvonllonsl filler (nrmuUi« «re op'-n to question wht'ii- llir pt«U lliio i» con- 
(vrni'd, sine« tlu' itructun I« driven by u number "I current MMrtton SIIHIK the >iruiiuri' 
tnttMd »I by H klnulc aetwrttor HI OM rml. This »lluullun I« anuly<cil In KcfiTcnii'» i\ 
und 24. 
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ntimely that the ampllfkution increaseB linearly with the number of stARer., 
i.e. each tube contributes n gain of K„Rm/2, and the total gain li the sum of 
the individual contributionti. Indeed, each tube may contribute a gain of leg« 
than unity, and yet the total gain can be made as large at desired by adding 
a sufficient number of tube». This gltu^tiun is not puuible with cascade 
umplifkatiun. 

It is feasible—and frequently advantageous—to cascade itagei of the type 
of Figure 24-36. This is done by connecting the grid line of the second stage 

m       rtrs 
f=ja  pas^_ r^^i. 

FlutiSK   24-36 

as the load on the first stage (with a blocking capacitor for d-c Isolation, of 
count*). Should R„\ and Jtos not be the same, a uaniformer is In principle 
required to join the two stages In order to prevent leflectlon. A transformer 
with suffkient bandwidth (up to 200 mc In typical distributed amplifters) Is 
not available, and so It Is more usual to make Hm and R», the same by add- 
ing to the smaller of Ci or C« in order to equalize them. The effect Is th'.' 
iMtmc, though; the gain Is reduced. With the transforrrn, (24-45) become»; 

A=ntm\/RoiRm/2 (24-46) 

!(, Instead of a transformer, capacitance is added to the smaller C; 

A~ngm(Rol/2)    If   Rol<Rat (24-46a) 

The question to Ite asked about cascading Is, when does one stop adding 
tubes along the line in one Mage, and add further tubes in a second stagei1 

This readily is answered (or the idealized conditions we have thus far con- 
sidered. I.e., that the gritl and plate networks behave perfectly as lines. Sup- 
pose that a total gain Ai is required, how few tubei- A', are necessary in m 
stages, with n tubes per stage!' The contribution of each tube to the stage 
gain A in Eq (24-46) is A,, where 

A,   = (fM/2)v/ /?oj*oi 

therefore, 

A ~ nAi 



CIRCUITS 24-3.1 

and 

/!,=  («.1,)" (24-47) 

also 

N = nm (24-48) 

From the equation« (24-47) and (24-48) tt Is possible by differentlatiun of 
■V with respect to m to And a minimum value of .V (or a given A,, This 
minimum occurs when 

A B HAI  = < 
= 2.72-8.7 db <24-49) 

This relaiionship is Riven by üinzton, et al., and by Cnpson in Reference 
25, The relation ussumes that there is no bandwidth shrinkage as stages are 
cuscaded, which is correct for narrow, low pass cascades, In very wide-band 
ampliflers the frequency response diminishes with attenuation due to loading 
of the grid line by the input conductance of the tubes. Allowing for bandwidth 
shrlnkitgr ai't.ordlng to an arbitrary function 

Bm/Bl = \/\fm 

gives nil optimum stage gt'in of a1"" instead of < as in Kq (24-49). 
Thus, the most efflcicnt use of tubes results from cuscading stages of no 

more nor less than H.7 db per stage. Of course, we have learned that cas- 
cading stages impairs rise time and reduces bandwidth, and this consideration 
has been neglected here. 

The analysis can proceed no farther without a study of the grid and plate 
networks. The basic premise in the elementary theory of the distributed 
amplifier is that these networks simulate smooth lines, terminated in the 
uppropriatc H„ so that no rellections occur. Apart from the termination prob- 
lem, the important requirement is that the velocity be constant with fre- 
quency. This is the same as saying that the phase shift must be proportioml 
to frequency. Failure to reuÜM this result.« in phase dhtorthn, which, as was 
cuntidered In Section 24.2, shows up also in distortion of transient signals. 
Naturally, it is Hue that the amplitude distorlittn (as a function of frequency) 
also enters into the transient dittortion. It appears, however, that the elemen- 
tary ladder networks such as In Figure 24-36 have a disproportionate 
amount of phase distortion, and hence an all-out effort to improve this re- 
sults In a better balance between amplitude and phase dlstortio:), and a 
better transient response. 
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The problem of designing the best possible network (or use in the dis- 
tributed amplifier has its counterpart in the design of the best possible delay 
line from lumped, diuipationless elements. These delay lines are used In 
oscilloscopes, radar, etc., and provide small time delays with as little distor- 
tion as possible, i.e., distortion of rectangular pulses or other transient wave- 
forms. Interestingly enough, the network most widely used in delay lines Is 
the same as that in the typical distributed amplifier. References on the delay 
line include 26, 27, 28 and 29. Actually, the distributed amplifter presents a 
sonuwha* more difficult network problem, because the input conductance of 
the tubes connected to the grid line introduces dHlpatlve elements In shunt 
with the cepacliuiices; this will be discussed later. 

Consider now the basic circuit of Figure 24-36. The grid and plate net- 
works have the appearance of transmission lines in which the Inftnitesimal 
elements of «eries inductance and shunt capacitance in the continuous line 
have become Anite. It is, indeed, an artificial line, and the properties of such 
lines (in the steady-state) have been known since the early days of the 
telephone. Moreover, the whole art of the wavs-filter waü first devised by 
0. A. Campbell from the concept of the artlAcial line, and we can profitably 
use the results of much wave-filter analysis in the problem here. 

The artificial line falls us because it has one characteristic not possessed 
by the smooth line, namely a cutcg jrcquency J„, where 

/„ m l/^/LÜ (24-SO) 

The slgnllkance of the cutoff frequency for the network structure In Figure 
24-36 (which is shown again in both Its 7' nnd pi equivalent», in Figure 24-37 

Fimmr.  2*-i7 PKIUSK   24.it 

tnd 24-38, respectively) is thut n chain or ladder of sections of this type will 
transmit frequencies below, but not above, this frequency. Moreover, there 
is an abrupt distonlinuivy in the phase velocity i«mi the characteristic im- 
pedance* at the cutoff frequency, and Indeed these parameters begin to vary 
significantly with frequency long before the cutoff is approached. Equations 

♦hi ftlttr uiiitly»!» thin it mliiil the itnutr impnlancf, which In (he (am' ol the inpul 
Impedanc« to nn InlUillc \mUiet ol iectlani l> HIDU the chsritctrrUlic Imprdiincr. The 
latter U deftiwd I» term« ol reflecllim». wherrn« the former i* deftneil at the Input Im- 
ptdanct tu -i MCtlon when terminnled ul the uulluy liv an impedunce rqmU to the im- 
psdsnce luokinti buck Into the output termlnsln, I.e. the "imsne", utin» the mirror tnatotiy. 
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(24-40) and (24-4i) (or the characterlttlc impedance and velocity, are those 
that would be appropriate (or a smooth line, if /. and C reprssented the 
values per unit lenRth; they also hold for the lumped network at very low 
f.eq-iendei (far from cutoff), The general exprewlons for the impedance and 
vel city at any frequency in the region below cutoff are; 

Characteriitic (image) impedance R» — ^wm i—MH      (25-51) 

Ans pe^second) "' = "^ ^ l ~ ^^        ^^ 

The delay r per section is defined a* 1/v,, A plot of r and Ro Is given in 
Figure 24-39. 

T = VIS/ VT- (//7.)5 (24-53) 

It can be seen from the figure that there are two problems which were not 
considered In the ideal line case. One is the termination problem, and the 
other the time delay, or velocity problem. It is Important that the grid end 
plate networks be terminated so that there are no reflections; otherwise, us 
the frequency Is varied, the reflected wave could alternately add to and sub- 
tract from the forward wave, thus producing ynrlatiomt In the amplifier nuln 
M a function of frequency. From Figure 24-39 it is apparent that the ter- 
minating Impedence must vary with frequency in the manner Indicated there, 
instead of being t      -tple resistor us depicted In Figure 24-36. 

The other problem, time delay, is serious from the standpoint of the trun- 
»lent rrsponse. The curve of Figure 24-39 displays phase distortion, I.e. the 
time delay Is not constant us would be the rase with phase proportional to 
frequency. The discussion in Section 24.2 brought out the undesirable tran- 
sient performance resulting from phase distortion. 

il '>'.       i/, 

T1—^ -rOr-' 

PIOUS»   lA-SQ FlbUM   24-40 PKIUSS   24-41 FldllSK   24-42 

Both of these problems can be solved sufficiently well (or practical pur- 
poses, although the solutions arc by no means the ultimate. Consider first 
the termination problem. The proper terminuting impedance, with charucter- 
istics as in Figure 24-39, can be provided by what the filter people call an 

, 
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m-derived half-section. A f-w words might be In order concerning the back- 
ground of terminology, as well as the device itself. 

The network sections of Figures 24-37 ard 24-38 are low-ptss forms of 
general Alter sections shown in Figures 24-40 and 24-41, Proper choice of 
the elements making up Z\ and £» permits not only low-pass structures, but 
also high-pass, bandpass and band-elimination Alters. One basic type of all 
these Is the so-called constant-* structure, in which, independent of frequency, 
the following relationship holds: 

A« = Z,*, 

The m-derlved section evolves from the constent-A one In the following 
manner, If a network section is assembled as In Figure 24-42, In which /i 
and /a are the same as In La constant-A (sometimes called "prototype") 
section of Figure 24-40, such a section Is said to be m-derlved. The coefflcient 
m can be any real constant, not necessarily an integer. The m-derlved coun- 
terpart of Figure 24-3? is shown in Figure 24-43. 

The m-derived section of Figure 24-43 has the same cutoff frequency and 
the wme variation of image impedance as does the prototype In Figure 24-37, 
Hence, such a section could be inserted In a ladder of prototype sections with- 
out producing reflections ul any frequency. There are positive advantages to 

PlOVai   24-43 KmiiRK   }4-44 

is tu n: Ik----- 
Kimmr.  i4-4S 

tUWM.    J4-1t FiOVRR   34-47 

the m-derived section, beyond this permiuiv* attribute «f being able to use 
the lection in combination with the terniinution problem, Suppo.t« that wc 
split the w derived section of Figure 24-43 Into two half sections as in Figure 
24-14, and then examine the image impedance looking into ittt terminals 
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a-a; this Is called the mid-shunt impedance. For various values of m it 
varies with frequency as indicated in Figure 24-45. This Is quite remarkable, 
because for all values of m the image impedance of the main section (ter- 
minals b-b) remains as In FiRure 24-39. The value m — 0.6 is particularly 

useful. Notice that R'u/y/L/Cli very close to 1,0 to a frequency nearly equal 
to /„. Our terminating technique Is now in hand. We connect a resistance 
y/L/C U) the terminals a-a; this matches the image impedance K'„ (within 
the limits of the approximation of the m ss 0.6 curve), and hence looking to 
the left at bb the impedance R„ is ih< same as though there were an I nil nit c 
niüTili^r '.if rltlsi' •derived or tor.jtunt-A s^':'.iDns extendin" to the left of 
a-a. Then we connect the terminal» b-b to the Mdct extending to the right, 
which ladder is then terminated. In Figure 24-4 ■Hf« is dene fur the plate 
network of the distributed amplißer. 

Our first problem is thus solved, with the aid of the Ui. miatlng half-sec- 
tion. Four of these terminations are usually required, one at each end of 
both grid ond plate networks. 

The next problem, that of the frequency-variable time delay, Is also solved 
with the employment of an m-derived structure. If one explores the time delay 
per section for various values of m, curves such as those of Figure 24-47 are 
obtained. Notice that m — 1.27 has a particularly favorable characteristic, 
in that the delay time remains approximately constant to • high frequency; 
this is the value usually chosen for delay lines and distributed amplifiers. 
Remember that choosing any particular value of m, ^uch as 1.27, has no 
effect on the image (characteristic) impedance, so all that has been said 
about terminations, etc., is unaffected by whether we use constant-^ or m 
derived sections associated with each tube in our ttinislifter. 

There is one slightly embarrassing feature in ch >sing u value of m greater 
than unity; a negative Inductance is required in the shunt branch (m 
Figure 24-43). Sucli a requirement tan be met, however, by providing mutual 
Inductance of the proper amount between the two series elements. Thus in 
Figure ^4-4,1 we interpret the three inductances to represent the T equivalent 
of a transformer, and then replace the equivalent by an actual transformer. 
It is ponlble for the actual transfornu'r to be physically reallxable, even 
though the T equivalent Is not. Thus, the circuit of Figure 24-4,1 becomes 
that of Figure 24-4S, In practice the transformer is conitructed by lapping 
onto a single layer coil of suitable proportions (see Kallman paper« and 
Reference 30), ai Indicated In Figure 24-49, 

Thus, each section of the diitributcd amplifler Is arranged as in Figure 
24-49, where the capacitance is either the input or output capacitance of the 
tube. The complete form of the plate network for instance, would then be as 
in Figure 24-.S0. 
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This, then is the basic design philosophy of the distributed amplifier, as 
currently being used. The steady-state response is quite acceptable to very 
high frequencies, In spite of the fact that the approximation Involved in the 
terminating half-sections gets worse as the cutoff frequency Is approached. 
From the standpoint of transient response, the approximation docs not seem 
to work out as well, and hi practice there is a certain amount of cut-and-try 
manipulation of the termination on an i-xperimciital basis, while the operator 
observes the shape of the transient response. 

Other forms of networks have been employed, such as the bridged T, but 
the a/rangernent of Figure 24-50 is the most widely used. It is possible, for 
instance, to use a continuous solenoid for the plate or grid line, with taps 
along its length for the tube connections (Reference 31). 

In a praciicai case, where the amplifier is to operate at frequencies of one 
or two hundred megacycles, the analysis should be extended to Include the 
effects of the Input admittance of the pentode tubes, This input admittance 
has both a capacliive and a conductive component, The latter is the more 
serious In the distributed amplifier, because It produces attenuation of the 
signal travelling down the grid network. The conductance of the tubes In- 
creases with the square of frequency, and so as the frequency Is Increased 
• he attenuation ultimately reaches a level such that the attenuation per sec- 
tion is greater than the gain provided by the tube; beyond this frequency 
the gain diminishes-   and adding more tubes only makes matters worse. 

The attenuation due to Input conductance has been anaiyml in the liter- 
ature (Reference 32). One Important conclusion is that, since the magnitude 
of the input conductance Is proportional to the cathode lead inductance and 
cilhode-grld transit time of the lube, the choice of tube must Involve these 
factors as well as the usual ratio of #,„ to capacitance. 

A question which might well be asked is, when does one change from 
using cascade umplification in favor of distributed BRipliflcaliun? A partial 
answer is given by Ihe graph of Figure 24-51, taken from the paper by (iinis- 
lon, if al. Mere is plotted Ihe number of tubes required to give a gain of 
i, which Is the optimum stage gain in the disttibutlon amplifier, i.e., if more 
gain is needed, stages should be cascaded, This value of gain, while low. is 
close tu the value v «■ which came from Kimore's analysis as the optimum 
stage gain for rise time. The independent variable in the graph is bandwidth 
ratio, or in other words a ratio of high-frequency cutoffs, It Is the ratio of the 
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deairpd high-frequency limit /„ of the utr.pllfler to the high*frequency limit 
of the f.ubc, /„. Two curve» arc »hown for the caMcadr ampllfler, With ideal 
filter «taitet it in asaumed that there is no narrowing of the bandwidth ax the 
ijumbif of ittdKett ii imreaxed, while with u gauftiiian-type response, the nar- 
rowing Is assumed to be like that of KV stages but with n gain-bamlwldth 
factor of 4. 

The conclusion from Figure 24-51 is that for small bandwidths, i.e., small 
/.1//0 (or what is equivalent, large rise time), the cascade ampllRer is better, 
whereas for very large bandwidths, the distributed amplifier is more efficient. 
Indeed, if the bandwidth requirement is greater than that corresponding I» 
an jj, greater than unity, unlv the distributed amplifier can do the job, 

Spin-Band Amplifirr 
The iplit-band amplifk     .imetimes called the parallel chain ampliner or 

divided-band amplifier, has been proposed at  various 
times, and is the subject of a limited amount of current 
research (References .1J and M). The ba»i<: structure 
consists of two (or more) ampliners In parallel, each 
providing gain over a portion of the entire passband 
needed, as depicted in Figures 24-52 and 24-5,1. The 
individual  amplifien  may  be either cascade  or dis- 
tributed. Although the ultimate ptrformance of  this 
xplit-band structure holds great promise, there is dif- 

""N /      \    flculty in designing the branching network.'. A', and A'a, 
'    /\   '    \   and the characteristics of each amplifier, so that the 

~~       entire  assembly  has  the  desired   frequency   response, 
KinrKt, 24-8.1 par'.lculiiiiy in the critical crossover region. 

Flinsr.   i4-52 

J 
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24.5 Introilui'ilun lu lh<> Kllli'r Ani|ilißi*ri I>F Am|>nfl«iMi 
The illscuft.Hlon of video nmpllfim centi-red nruund Ihe traiwlent response. 

The function of the video amplifier was to provide «ain wlih as little distor- 
tion of the waveform as possible, in many systems, however, siK'h as ECM 
receivers, there Is a different kind of requirement. Not only is an amplifying 
system expected to produce «Hin over a bandwidth sufficient for the informa- 
tion contained In the signal, but it must also rejrct slgnBls outside the ap- 
pointee! band. This is primarily a steady-state matter; we are talkin« in 
terms of the frequency response of the system. It may of course be true that 
the desired signal which Is to IK- amplified consists primarily of transient 
waveforms, and that the transient res|x)nse must therefore not be entirely 
ignored. Nonetheless, we shall seek to uliow for this through use of the inter- 
relationships described In the preceding sections, between steady-state and 
transient response. 

Our principal concern will be with Intermediate-frequency (l-f) bandpass 
amplifiers, rather than with lowpass or highpass. In one sense we considered 
the lowpass amplifier In the preceding sections, but there were no require- 
ments that the amplifier reject frequencies above any prescriljed frequency 
limit. Handpass amplifiers are fundamental to all types of systems using the 
radio-frequency spectrum on a frequency-separation basis (as opposed to 
time Mpantion, e.g. multichannel I'TM), including ECM, radio, radar, and 
carrier on wire lines. 

There are several aspects of the design requirements, and their relative 
importance will vary from one application iu another. These are the gain 
magnitud«' (band center), the Imndwldtli, and the center frequency, it shall 
be the objective here 10 present techniques which make |H)Sslbie the achieve- 
ment of really difficult combinations of requirements; viz, high-gain, large 
bandwidth, and high center frequency, uil in one amplifier, togethar with 
good rejection of signals outside the passband. 

High-gain, bandpass amplifiers are usually to lie found in the receiver 
portions of systems, where the signals are of small amplitude. Hence we can 
deal with the small-signal equivalent circuit of the tubes, which In most 
cases will be pentodes (Figure 24-54). 

1 TF 10 
FKUSK   .'•!•.'.■( 
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10 
1MM «i   24-55 

From the flfture it is perceived that the tube provide« a linear (coniitant 
#„,), unilHtrrnl network, UMcltUd with which will be a group of circuit ele- 
nwnti comprixinK un intrntaRr toupling network (referred to later simply us 
an inHTNtaRc). The two in combination compriu an amplifler slagr. An 
example ist .ihown In Figure 24-SS, in which the interRtage la simply a paralhl 
resonant circuit, 

It will turn out that in order to achieve large bandwidth* there will be 
added no additional shunt capacitance beyond that provided by the input and 
output capacitances of the tube, C, and ('„, respectively. Moreover, at high 
frequencies the effects of transit time and the inductance of the cathode lead 
In the tube contribute to an appreciable Input conductancv gu In these cir- 
cumstances the equivalent circuit of the tube appears u In Figure 24-56, It 
should be pointed out, however, that the input conductance really varle« 
with frequency (Increasing as l'J), but Is usually consldeied constant over the 
pass band of the amplifier in practical cases. 

*} T 
Klitt'HK   .'4-56 

Kven the circuit of Figure 24-56 is sllll a linear, unilateral network. The 
unilateral property would be destroyed if the grid-plate capacitance ul the 
tube were nlgnlAcant, but in most modern, high-gain pentodes this capacitance 
can be ignored. 

Our boiiic prolilem consists in assembling useful combinations of iubes anil 
li'lerstagcs, usually in the cascade (or "tandem," or "chain") arrangement, 
in such a way and with such components as to provide a desired gain and 
amplitude respinse. (Sole; nmplilutir rrsponse will be the abbreviated way 
of saying "amplitude renponae versus frequency," or "gain magnitude versus 
frequency.") 

The prolilem is similar to that of dcsiKning a filter consisting of passive 
network element» only. Indeed the properties of the over-all transfer turn- 



24-42 ELECTRONIC COUKTERMEASURES 

Hon of an nmplifler have many points in common with that of the paulve 
filter. !t miKht be said In thi» wnatd that we are dealinK with applied network 
theory. Our task is more difficult In two respects; (I) the amplifier must pro- 
vide ij.iin, and (2) we are constrained to interstage networks that will func- 
tion properly in combination with the Irreducible equivalent net ork of the 
tubes (e.g., Eigure 24-56). As a consolation, however, It will turn out that the 
unilater.il property of the tubes serves to "isolate" the interstage network», 
and certain advantages are gained, both In the design and alignment of the 
ampliner, as contrasted with the completely passive structure. 

Since the Interstage networks can be only those which "fit in" with the 
lube networks, It might well be expecUd that only certain cltises of Inter- 
stages have been found to have practical value. This Is indeed the case, and 
the sytithtsis of the filter amplifier is largely a matter of selrdhtt, both as to 
tube and network, based upon suitable figures of mrrit for comparing their 
value. Therefore we shall commence the study by an examination of several 
types of interstage network, beginning with the simplest. 

We shall not proceed far in the direction of network complexity, although 
the frequency response of a multistage amplifier may be identical In IU 
characteristics to that of a complicated filter. Where many tubes are needed 
to supply tain, it Is good strategy to distribute nonldeniical, simple filter- 
type networks between the tubes, all designed In such a way as to yield thi; 
desired ovei-ull response. This comprises the so-called filter amplifier, a term 
introduced by Butterworth (Referenced). 

When only u few tubes may be needed to provide the required gain, and 
yet the desired frequency response be that of a filter with many sections, it 
is possible to use networks of greater complexity than those commonly used 
with filter amplifiers. Such networks differ from the usual passive filters In 
that they must provide tor capacitance at input and output terminals and 
also for finite ^ of the inductors (Reference ?6), Adjustment of such net- 
works calls for special techniques (Refmence 37). 

2\M Two-Terminal liiti*rstuK<> artworki Tli«> "Klii(|le-Tuii«d" Inter- 
•tag« 

2 M>. I   l'ro|iTli?M of a Siti«!c Mtugt' 
As a slmtiiig point, suppose that our gain rcqiiimiient.'i are so modest as 

In permit ihe use of one stage alone. Or, even if they are not, the single staw 
is the fundamental "building block" in the muliistage amplifier. 

Next, lei us see what can be done with the simplent possible interilage 
network, and use the pertormario of such it network as a calibration for 
comparing other more complicated net works. 
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As a practical ma , the only form of two-terminal interstate in extensive 
use today is the slngle-tuned network. 

Starting with the basic equivalent network for the tube (Figure 24-26) the 
single-tuned Interstage is constructed by adding a shunt Inductance /,, tuned 
to resonance at the desired center frequency with the total interstage capacl- 

FICUSK 24-.17 

tance C, + ('„, and a resistance R. This Is Illustrated in Figure 24-S7. 
With most pentode» it Is possible to Ignore f> and gl In comparison with R, 

in which case the circuit reduces to that of Figure 24-58, In any event, R 
can represent the parallel combination which includes rp and gt. The capacitor 
C likewise represents the paralle! combiittUon of <'„, Ci and stray wiring 
capacitance. 

Ö *' T 
i- £ li_r 

Fimmic   24-38 t'Kit us.   24-5<J 

It must be poinu-d out here that In adding parallel R we have elected to 
explore the wideband case. If we wanted a narrow bana amplifier, we would 
add no shunting reslstanri», and would be careful that the inductor /, had the 
least possible losses (highest possible {)). The Inductor losses, usually con- 
sidert'd as a series resistance R., are generally the dominant factor In det -r- 
mining the bandwidth, and hence the proper equivalent circuit is that of 
Figure 24-5V. This case is Ihi roughly explored in the radio engineering 
books, (for example, sec Reference 1) and we leave It now In favor of the 
more difficult tusk of maintaining a wideband simultaneously with high gain. 

We proceed with the analysis, alter first defining some terms. The 
Knin junction /l(;i») is the complex number which contains the amplitude 
and phase of the ratio fi«|(/u)/£iit(/u). The win (without the word "func- 
tion") is laken to be the mldband gain, i.e., |.l(^)(i)|, where w,, is the radii'.n 
frequency at the tenter of the band, Finally, the bandwidth li Is arbitrarily 
deAned us the interval between the 'wo frequencies (one higher and one 
lower than the center or mldband frequency) at which the magnitude of the 
gain function |/l(;<..)i Is down to 70.7',;  (—3 db) of the tnidband gain, 
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For Figure 24-58: 

A (A») = ■■^- = £~ (24_54) 
j i 

where2(^) = l/(l/R + jmC + 1/M) 'or 

Q « Ä/w„/,       and       w« - l/v/IC (24-SS) 

1 
i + h> ( *   _    \ Aii*) = - SmR 

''^tfr-^ 
where / = m/Sw 

fo — <iio/2ir 
Maximum Kain kt midlmnd (/ s fo): 

\A(M\ = llmR (24.S7) 

Bandwidth iimltR determined by / to give; 

AO«,) as -- /p«/?     j -J- .j 

1^(^)1 = |4(iu.n)! J^ 

or 

/.    _    /.. /u It  _     1 
7«      /. " h      I» '   \> 

Btndwidth H -. J, - /„.   /„/() (24-58) 

= !/2ir/et' (24-5««) 

The two frequenciei /i und ft, nt which the magntlude oj the gain lunclwri 
(soiiu'timfs called the empHtude response, or .sim|ily reipume) is down i db 
from that at band center /«, are related by; 

/o//i -    /a /.i (24-59) 
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Thus, lo I» the Rcometric mean of f, and /», and the passband u[ the amplllkr 
la said to poAsi-ts "Keomttrlc symmetry" about fa. 

Notice that in Eq (24-58a) the bandwidth Is independent of the center 
frequency /a. (In (24-S3) j» appears, but it is also implicit in (> and can- 
cels out In the quotient.) 

Notice also that in Eq (24-57) the gain Is independent of the center fre- 
quency. Most important of nil, however, observe that in the product of (24- 
58a) and (24-57), the gain-bandwidth product is not only Independent of 
frequency but is also Independent of the resistance R: 

Gain X Bandwidth = Sm/2*C (24-60) 

This shows that gain can be exchanged for bandwidth (by varying R), but 
the product remains constant, and Is Independent of center frequency.* 

The product of gain times bandwidth for the single-tuned circuit as given 
by (24-60) is determined primarily by the tube. Except for stray wiring 
capacitance, the quantity C Is largely due to the tube, and so also, of course, 
Is ini< This tells us that In selecting n tube for large gain and bandwidth, the 
gm/C ratio should be as large as possible. For a chart showing the #,„, (', 
and iim/C for currently available commercial tube types, see Reference M. 
Moreover, there is no benefit in a large Km—«s might be achieved by con- 
necting several tubes In parallel—If the capacitance C Is Increased in the 
same proportion. 

The expression in Eq (24-60) Is the galn-bandwidlh product, a tern» which 
we shall distinguish carefully from the gain-lmndwldth jailor. The latter Is a 
figure of merit that is useful in comparing various interstage mtworks against 
the single-tuned stage au a "yardstick". This is what we did in the transient 
analysis of fast ampliDers; the relative speed of various circuits such as 
shunt peaking was '.ompared to the resistance-coupled stage. Thus, in the 
case at hand, the guin-bandwidth factor of a circuit Is obtained by taking the 
gain bandwidth product and dividing it by the gain-bandwidth product of 
the single-tuned stage, namely ^,„/2ir('. We shall Und that for two-terminal 
interstages the maximum gain-bandwidth factor is 2.0, while with four-ter- 
minal networks it can the   vlically be as great as »"/J or 4.M, 

The gain function A()u,\ given in Kq (24-56) can be simplU'ied if the cir- 
cuit hi ml width It, say, 10 percent or less. 

•It U world iintinti ihn; Ihw« U H prnrllcsl limit nn how hiuh the centvi 'requenry 
may lie, ilrlrnnlmii by thi' lii|iiil iiitiijuitiiniT R,, which IncrrsiM «s /'•, 11 the lnutl r-.-M« 
tnr I» removed, and Ä—»t/g,, ilun Ihf üiiln iilvpn hy Kq (M s?) bwomi't «„, K, Thi« 
quintlly will itlminl»h wlih Incresilna (requvnty uhtll si »ome limiuiiK tirquvncy tl«' 
Klutti' r.mi will brcom« l<»« lluin uiiliy Km rxsmplr, n 6AK.1 nmy Imvc g,,, 
Ä X ,() '' l,n<' Hi " " '' X 'ü 'Z11 i''"' l",',1 w"' 'hut ilmp 1" unity when I rrarhv» 
Pid tin-. 
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m* "■" «nit" 
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Narrow Band; 

M(icu) = - /f«/? 

= - Im Ä 

1 + i —^-(ül — wo) 
UM 

! 

I +/-£(/ ~ /o) 

(24-61) 

(24-6la) 

Nuiic« that In thin narrow-band (BHC, the function hau "arithmetic lymmetry" 
about ib»; I.e., the two frequencies MI and u^, at which the rexpome la down 
to 70.7 percent are equally displaced In frequency increment above and 
below uo, or: 

oil — MO — «o ~ nij   ) 
(24-62) 

24.6.2 MuitlBiufti- MlnglfTuno«! Amplifler 
It would be unuttual If the KHIM ul one stage were adequate; most ippllca- 

tlons require several stages In cascade, The Intermediate-frequency amplifler 
in a radar set might have us many as ten stages, while a transcontinental 
relay link would have hundreds of stages. 

In cascade umplilkation the gain functions combine in a continued product, 
The midband gain will be the Mtl) power of the stage gah,; namely, 

\A(l*)\m itm*)* (24-6A) 

Stmultaneouaiy, the bandwidth will decrease as the numU'r of niages is in- 
creased. Thus the l-db points fur one stage become the 6-db points for 
two stages in cascade, with a resultant smaller separation of the — 3-db 
pninls for the pair. To solve analytically lor the manner In which the band- 
width "shrinks" it will be convenient lu rewrite Kq (24-56) and (24-61) In a 
nurmallced frequency variable * us follows; 

Selectivity Function = F ijx) \ 11 a) (24-64) 
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In terms of this nurtmliKed variable the bundwidth of u single stage is 2,0, 
and against this we can compare the bandwidths for larger numbers of 
stages. 

1"».)!= v,,
,

l,. '-<?(:-:) <»■"> 

For yi bandwidth x,. 

I            __ 1                                          (24-66) 

For« >> 1, 
= 0"* - 1 (24-67) 

M -0Ä (24-67a) 

Now, since the bandwidth for one s;age is 2,0, (he half bandwidth is 1,0, and 
hence Bq (24-67) is also the ratio of the bandwidth of n stages compared to 
the bandwidth of u single stage: 

Handwiilth ol n stage» 
Handwidth of one stage 

= v/*17» -T (24-68) 

c* O.m/s/ii (24-6H«) 
for « > > 1 

Thus, in a cascade of single-tuned »lages the ^aln increases with the 
number of »tagea according to one law, Kq (24-6,<); while the bondwidth 
varies according to another; namely, Kq (24-6H). Thus the contribution of 
one stage to the over-all gain-bandwidth product will be different if the stage 
is used alone or in a cascade with other stages. To allow for this in our 
figure of merit, the ^ain-hntniwidth jiutur (GHK) by means of which we 
shall compare the effectiveness of various circuits we do two things; (1) lake 
the «Ih root of the over-all gain, giving a mean sla^e nain, (2) divide the 
mean stage gain by ^,„/2ir('. The gain-bandwidth factor is then the product 
ol this normali/cd mean stage gain times the over-all bandwidth, It Is a func- 
tion of the circuits used, rather than of the tubes. 

,. ..      ("lain-Hatuiwidth (Over-all (iuin) '" (Ovcr-all Hand-     (24-60) 
('"x' Factor ^/inc width) 
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A pnenumenon of both nmthrnmtictil und jiructical Intcrcs'. is that, for a 
Kiven bundwitlth, thrre is ;i dcflnttf maximum of nnn\ which cannot be ex- 
ceeded. There i» likewiNe a maximum bandwidth attainable fur a specified 
Main, The littter occuri when each stuwr cuntributos a gain At of 1.65 to the 
over-ull gain A*. The number of «tufces needed and the resultinx maximum 
bandwidth Bmn »re given below: 

,(,=: V/J= 1,65 =4,34 db (24-70) 

n =: 2\nAn (24-71) 

0.83.1 (24-72) 
2WC    sfhfnA* 

24.6.S s.-ii-iilvliy ttullo 
It was stated that the niter ampliner has the dual objective of amplifying 

signals within the desired passband, and of rejecting signals lying outside 
this band. The ability to reject unwanted signals is sometimes called the 
selectivity of the system. Assigning a measure to this selectivity is somewhat 
arbitrary. The simplest approach would be merely a graphical plot of ampli- 
tude versus frequency, i.e., the amplitude response. The steepness of the 
portions of th" curve well removed from the passband is one kind of mcr.sure; 
it is sometimes called the skirt selectivity, since it involves the "skirts" of the 
response curve. 

A better qiian'.itative m.-itsure is provided when it Is known that In the 
system where the amplifier vlll be used the undesired signals will be separated 
from the desired «me by fixed frequency Inteivals. Thus, in broadcasting, the 
stations are assigned to channels separated by 10 kc, and the severest prob- 
lem is to reject the signals In adjacent channels. The broadcast people have 
a term uiljacrtil-chuntD'l selectivity, which is simply the ratio of the gain at 
midimnd to the gain 10 kc above or below midband. Similarly, ftennd- 
ihunnil s-lnilvity would refer to 20 kc alxive or below midband. The same 
philosophy would apply to multichannel carrier systems. 

In the general case, however, where frequency assignments are not so 
orderly, there Is another numerical measure of the selectivity that has gained 
acceptance in recent years. This is the so-called selectivity ratio or hand- 
width ratio. It is the ratio oi the bandwidth at which the amplitude response 
is down 60 dli from that at midband to the bandwidth at which the response 
is down 6 dl). Thus it could be called the 00/6-db bandwidth ratio. Other 
levels could have been chosen, but these are convenient and serve the pur- 
pose ol evaluating the res|>on»e well outside of the desired passband. Typical 
values obtained are on the order of two for a good communications receiver, 
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and perhaps 12 for a rudar »y»tem. Clearly, a value of unify would be the 
limiting case, 

Fur the single-tuned amplißer, the selectivity ratio of a single stage i* so 
large as to be almost useless, namely 577, As the number of stages is in- 
creased, however, the ratio decreases nipldly to n limiting value of 3,1 S. For 
six stages It ha» already dropped to 5,9, Other interstage arrangements will 
turn out to be superior, however. 

Selectivity Ratio for * identical 
single-tuned stages (U7') 

24.7 Approximallon i Commonly Uaed Funcllona for Approximat- 
ing C.onalant Gain or Linear Phaae 

In the niter umplilkr, the usual problem is to approximate an "Ideal" 
amplitude response, such as In Figure 24-60, which cannot be physically 

realized with an atnpllfler containing only 
Imite, lumped, linear networks. 

We want suitable gain 'unctions which arc 
physically reulixuble, and which we can later 
use to obtain element values for parilcumi 

—. iritcrstage networks (such as the single-tuned 
circuit of Section 24,6.1). 

Notice that a cascade of idem leu! single- 
tuned stugts provides a crude approximation to ci/nstunl gain. Fron) Bq 
(24-Ö5) the normaltaed amplitude response is: 

FKU'SK   i4-60 

wnMV (24-65) 

It really is not a very good function, either from ihc standpoint ol the shape 
of the response curve bein;; like Figure 24-60, or from the standpoint of 
tutuervatlnn of Rs!n*bandwidth, Two gain functions will be presented which 
are belter in both respects, and can be realized almost us readily with the 
■ingle-tuned or other interttage networks, 

Another approximation problem Is the obtaining of moderately effective 
filtering plu* a good linear phase characteristic in the passband. 

24.7.1  MuHjiniilly Vlut Cnin PuncUon* 
Also known as the "Hullerwurth" function  (Reference 35), and as "ap- 

•The term maximal ftetnm wiu ili»! introduced In Rsfvrcn« .*'', psmH .M? Ml, Sei' 
nUo RrdTincc •(() 
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proxiniation in the Taylor wnie," this (unction has for its normalized magni- 
tude, or amplitude response, the following form; 

1 

The shape of the response curve for various values of n (the number of 
stages) h shown in Figure 24-61. As n increases, the shape becomes more 

KimtRF. .M-61 

nearly the rectangle of Figure 24-60. The 3-db bandwidth remains constant. 
The function is always monotonic; i.e., decreases uniformly toward zero on 
either side of band center, and for a given n it represents "maximal flatness" 
in ihat the maximum 'lumber of derivatives (2n-l) are zero at band center. 
This feature can be demonstrated as follows: 

/{*) Ä(l +x«") ■* 

Expand /(,v) in a power series: 

3 x*n 

/{*) = I '/dX     -, 4 21 

(24-74) 

(24-75) 

Compare  Eq  (24-75)  wllh  the corresponding Taylor   (McLaurin)   series 
for/(.v): (24-76) 

/(.v) -/(0) +l'{0)x \ l"(0) ,, + 
p !(0)X!J« i      /■"'(O)«»'1 

'   (2n - 1)1  "*" (2«)l    + " " 

1.0     Theae terms mtialng in Kq (24-75); hence This term and 
/'(0)=0 higher even-order 
/"(0) = 0 terms arc present 

.   .   . inEq (24-75) 

/■" '(0)      0 

Thus the first 2w — I derivatives arc always zero at x      0 for the function 
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\/\/\ -f **". Remember that « = 0 corresponds to / = /o, the frequency of 
maximum gain In the bundpasa amplifler case. 

The selectivity ratio of the maximally flat response is Riven below, which 
Is seen to be similar to Eq (24-73) fur cascaded Identical single-tuned stages, 
but smaller for given n, and hence superior: 

Selectivity Ratio = \/   4- 1    -  ^77" (24-77) 

24.7.2 £quai>Ripp!e Gain Function 
An alternative to the maximally flat approximation to constant gain In the 

pasaband is the equal-ripple response illustrated in Figure 24-62. 

FlOURK   24-62 

Ripple, db s= 20 log,o v^M"« 
= 10IOB,O(1 +•) 

(24-78) 

Such an amplitude response is readily devised. The magnitui c .' ripples 
can be specified, although not their frequency spacing, This re p 46 function 
turns out to be advantageous from three stnndpoln s; more gain tan be 
achieved for the same bandwidth; the approximation to constant gain is 
usually bettrr for »teudy-stute applications than is the maximally flat re- 
sponse: and the selectivity ratio is better. 

The analytic exprewslon of the amplitude response oi Figure 24-62 is given 
below, It contains (hebyshev polynomials, and because of this the gpprcxi- 
mulkm function is so netlmes called the ' Chebyshev response." 

i/v'i 1 av u) 

Where; « —rlpplo parameter—(nntilogid '  ''    '      1 — 1 

CH(x) = Chebyshev polynomials 

(24-79) 

(24-80) 
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C1(*) =x 

C«(*) = 2^-1 

Ca(x) = 4«« - 3J( 

ELECTRONIC COUNTERMEASURKS 

CM*)--»*4 - 8*» + I 
C(,(«) = lö*» - 20*« + S»,' 
C«(*) s 32*" - 48*4 + JS*11 - 1 
2*C-r.(*) - C-.C*) (24-81) 

There ist ulso u convenient expreetion for the Keneral polynomlul In terms 
of trigonometric functions; 

C.C«) = 
COM  («CO» ' *) 

co.sh (» codh ' *) 

for - I < * < -( I 

for 1*1 > I 
(;4-82) 

21.7.3 IJisviir I'liam' Reiponii« 
In .tome sysicms either bundpiütü or low |m,s\ it muy be the objectlv«.* to 

make the emplifter have, as closely nit possible, a. phase shift 0 that varies 
linearly with frequency, or what Is equivalent, a phase delay dm that Is con- 
stant with frequency. The amplitude reaponie Is taken as It conies, 

The phase response is always an odd function of frequency with respect to 
band center, and may took as in lM«urc 24-63. The derivative on the other 
!<and, will be an even function as in Figure 24-64, This «uwests that one 

tmv»%   H-bi KlOl'SK   J4-64 

appniximatiim to perfect linear phase (which is not physically realizable 
over an infinite frequency ranne) would be to make the phase delay maxim- 
ally Hat (References 41 and 42). 

Kqual-ripplc appruxlmatlnm to linear phase (or constam delay) have 
received study, but no compilation of generally useful retuiis has yet ap- 
peared, 

2 1. '. I   Arhllrury KeHpui«!!'* 
The formal examples of amplitude or phase responses which have been 

presented arc by no means the only useful ones. In some respects they are 
too circumscribed by theoretical limiiations. For instance, it is not puuible 
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to get both nmximally flat amplitude und inuxlmally flat delay in K xlmple 
ampllfler structure; yet Bradley (Reference 4J) has ihown that one can 
devine e reüponM which, from a practical Mnndpolnt, is very flat in both 
amplitude and delay and which has Kood selectivity as well; this is shown 
in Figure 24-65. 

KumnK 34-6: 

21.8 StaüRpr Tunlnii 
The term lUUtr tuning refers to an amplifier comprising several stages 

in cascade, in which the stages are not tuned identically to the same fre- 
quency but are staggered at frequencies above and below the desired center 
frequency of the complete ampllfler. No-, only are the tunings of the indivi- 
dual stages nonldentical, but their bandwidths are also different. 

The objectives of stagger tuning are twofold: (I) a grceter guin-band- 
wldth in achieved than with a cascade of Identical stages, and (2) u prc- 
*cribcd amplitude response, such as maximally flu* or equal ripple, can be 
synthesized, either of which is preferable for Altering than is the response of 
identical stages. 

Historically, the advantages and possibilities of stagger tuning were ap- 
parent to a few people several years before it became a widely used lech 
Jque. The desirubllily of synthesi/.ing a complicated gain function from 
simple networks in a multistage amplifier was first advocated by Hulterworth 
in IQ.tO (Kefe'ence 35), although the gain-liamlwidth advantage did not 
become apparent until Schinemann's paper In 1W> (Reference 44). The 
latter paper was apparently not read by anyone in this country until about 
1943, although l.andon in the meantime had published u paper having to do 
wiili the naxinmily flat respume function (Reference ^0, pages .t47-,Ui2 and 
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481-497), To Henry Wallman beUm«« the credit fur "putting across" the 
NtuKKer tuninK technique (Reference 45),* In connection with wideband in- 
termediate-frequency ampllAers used In the receiver of a radar system. 

Walltmn's work provided usable date for synthesixInK the maximally flat 
amplitude response with single-tuned umpllfler staxe«. This was extended by 
Baum (Reference 46) to Include the eqimi-rlpplc 'unction, and by Trainman, 
11 al, to include other InlerstaRe networks (References 47, 48, 49, and 50). 

The principal elements of the technique are to assiiin suitable values of 
center frequency /„ and bandwidth or (,> to each staxe of a cascade of H 

single-tuned stages nci that the desired amplitude (or phase) response is ob- 
tained. The derivation cannot be included here (Reference SI) but the re- 
sults are easily presented and readily used, 

24.8.1 Maximally Flat Antpliluile Hf»|>u>t«- 
We shall follow Wallman's convention of distinguishing three cases, de- 

pending upon the relationship of bandwidth to center frequency. The first 
ca.H! Is narrow-band, where the bandwidth Is less than 5 percent of the center 
frequency At the other extreme in the widrband case; where the bandwidth 
is iO percent or more of center frequency, In between Is what Wallman calls 
the asymptotic or intfrmrdhlr case. 

Tables 24-V, 24-VI, und 24'VII and Figures 24-66 and 24-67 use values 
from Valley and Wallman. The tables arc given only thiough the staggered 
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quadruple, althouith ubviuualy they could be extended as fur a« desired. 
Practically, however, the pair and triples are the most widely used, HiKher 
orders require stages with high (), sometimes higher than can be obtained in 
the presence ol loading due to tube input conductance. Also, the tune-up pro- 
cedure is lengthened, since additional signal generator frequencies must be 
used. More about this later. 

TABLE 24-V 
NARROW-HANI) STAGGER TUNING (MAXIMALLY FLAT) 

(H//„<0.0S) 

!.    Staggered Pair (« — 2) 
Two stages, tuned to /« ± CUSfl, each having a bandwidth 0.707/* 

i.    Staggered Triple (n = 3) 
One stage tuned to /u, with bandwidth B 
Two stages tuned to /, ± 0,4.1/*, with bandwidth 0.50/* 

.1.    Staggered Quadruple (« ss 4) 
Two stages tuned to /„ + 0.4ft/*, with bandwidth 0MB 
Two stages tuned to /« ± 0.19/*, with bandwidth 0.92/* 

(Note; /(, is the center frequency of the over-all amplifier, and f* Is the over- 
all 3-db bandwidth.) 

TABLE 24-V I 
WIDKHANI) STAGGER TUNING (MAXIMALLY FLAT) 

1. Staggered Pair (n      2) 
Two stages tuned to /„a and /„ a, having the same Qi 

^      '   4 -f 8a - \/l6 + «' 
I 

0i 

2. Staggered Triple (» = ,\) 
One stage tuned to /„ wiih bandwidth B 
Two stages tuned to /„» and /„/a, same {>: 

(Noli'; /„ is the center frequency (geometric center) of the over-all tmpllfter. 
/< is the overall 3-db bandw'Jih and S     /* /,„) 

('    r)" 
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TABLE 24.VII 
INTERMEDIATE BANDWIDTH (MAXIMALLY FLAT) 

j as B/l,, m 0,05 to 0.3 

i.   Staggered Pair (a = 2) 
Two «tage» tuned to I,,* and l„/a; same Q; 

Q= 1.414/« a= I -fOJSa 
2. Staggered Triple (« = .5) 

One tttage tuned to /« with hanthvidih /( 
Two stiiKPs tuned to /„a and /u/a; same (); 

y = .1.0/8 « = 1 -|- 0,43!« 
3. Staggeied Quadruple (« = 4) 

Two Htage» tuned to /»«i und fo/*i \ same Q.: 
Ql = 2.63/« «i ~ I -f 0.46« 

Two stages tuned to f,a„ and /o/aa; same ()a: 
Qll= 1,088/« aa" 1 4-0.19« 

(Note; ,/II Is the ccntfr f equenty of the over-a!! amplifier, and K is the over- 
all 3-db bundwid*.h.) 

The dtUit In the table provide the necessary design data, and that would 
be the end of the story If electrical components always had the »roper value 
of resistunce, capacitance, etc. Such is not the case, of course, and particularly 
in wideband amplifiers where the principal capacitance is that due to the 
tube There is substantial variation from one tube to the next, and hence 
each stage is usually made tunable over a sufficient range to allow for this. 
The inductance is readily tuned by means of a brass or powdered iron 
"slug", or core, moved into and out of the coll. 

The tuning procedure is simpücily itself. A signal generator is connected 
to the input of the ampliftef, and u vacuum-tube voltmeter to the output. 
If the amplifier is, say, a triple, with stages 1, 2 and 3, to be tuned to fre- 
quencies /,, /j and /?, according to Table 24-V, thtn the signal generator is first 
set to /i, and Stage I tuned for a maximum voltmeter reading. Next, Stage 
2 is adjusted with the signal generator set at jj. Finally, Stage 3 is adjusted 
at frequency /». The order of adjusting the stages is completely unimportant. 

Also, except for certain second-order effects, it is immaterial In which order 
the stages are connected. 

The formulas of Table 24-V! are cumbersome to use, and hence should 1« 
avoided unleu 'he bandwidth i* really large. An iHtcrmedhle region of B//« 
can be defined, in which the calculation can be simplil'ied. and yet retaining 
an accuracy of less than 1 percent If /* /„ is less than 0.3, the values of s 
and (J in Table 24'VI approach very closely an asymptotic limit; this Is Indeed 
called the "asymptotic case ' by Wallman,  For example, In the ttuggered 
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pair, a approuches 1 | 0.358 and {> approaches 1,4148. Thettc (urmulai for 
the IntermediaU case are given below In Table 24-VII. It will be noted from a 
cortiparlson of the narrow-band and intermediate cases, Tables 24-V and 24-V!I 
respectively, that the tuning of the low xtugcs is the same, but not the high 
Htages. In the narrow-band case the bandwidths of corresponding high and 
low stages are the same, whereas in the asymptotic rase the Q'n are the same. 
The differences, though, arc quite small. 

24.8.2 Equril-Rippl« Amplitude Reapons« 
To obtain the equal-ripple response in the narrow-band case, it is only 

necesstry to multiply the bandwidth of each stage by the factor tenh a. 
where 

a = (!/«) cosh  ' (l/x/O (24-83) 

For the wideband and Intermediate cases, the equal-ripple response can be 
obtained from the formulas found in Table 24-VIIi. 

TABLE 24.VIII 
WIDEBAND STAGGER TUNING (EQUAL RIPPLE) 
Ripple factor tanh a as in Eq (24-83) and Figure 24-63. 

R Desir«! over-all 3-dl) bandwidth 
/,, Desired center frequency 

I.    Staggered Pair {n — 2) 
Two stages tuned to /„a and /»/a, having same Q\ 

Q» ~ .i.?!, II    1.1  - 

(-  r) 
R» = 

x 1 
I •-•     S£ R* 

ft
2  ( 1   I   tunh   a \ 

Staggered Triple (a -^ 3) 
One stage tuned to /» with () — 1/(8 tanh a) 
Two stages tuned to /„a and /„/a, same (); 

4 + /e!' ~~\/(R* ~ 4)M- ^n"' 

= A'" O' 

R' ss   *'   (3  i  tanh,J«) 
4 
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Note that the formulas of Table 24-VIII reduce to those of 24-VI (nm.v 
i.imily flat) when the ripple is reduced to zero, makin« tanh a =- I. Thu* 
24-Vin includes not only equal ripple, but also maximally flat tu a special 
case. Thus the ^ain-bandwldth factor diminishes as the number of stages 
increases, 

24.8.3 Caaeadei of n-upl«a 
A staKK^r-tuned cascade of » siagci Is called an n uple, «.g., a quadruple 

for » = 4, but an n-uple where n is arbitrary, 
Now, an n-uple can be desiKned accordinK to the principles which have 

been set forth in the preceding pages for as many stages as desired. For 
practical reasonn. however, the order n of the M-uples usually is not higher 
than three or four (occasionally as high as six). Hence, if more than three 
or four stages arc required to obtain the required over-all gain, It is cus* 
tonmry to cascade several triples (or quadruples). It turns out, of course, that 
when identical triples are cascaded, the bandwidth shrinks in a manner like 
ihu; of cascaded single-tuned stages as given in Kq (24-6H), except that the 
proper relationship now is; 

_ (2'"" - |) I'««      (24-84) Handwldth of m staggered n-uples 
Handwidth of i staggered «-uple 

Implicit in this equation is the fact that the higher the order n the slower 
vvill be the bandwidth shrinkage as n-uples are connected In cascade. 

24.8.4 «.»!.iHui:iiwi«i!h Fwtor 
This us'.'ful figure of merit was defined in Section 24.6 and provides a 

mean» of comparing the amount of gainlmndwldth reali/nblc from tubes 
havlr.g the Mime im/C when used with vailoui* interstages. 

For one singif-tuned stage, the gain-lmmiwldth factor was shown to be, by 
del\nition, equal to unity. 

For a cascade .>f n identical single-tuned stages, the gain-bandwidth factor is: 

^/2"•» - 1 (24-85) 

In marked contrast to this, the gain-bundwidth factor of n single-tuned 
Mages arranged in a staggered «-uple (maximally flat) Is always 1,00, re- 
gardless of ii. Thus, stages can be added indeftnltely without loss of gain- 
bandwidth factor. 

When it becomes necemwry to cascade slangered w-uples, the galn-baml- 
widlh factor is given by F.<| (24-84), 

The numerical values which result from these formulas are both of inteiesl 
and of practical Importance, Table 24-IX shows the gain-bandwidth factors 
obtained with / tubes, from one to nine, used in various combinations. 
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TABLE 24«IX 
GAIN-BANDWIDTH FACTORS 

No, of 
Tubes Identical 

Manei« 
\/2""     1 

m Pairs 

( usiiulci! «- 
(2""'-l) 
mfrlrilM 
*/2Pm-\ 

'S» 
m 

(= m-n) 
Qv dru^ei 

1.00 

0,64 

0.51 

0,44 

0,39 

1,00 
(mml) 

0,80 
(w=2) 

1,00 
{mml) 

1,00 
(mml) 

0,35 

0,32 

0,71 
(fN«3) 

0,86 
(m=2) 

0,30 

0,28 

0.66 
(*«=4) 

0,80 
(m=3) 

0.90 

To u»f the table, refer buck to Eq (24-69) where the gain-bandwidth 
factor wan deAncd. A» an example, suppose one wishes to compare nine tube» 
used u identical stages or as three stangered triples. The ratio of ovor-ull 
bandwidth obtainable for the same over-all Kuln Is: 

0.H0 
0.2H m 7.86 

On the other hand, the ratio of xain obtainable for liu- same over-all band- 
width Ii; 

0.80 
Ü.2H 

1.3 X 104 

Ciiinpurison (if the )|a>nt for equal bandwidths eniphusixes the fad that an 
ampllAer made tip of a lar^e number of Identical stages Is indeed an in- 
effuient device. The contrast for the case of ecpial n»ln is not so startling, 
but the same phenomenon Is at work. 

21.H.H Prnelleal Oi-xiitü hiformullun 
The attempt in this chapter has been to provide the umlerlyinK theory and 
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workers in a field such us this inevitably produce helpful Rraphi, tables, nomo- 
Krums, and the like, to shorten the time required for numerical designs 
(References 52, Si, and 54), The basic work of Wallman U uuually quite 
adequate for the maximally flat case, in particular, Chapters 4 and 8 in 
Reference 2 contain many practical details, For the equal-ripple case, the 
papers by Baum and by Wittenbern may prove useful (References 46 and 
52). 

24.8.6 D«al||n Example 
It i* Instructive to carry through an example, especinlly to fuiuw how cer- 

tain graphical aids can be devised and put to use. 
Suppose that in a «iven system there Is needed a bandpass amplitier to 

piovide a xuln (voltane amplifkation) of 60 db with a bandwidth of 7 -m. 
The center frequency is of no consequence In the initial phases of the desiK» 
procedure, and in fact Is needed only when one comes to calculate the Inter- 
stuKf inductances. System considerations, such as reducing the number of 
tube types, limit the available tubes to the 6AK.S, 6CB6 and 6AH6, Mcar-ure- 
mento on the wiring situation in which the tube» will be mounted show that 
a total interstage wiring capacitance oi 5ft/if can be expected. 

The design questions which we shall answer here .ire; (a) Which tube 
should be used? (b) Which combination of single-tuned stages will meet the 
gain-bundwidlh requirements? (c) Which wili require the fewest tubes? (d) 
Which will give the best selectivity ratio? 

(a)   Choice of tube: 
Shown in Figure 24-68 is a plot of Eq (24-60) for several currently usid 

tube."., imlu g the three iillowuble types for the example at hand. The 
points on the graph do not Include wiring capacitance, however, so each of 
our three must be translated upwards by S/tpt, Because of the logarithmic 
capacitance scale, the 6AH6 is displaced the least, hence ends up as the best 
lube choice. The gain-biindwidth for the 6AH6 with this wiring capaciUnce 
is 84 mc. 

(i )   Choice of stagger combinatiuiu: 
The gain-bandwidth performance can be displayed conveniently in the 

graphical presentation devised by Wlghlman (Reference 54), which is repre- 
sented here us Figure 2A-M. The "normaliaed bandwidth" is obtained by 
taking the actual over-all bandwidth required of the amplifter (7 mc in our 
example) and dividing it by the gm 2P<' of IIJC tulx- (H4 mc). Thus, for the 
example at hand, the normalized Immlwidth is 7/84 or about 0.ü8.t. EuokiiiK 
at I'inure 24-fi" it will lie seen that all curves which truss the veitlcal line 

some physical intuition in the mattet of how stagger tuning works  Active 
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through o.iiH.! Mt a level uf 60 db or ^renter will meet the requirement.*, The 
loweNl of thewKre: 

I X . («at «HigKered triple; 3 tube*) 
* X 'f (lwo»tilw«rMl p«!r»; 4 tube») 
I X 4 (one ■^«^.wwi quadruple; 4 tube») 

(c) Fewe»! tultfM; 
It i» t-viiipnt iiiu! in »i «tiXered triple require» the fcwc.tt tube». Thi» may 

not be the prmlk.U «n»*rr, intwever. System requirement» may favor the 
belter »electlvily i-ntio of the 2 X 2 or I X 4 in »pile of the extra tube (»ee 
bebw). Al»o prariltal consideration» of variability of IUIM- charecteristic» 
may call for a margin of safety, thu» favoring the other combination». 
(d) Selectivity Ratio: 

The selectivity ratio for u ca»cade of identical »tage: Im» already been 
given in Kq (24-73), and for the maximally flat function corresponding to a 
«ingle H-uple in Kq (24-77). For u cascade of m identical n-uple», I he »elect- 
lvily ratio is: 

""/VlO"       1 
\V4-       i 

Selectivity Ratio (24-H6) 

It i» imtriiclive to display thi» relationship gruphically a» in Figure 24-70, 
which permits one in see quickly the relative merit» of various combination», 

For the example at hand, the »electlvily ratio» (nr the three alternatives 
are; 
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m 
i xi 
2X2 
1 X* 

Selectivity ratio 
8.4 
5.7 
4,0 

Syrern requirement! will have to Kovern the choicn h«*:«, It would appear that 
in ^n'tiK to lour tubes, one might M weil UM th« t X 4 combination and 
achieve the better »electlvlty ratio and higher K'I'" Herr HMin, however, the 
ayitem situation might (avur the 2X2, »ince II ha» only two dlftarenl Inter* 
»taK« type« to manufacture and align. 

3 I 

**••!« ..pit- 

He  -t Mnto a uftt 

^ 

\ 
-mi "miil     I 

rUi' 
v 

Fuum»;   24.70 

24.9 Thf l)oubli«-Tuni>il InlrraUg«) A Kour-TermlnHi Network 
An alternative meunx of realizing umpliAer gain functionft, in contrast to 

the single-tuned interstage network employed thus ftr, will be presented in 
this section. 

Nothing will be added to the approximation problem. Maxitnully flnt and 
equal-ripple mponaei are still our most useful approximations to constant 
gain in the passbuml. We know what sort of complex gain functions will 
produce these responses; i.e., poles on a circle or on an ellipse, respectively. 
The task then is tu find what sort of poie-/.ero arrangement comes out of 
tlu double-tuned circuit, and How the pole cu-ordlnatei are related to the 
iiriiilt panimeters. 

The double-tuned circuit, sometinies called transformer coupling, Is a 
logical extension from the dingle-tuned circuit. It represents the general 
process of adding more lirmit complexity in exchange for Improve«! porfor- 
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niuntf. The Improvemeni it of two kinds: a better gain-bandwidth (actur 
and a better »electivlty (better in that one stage provides a two-pole re- 
sponse, instead of a one-pole as with the single-tuned stage). 

There are several equivalent forms of the double-tuned circuit, illustrated 
in Figure 24-71, the n.^t common being the inductive coupling an'1 the pi 

T—P 
1_ 

-nnmjv. 

—i ( 

FlOHKK   24-11 

initially we shall conHne the discussion to the inductively coupled arrange- 
ment, sjweifted by the primary inductance Lt, the secondary inductance Lj, 
and a coupling coeftkient k, deAned in the conventional way as: 

* = hi/\lLxLv (24-87) 

where M is "he mutual induttume between tho two rolls L\ and /.j. 
We can furtiicr define a primary resonun  fre(|uency u( and a prisnary (>i, 

and likewise fur the secondary: 

HJ I/V^-A'U 

QI =   Ki/utL» 

(24-H8) 

(24-89) 

There are several cases of practical Importance, which we subdivided first 
into the narrow-band and wideband situations, Let ut consider the narrow- 
band case first, lor which > • ■    I 

Next we consider two cases: (I) equal ('; i,e., ('i = {>*, and (2) one (' 
infinite; e.g., ^ = oo. 

Maximally hint .linplitiulr Hf:pause   Ei/ual {>'s. 
The retatiunahip« in (24-00) or (24-01) are definitive for maximal Ratncss, 

and the ones usually fuund in '.he handbooks for the proper a<ijustmeiU of a 
double-tuned circuit. The coupling coefficient *, so defined, is sometimes 
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known as trantitiunal or critical coupling, itnce It in the cross-over value 
between u .tinKle-peakcd and a ctuubie-peaked amplitude response. 

where H. is in radians per second and H is In cycles per second. 

(24-90) 

Critical coupling, *,, m 
Vy.c^ 

.L 
Q 

(24-91) 

Rqual-Rippk Response 
The equal-ripple response could be similarly realized by increasing the Q 

by multiplying <j by l/(tanh o) . 

Gain Bandwidth Factor 
Now that it has been shown that a desired amplitude response can be 

realixed, what about the gain-bandwidth factor? If one takes ih? value of * 
liffincil by (24-90) and uses It to solve for the gain at band center and 
multipüe« thi* by the bandwidth H (cps), the following obtains' 

\AIM\B Km 

~ \ 2w{2/C vte) v'z (24-92) 

This is the gain-bundwidth product, and it contains a term dependent only 

upon the tube; namely fM/2ir(2\/C|Cs). This quantity corresponds to 
ffM/3ir(C| i C») which was the gain-bandwidth product of the single-tuned 
»tage, and U very closely the same unless ('i Is very different from t'a (the 
difference is 6 ptrctnt for a 2:1 ratio). The new form of this factor is indeed 
the gain-bandwidth product for the single-lum-ii circuit if an ideal trans- 
former ii included. The important luct is that the double-tuned circuit, with 

equal primary and secondary {> is U-ller by v^i un<* hww« the gain-band- 
width jactor of the circuit is ^2. 

Unequal {>'$ 
The next case «if interest is that In which one of the (>'* is infinite. Thlf* 

cundltion can only !);• approxtrnkted in practice, since the primary is always 
loaded by the |)late resistance of one tube, and the secondary by the input 
conductance of the other. Both primary and secondary have inevitable circuit 
losses, N'evertheleu, in wideband applications the requirad Q is so low that. 
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in contrast, the minimum () of either primary or secondary (primary in 
particular, at high frequencies) will be oo large in proportion that the results 
preilicted by assuming this () to be infinite are approximated quite closely. 

The gain-bandwidth factor for this case can be found in the same way as 
for the equal Q case. The result Is that the gain-bandwidth factor when one 

Q is Infinite Is 2.0, instead of v^for equal Q't. 

Cascading of Stages 
When maximally flat double-tuned stages are used in cascade, the band- 

width narrows. The narnwing factor is. the same for any two-pole stages, 
and hence must be th" same as for staggered pairs, namely the factor ob- 
tained from Eq (24-84) for « — 2: 

Bandwidth of m stages    __ y , „, 
Handwidth «if 1 stage       " V 1 (24-93) 

The gain-bandwidth factor for m stages is the value of (24-93) multiplied by 
either v^ or 2, depending on whether ()i s (,)■, or ()| — ec. 

Slaggrr Damping 
The term "stagger damping" was coined, apparently by Wallman, to 

describe a form of stagger tuning using double-tuned circuits. Only the 
narrow-band situation is |>ermitled. The technique permits the synthesis of, 
for example, a four-po!r maximally flat response with two double-tuned 
stages in cascade. The stages are not identical, hut are "sluggered", except 
that both stages are tuned to the same center frequency and It is the {>. or 
damping, that differs between the two stages. 

The basic principle of stagger dumping can be 
demonstrated readily by means of Figure 24-72. 
The first stage will yield a single-peaked response 
and the second a double-peaked response. The 
two combine to give a maximally Hat over-all 
response. 

Both  stiiges  have   the  same  center   frequency 
/„, which is the desired center frequency of the 

pair, With an equal Q design, the * -ind (J are as follows; 

Stage i        * ss (/»//„) cos (»/8) 
{) s |/|(fl /„) sin (* 8)| 

Stage Ü        * = (fl /„) cos (.W/8) 
(' = 1/1 (/'/„) sin (».H)| 

(24-041 
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For unequal (>, specifically (or (Ji — ao, both stages have the same coup- 
ling coefficient k = B/f». The values of Q are as follows; 

Stage 1       0g= l/'2(iJ//(()sln(»/8)) 
Stage 2       <),= 1/12(/»//„) sin (3ir/8)l 

(24-05) 

The technique is obviously not limited to the four-pole case, Any even 
number of pules can be used, each pair corresponding to one double-tuned 
stage. The practical limits arc excessive Q'I and extreme precision of adjust- 
ment for the higher order cases, 

The Wideband Case 
In the wideband case the center frequencies of the stages are necessarily 

nunidenticul, thus introducing additional complexity. Th>' rewards are sub- 
stantial, however, in gain-bandwidth performance compared to stagger tuning 
with single-tuned circuits (Reference 55). For example, a staggered pair will 
give 12 db mure gain for the same bandwidth than will a pair of staggered 
single-tuned stages. A triple will give 18 db mure. 

A response curve obtained with a staggered pair is shown in Figure 24-75, 

« 
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Notice that the curve bus upproximate arithmetic symmetry, rather than 
gcomelrii', relative to the irnicr (rei|uemy (20mc,) In contrast, a staggered 
pair of MMKU' imicd slagn would produce geometric symmetry, I.e., a 
sleeper full nff on the lowlrequeiuy side. 

I'.qunl-Kipplv Knponst 
It is also pouiblc In provide an equal-ripple reipuntc with duuble-luiu'il 

circuits. For a single singe ami for bandwtdthi which lire not excessively 
large, the data published liy Dishal (Reference J6) can ennventently be 
used. For extremely wide bands, and for stagger-tuned stages, it is theoretic- 
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!iMy pouible to provide exact equal-ripple responte (Reference 49), but 
i'   hie des^n data are not yet available. 

The CapacitaHce-roupled Circuit 
The dlKUuion up to now ha« been confined to the ittuation where thn 

primary and xecondary circuit!* were inductively coupled together, either with 
mutual Inductance or with the pi or T equivalent (Figure 24-71). There is 
an alternative cn.se, which li of both theoretical and practical interest. This 
rate ii called capacitlve (or capacitance) coupling, and ia Illustrated in 
ligure 24-74, There is no couplin«  from primary to secondary except 

-rnn l.T 
J A 

FiausK  24-74 

through the capacitance Cm. A coupling coeffklent can be defined for the 
network, analogous to the Inductively coupled.circuit; 

A       r (24-96) 

In a narrow-band situation, i.e., small B/ln, capacitance coupling and in- 
ductive coupling are about equally useful, As the bandwidth increases, how- 
ever, certain dis&dvantages up|>ear for the capacitlve case. The shape of the 
amplitude response curve is highly unsymmetricul, dropping off quite 
sharply on the low-frequency side as depicted in Figure 24-7S. This tilssym- 
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jtH'try is substantially greater than with the single-tuned circuit, where as 
described earlier there is exact geometric .symmetry. 

Moreover, the gain-lmmlwidth  factor of the capacitance-coupled circuit 
is highly unfavorable In wideband situations. For comparison with the in- 
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ductively coupled case, there ii plotted in Figure 24-76 the curve» of «aln- 
bandwidth factor for ()| = «e. 

Tkr A utotransjormer 
Another form of double-tuned intergtage, which is really a special case uf 

inductive coupling, is the uutotrnnsformer shown in Figure 24-71 (c). While 
this scheme is well known at 60 cps, it has not received wide employment 
at radio frequencies. It never*helesi< is quite applicable, and the design can 
be straightforward (Reference 56i, It has particular advantage in wideband 
double-tuned amplifier stages with large bandwidth and large ratio of ('■ to 
Cu; In fad, it turns out conveniently thitt the autotransfurmer is physically 
realisable in those regions of operating conditions whore the pi equivalent Is 
not (because of one or more negative elements) as seen in Referenre 55. 

Sehetivtty Ratio 
The selectivity ratio of one maximally flat, double-tuned »luge is the same 

as that of the maximally flat staggered pair. Similarly, the M'K-tivity ratio 
of cascades of identical stages is the same as for cascades of pairs. Hence, 
both Kq (24-86) and Figure 24-70 apply, provided one takes values only 
for« =: 2, 

Stagger dumping or stagger tuning in the wideband case can also be 
studied from Figure 24-70. For a maximally flat pair of double-tuned stages 
take w :r 4; for a maximally flat triple, take « = 6, etc. 

24.10  Lew NUIM I ruvilliigAVav«' In It.-« 
The helix type traveling-wave tube, which is described in mure detail 

in Chapter 26, is valuable in ferret and KC'M applications, Iwcause it 
is able to amplify over extremely wide frequency bunds. It Is convenient 
and customary to cover octave bandwidths up to eight kmc. At higher 
frequencies it is possible to cover still greater absolute bundwidths, but In 
rullo.s progressively dem-asing from un octave. Thus eight to twelve and 
twelve to eighteen kmc are typical, 

In most situations it is Important that the waveform of the received signal 
be accurately repruduced. Therefore phaae und amplitude distortion are un- 
deslrable. Moreover, if some or all of the signals are weak, it is necessary 
that the first umpllAer have u low nohv figurr. Otherwise, the signul will be 
obscured by random disturbances called noiae, 

In traveling-wave tubes the principal source of noise is randomness in the 
basic electron stream, which produces amplification by interucting with the 
electmmugiu'tii fields within the helix. Accordingly, the tube becomes pro- 
gressively "quieter" us this source of noise is suppressed to a negligible value 
by making the electron flow innre smooth und orderly. Additionul noise can 
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be introduced by thermal iiKiminn of ciectruns within the metal of the helix 
Itself. However, thix effect, which depend« upon the temperaiure and attenua- 
tion comtant of the input portion of the helix, is ordinarily small and when 
necessary can be further reduced by coolinK or by u«e of a low-loss material. 

The principal constructional features of a low-noise travelintcwuve tulw 
are shown In Figure 24-77. Design Interest centers on the cathode und as- 
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KinusK 24-77.   Low-noiu, hrllx-typc trsvrllnE-wave tube. 

soclated electrodes which make up the electron gun that produces the electron 
beam. Because the behavior of such guns is extremely complex, a large 
amount of work has been required to reduce noise levels to their present 
value. The lowest practical cathode lem|)erature is u«ed, the geometry is 
carefully controlled so that electrons move In smooth non-crossing paths, and 
their velocity Is increased gradually by use of about half a doxen separate 
ring-shaiHid electrodes, each at an increased potential. 

The electron beam is prevented from spreading by a uniform magnetic 
fleld which is accurately parallel to the axis of the helix After passage 
through the lu-iU ihe electrons are captured in a small meta! cup or collector. 
To avoid undesirable gain variations und increase of noise it is important to 
arrange matters so that no appreciable number of electrons released by 
secondary emission from the collector are able to traverse the helix in the 
reverse direction. Also, it Is necessary to achieve and preserve a very high 
degree of vacuum. Otherwise the ions formed by bombardiiient of the residual 
gas piTiur!) the electron beam and add noise to the output signal by produc- 
ing random modulation of the pha»e and amplitude. 

Typical low noise traveling-wave tubes have .saturation power output levels 
of about one milliwatt, values oi gain In the neighborhood of 25 db and dy- 
namic range near SO db. 

Noise figures typical of contemporary production-type traveling-wave tubes 
are shown In Figure 24-78, These values are strictly comparable with noise 
figures typical of trlodes and parametric amplifiers. 1: must be understood 
that Mich a chart Is necessarily general, and that somewhat lower as well as 
conslileraliiy higher noise figures will be met in individual situations. 
Neither trlodes nor pariimetric ampliliers are capable of matching traveling- 
wave tubes in bandwidth, though the latter are currently subject to very 
rapid improvement (Reference's 57 and 58). 
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24c 11 Parametric Ampllflen 
The term parametric amplifier I» a »horicnin« of amplifier based on time- 

variable parameters, I'nlike conventional ampilfterit, !he power Increane come» 
(mm an aiternatinR rather than direct current source. Parametric ampliAca- 
tion can be achieved in a linear nyNtem in which an inductance or capacitance 
is varied periodically by mechanical meav i. However, electronic devices are 
capable of frequencies far higher than anything which can be achieved 
mechanicttlly, Therefore, such linear systems are of relatively littie Import- 
ance. 

rradkal piirametrlc ampllften employ nonlinear element«, In which the 
Inductance or capucitance presented to the weak signal is periodically varied 
by a much larger pump signal which is usually at u substantially higher 
frequency. Both ferromagnetic and ferroeltctric materials are characterized 
by nonlinear behavior such that the Incremental permeability or permitiivlty 
is subject to wide variation during the cycl« of a suflkiently strong (pump) 
signui. Also, the effective capaciunce of u Mtniconducting diode is quite 
sensitive to the total buck bias applied. 

I'irhaps the simplest example of parametric excitation is provided by a 
pendulum In which the length is periodically varied. Such a system results 
if the line tn a plumb-lMib is passed thrmigh an eyelet anil pulled ai appro- 
priate times. Referring to figure ^4-74, it is easy to see that energy will be 
delivered to the bob anil thai the ampltu>de of the oxcillatlun will tend in 
increase it the line is pulled during those intervals when the bob is approach- 
ing the center of its path and is released so that the penduiuni lengthens 
when Ihe motion is away from tenter, it is seen thai the line is pulled twkr 
while the pendulum describes one full cycle of oscillation. Therefore it fol- 
lows that the frequency of the driven or generated oscillation is exactly hall 
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Kuui»»; U'W.   Vurlulilrlt-nKih pendulum, 

that of the drivinx or pumping signal. Thi» two-to-une relatiotiühip b vit«eful 
in frequency illviden« but repreMcntt» only one xpecial cat« of parametric 
excitatlcn. 

Hy MwloKy with the vurial)le-paran)eter iwnclulum we are led to the correct 
conduüioii thai an electric circuit will uxciltate if its tuning \» periodically 
changed by variation of either the inductance or capacitance. In fact, the 
ordinary induction alternator i» an example of thix relatiomthip. Here again, 
the simplest situation IH a xingly-rexonant circuit in which the value of the 
Inductance or capacitance varies at twice She natural frequency. 

A more complicated but much more useful situation arises whs'ii the elec- 
tric circuit has two natural frequencies and the pumping signal h»« u fre- 
quency which is the sum ul these two. Simultaneoiis (and closely coupled) 
oscillations arise at the two natural frequencies of such a circuit provided 
the losses are low enough in relation to the power level of the pumping sig- 
nal. Oscillations cease but a substantial negative resistance remains at both 
frequencies if the level of the pumping signal is reduced «omewhat below 
that which causes oscillation, Such negative resistance is the basis of rniwt 
practical parametric amplifiers, In siuh a dimbly-resununt nyxleti) a relatively 
weak input signal at one of the frequencies produces a considerably larger 
power output at either frequency. Therefore, the two-frequency parametric 
ampltfter is HIKU capable of operating as a frequency changer. 

The principal advantage o( purnmetrli ampliricution in thai It adds very 
little noise to the input signal. This desirable properly stems from the lad 
that thermal noise i«. associated wiih the resistive rather ih;iii ilic reactive 
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iiortion of circuit ImpedsBCC. Therefun-, « purely reactive circuit would con- 
trlliute no noi<te whatever, reKitrdleM» of Iti temperature. Thi* ideal itiiualion 
In, of courM, never realixetl in practice. However, it It approximated well 
enough so that under favorable clrcumitMCM a parametric amplifier oper- 
aiiiiK at room temperature Is capable of ctmtributinK no more noii«e than 
that due to a pure resintance at HO" K, That U, in term« of a nource at room 
ten)|>eraturc the noise fiKure i» well below one decibel. More representative 
values of the noise fiKure tu be expected of a parametric umplifter are Kiven 
In FiKure 24-78, 

A typical microwave parametric amplWer uses a back-biased semiconduct 
IHR diode in a cavity resonator system tuned to two frequencies; the input or 
signal frequency, and an auxiliary or idler frequency which is usually con- 
siderably hlnher.  In addition, the system must freely transmit the pump 
frequency which is the sum of the two. 

*i»"*l >nf«l ' •• H" ''I**' 

W>ii"f —'*-' " 

iiii>i*i<i>i>im 

Kiai'ss J4-S0,   I'nrsmi'trlc «miilllU'r 

A system havin« suitable characteristics is shown in Finurc 24-HO, The 
lenglhs and Imptduicei are such that nearly all the power supplied at the 
pump treqwncy Is delivered to the crystal diode and that virtually none 
leaks through to the siKnal source, The coaxial slruiiure also has a low-loss 
resonance at the signal frequency and another at the idler frequency. The 
Junction between the input low-pass filter and the resonant slrudure I* 
chosen so as to provide a good |Hiwer transier to the crystal >vithout seriously 
lomling the signal-frequency resonaiue. 

A system of this sort readily produce« a gain of about 20 db with a band- 
width of 2 in 10 nu in the frequency range 200 to .WK) mc The pump 
delivers a power of about ?'i milliwaits at a frequency about four times the 
signal (requvmy. The xaturntlon signal level is about to dbm, the dynatnU 
range about HO db and the noise figure one to four db. 

The noise figure lends to improve as the pump frequency is imrcased, lint 
this tendency is offset by the fait that available pump .signals become noiidei 
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and lei« stable with incren.i'nü frequency. Therefore, in any given «ituation 
there is an optimum pump frequency. 

It is upptopriate to duse this section with a brief note concerninfi the solid- 
state maser, which achieves much the same result in a quite different way. In 
the maser the awkward problem of controllinft three natural frequencies in a 
cavity resonator is avoided by selecting a material in which appropriate 
resonances are inherent in the structure ut the substance Itself, This is pos- 
sible because a number of materials such as ruby have the property of para- 
magnetic resonance, which may be varied by means of an external magnctic 
field. In the parametric ampiifter the |>ower source is a punip ut the highest 
frequency, and amplifkation or frequency conversion may be obtained at 
cither of the two lower frequencies. 

A good general account of parametric amplifiers is gjven in Reference 59. 
A more detailed treatment with comprehensive bibliography apiienrs in 
Reference 60, and additional theory Is given in Reference 61. 

Seetlon lit   Filtern 

24.12 Hllera 
A fillir is a structure or system which is capable of selecting or discrimin- 

ating between signals having different characteristics. The term originated 
in connection with frequency-selective filters consisting of combinations of 
pussive linear low-lews reactive elements. Low-psM and bandpass filters are 
familiar examples of such frequency fillrrs. The wide use of pulse circuits and 
techniques made it clear that signals are sometimes more readily identified 
by their lime pattern than by their frequency s|>ectrum and demonstrated 
the need for another class of filters which discriminate between signals in 
terms of direct waveforms, and are referred to as timr-domain or cornlation 
filler!. 

Because unique relationships, expressible in terms of Fourier and Laplace 
transforms, exist between the waveform (time domain) and spectrum (fie- 
quency domain) specifications of a given signal, it is clear that frequency and 
correlation fillers arc not Independent. However, '.he relationships in question 
are relatively complex. Therefore, in typical situations one of these two alter- 
nate approaches to the filler problem is far simpler and more straightforward 
than the other. 

21.12.1  Freqiimry Filtern 
A frequency filler ordinarily consists ot a combination of low-loss Inductive 

and capacltive elements. The most general response characteristics and the 
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'TWIWJMh- 

FiaimK 24-II.   A >lmpl« low-pit» Alter,  (a)  I.nltlcc rcprcMn!»!lor.,  lb) Bridge reprt- 
trnlitlun. 

innsi pnwrrfu! design mrthodt urc asHociated with Ü ) lattice or bridge struc- 
ture llluütrated in FiKure 24-H!, Such Alters arc characterized by two different 
pair» of *di'ntlcal reactive arms, a useful resistive load, and a source which 
is also a pure resistance, Ordinarily, but not always, the source and load 
resistances are equal, The desixn ordinarily neKlects the enerfty losses which 
result from unavoidable resistance in the reactive elements, and It Is always 
desirable to minimize such resistive losses. 

The lattice arranKement is unattractive in practice for several reasons, 
The numlKfr of elements required is lurKe, neither load nor source may be 
«rounded, and it is quite difficult to adjust the various elements to the pre- 
cision required, Practiciil Alters are ordinarily constructed In th. udder con- 
Aguratiun shewn in Flxure 24-82. With few exceptions the unbalanced ar- 
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KiauM 24-U,   I,»il(li"r-i>pf Allen rquivalvnl  la  Kluim-  i4 si    («)   Bulumrtl i.r «yni- 
iimniui loi'm. ('>! Unbatenrod or eammnn-Rround form. 

ranfiement is preferred because it |iermita « common Rround connection and 
uses a minimum number of elements, A furihrr advantage of this conflgura- 
lion is that it is easy to compound the discrimination or frequency selectivity 
of several different filler sections by connecting them in tandem or cascade t" 
form a composite (Utet. The prototy|>e and »«•derived lilterH of Zobel and 
Shea (Reference (>i) are Illustrative of this tleHi^n technique, 

The performance of fivqut'iuy riliers is ordinarily i|ieclAed and meaaured 
in terms of a single-frequency sinusoid wave, variable as required, In typical 
situations it Is desirable to transmit without attenuation utl sinnidr' having 



CIRCUITS 

frequencies within a certain ran^e called the patsbsnd und to reject siKiml.« 
at all other frequencies. It i» important to note that ronventionul filter* 
reflect toward the source all the energy which U not transmitted to the load. 
Therefore, they are characterized by large reflection coefficients outside the 
passband. Inevitibly there are certain frequencies at which partial transmis- 
sion occurs, but it in usually possible and desirable to limit these effects to 
relatively narrow transition or guard bands. 

While filter requirements can b - fled in terms of words or tabulated 
numbers, it is usually preferable to k graphical representation such as that 
shown in Figure 24-83, It is seen thai no requirement exists in the frequvney 

Kaii'SK :■» it.v    lirunhli.i! «pvcllU'Stliin of low p«M ftilrr 
characlvristlc. 

interval 1.00 to 1,25. In the passband the loss must not exo-ed some nmull 
value such as 2 db. In the rejection band above 1,25 the loss must equal or 
exceed the various values indicated. Uecause the mpoitH of physical filters 
is always continuous, the most economical filler meeting the given s|)ecifica- 
tions has a characteristic such us that khown in the heavy line. 

At low frequencies i' is possible and desirable to construct appropriate 
frequency selective filters of lumped inductive und capucitive elements. How- 
ever, these elements become unattractive at frequencies above about 100 
megacycles because the losses are excessive the power handling capability is 
inadequate, and the stability is poor. 

At frequencies ranging fron) about 100 to 1000 megacycles it is puuible U) 
construct excellent filiers from sections of coaxial or ((«ccasionally parallel- 
wire) transmission lines. Transmission lines are charai leriwd by the fad 
that their inductive and capacitive reactances are smoothly distriiniled along 
their length. Therefn/e il is impossible to ileslun such {'liters by the methods 
developed (or lumped elements. Fortunately, the resonant properties of quar- 
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ter- and hulf-wuve trunstmlMion line section» are quite »imÜBr to those of JLC 
lumped circuits, Therefore, excellent approximate designs may be had by 
simple extensions of the methods used to design lutnped-clrcult Alters. 

At frequencies upwards of about 1000 mc it is necessary to abandon trans- 
rnksion lines and employ resonant cavities. Such cavities are mechanically 
stable and have extremely low intrinsic losses and therefore permit the con- 
struction of very selective fdters. rnfortunately, such cavities arc capable of 
resonatioK 'n a variety of ways. Kii-. h of these resonances Is identified with a 
particular frequency and pattern of electric and magnetic fklds and is re- 
ferred to as n modr. To avoid the creation of unwanted (spurious) pass or 
rejection bands it Is necessary to make the dimensions of the various cavities 
dissimilar In such a way that their unwanted responses do not coincide. 

24.12.2 Correlntlon hsUvm 
Correlation Alters differ from frequency fdters In several Important ways. 

They often employ active elements such as vacwiui tubes, the behavior Is 
usually nonlinear, and time delay networks are L'".aly to be included. Such 
niters are most conveniently specified in terms of waveforms In the time do- 
main and tend to be more ipeclalited than frequency Alters. Tlu* analysis and 
dexi^n of tlniC'domain Alters have received tunsiderably less study than has 
been devoted to frequency Alters. Because the behavior of such Alters is 
more complicated and capable of much wider variation than frequency 
Alters, it lollows that the spedAcatlon of such Alters is still very Incomplete, 

The general features of a correlation filter are illustrated by the ränge 
;!.•"<• »vhlch has been used in many rudiir systems, The purpose of the ranke 
gate is to accept all signals which lie within a speciAed interval of time and 
to reject signals whiili occur ul other times, The essential elemenls of such 

* ^ a gate or Alter are fhown In Figure 24-84. A 
A'llh—— lm''ic  ,'nH' r,■'m',u', ls established by the 

C'T.'.'MT  Ki ^35? J f   *""•'   1 i'oc't "r pul*6 repetition frequency geneni- 
"J?:—h I  "•    I   I—^Jü—I tor. Signals, in this case a train of uni- 

formly  spaced  short  pulses,  are  produced 
'-l ÜÄ"."? [*~j jyi.^«» [ by the signal source. The returned signals, 

in addition to being delayed, are ordinarily 
Kimnk «.M,   8y.UBi   with   range ^.^ly   „ttenuated   and   omsiderably   con- 

laminated with noise. They are amplil'ied 
and converted to a convenient frequency before delivery to the elei 
Ironic switch or gate, which is central I« the present dismssion. The posi- 
tion of the gale is cont'olled by an .uluaiing pulse which is appropnalely 
delayed to correspond In the signal of interest. In the present situation it is 
clear that optimum results ate obtained it the Kate is actuated (or exactly 
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The other source» of radiation in thU aircraft will be the engine intakes 
which may have temperature» u high aa iWC and the hot metal part» of 
ihs engine*. The total output cf the fix engines will probably not be more 
than 4 kilowatt» per »teradian in the 4.3 micron region. The view of the hot 
metal end gaiea within the engine will be somewhat restricted by long ex- 
haust not ties. 

21.7  Radiation Chararteilitic* of Alr-to-Alr Rocket» 
The infrared radiaUoi. characteristics of rockets are also of interest in a 

discussion of infrared countermeasuraa. Thi» ig becäüw use can be made cf 
the radiation from the rocket motors of missiles In warning systems. (See 
section on engagement warning systems, Section 22-10.) Ultraviolet mMsure- 
ments on rockets have also been made In this connection. 

Table 21-IV shows radiation characteristics of air-to-air rockets In the Infra- 
red In kilowatts per »teradian at nose-on aspect (Reference 11). The number 
In parentheses following the average values indicate the burning time in 
seconds over which the average was taken. Those following the maximum 
value* Indicate the time at which the maximum occurred. These value* are 
from the nose-on aspect. Measuremenu were nude at a range of 500 feet. 
No corrections have been made for atmospheric absorption. Those measure- 
mentt were made at the Naval Ordnance Test Station, China Lake, Califor- 
nia, where the water content of the atmosphere is quite low. 

TABLE IV.   Radiation Characteristics, Alr-to-Air Rockets. 

Typ» 1*4 J« 1.1 1-7 M 
Rock.' ■ vrrxt ■aa svnna» mat 

rFAR MX 3 Mod 0 O.tO (1,6) 0,16 (0,7) 0,50 (19) 0.50 (1.0) 

KKAR Eip»rliMnUI >,J   (C») 1,1   (0.5) 1,0   (1,5) 2.0   (0.4) 

PFAR 107 B CIS (1.6) 0.<7 (0.5) 0,55 (1.1) l.t    (0.9) 

HVAR 1.0   (U) 17    (0,4) 5.2    (1.5) 6.0   (0.S) 

Zunl 6.1   (1.2) 04)   (0.5) 19.0   (1.6) 54.0    (0.9) 

HPAO 0.05 (I.S) 0.50 (0.1) 0 16  CJ) 0.28 (0.J) 

TABLE 21-V. Radiation Cltaracteristics of Several Rockets 
In the Ultraviolet 

Typ» Rocket Motor Minimum Maximum 

FFAR MK I Mod i 0 1 0.15 
FMB MK l Mod 0 JO S.0 
"FAR Exp X-U 12,0 J!.0 
HVAR MK 10 Mod 6 11,0 27.0 
HPAO 1)3 O 0,i M 
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close to the noule, considerable energy at the centers of these bands Is ab- 
sorbed. Plume radiation is not particularly important In the 2,7 micron tptc- 
tral region, It having been estimated that as much as 95 percent of the 
radiation In the lead sulftd« region (1,8 to 2.8 micron«) originates from the 
tail pipe. The chief stgnlAcance of the plume radiation is that It has a much 
broader spatial distribution pattern than does the radiation from the tall 
pipe. There I« considerably more energy from the plume in the 4.1 micron region 
of the spectrum than in the 2.7 micron region, although It Is still much leu than 
that of the tail pips. The ratio of the output in the 4.3 micron band to that In 
the 2.7 micron band may vary by tlmoit » factor of !0 »nd may be as much 
u 25 or 30. Since the 2.7 micron band radiation falls off more rapidly with 
temperature than does the radiation at 4.3 microiu the ratio mentioned 
above increases with altitude, because of the lower throttle settings and 
correspondingly lower temperature usually involved. Total plume radiation 
drops rapidly with altitude. Measurements have shown that at 40,000 feet 
the plume radiation In the 2.7 micron region is down to about six percent 
'f Us ground level value, whik the plume radiation in the 4.3 micron region 

is down to about 45 percent of Its ground level value (Reference 9). The 
radiation in the 4.3 micron region at 40,000 feet would be about ten percent 
of the tail oipe radiation. At sea level the plume radiation of the J-57 engine 
in the region between 4 and 5 microns, for a throttle setting of 93 percent 
would be uhou» tlO watu per steradian from tail upvct (Reference 3). At 
40,000 feel this would drop to about 50 watt» per steradian. 

The infrared radiation from an aircraft is greatly increased by the use of 
an afterburner, the output of an engine sometimes Increasing by a factor of 
50 or more when Its afterburner ic turned on. 

In the caw of some supersonic aircraft the radiation from the aerody- 
namltally heated skin will probably be much greater than that from the hot 
metal parts of the engines and the Jet plumes combined. It has been esti- 
mated that a six-engine aircraft, flying at a speed of Mach 3 at an altitude 
of 75,000 feet may have a skin radiation of as much ao 60 kilowatts per 
steradian for the 3.0 to 5.2 micron band in some directions if the skin mate- 
rial Is In an oxidised condition (Reference 10). 

Afterburner plume radiation is expected to be practically negligible com- 
, ed to that of the skin. This is due to the fact that at these high speeds 
there is a great reduction in pressure as the hot gases leave the engine nossle. 
This large change In gas pressure is accompanied by a corresponding drop in 
temperature. The resulting plume temperature behind the aircraf. will prob- 
ably be less than 500 C and the plume radiation in the 4,3 micron region 
will probably be less than 1 kilowatt jVr steradian, even when all six engines 
can be seen by the detector. 
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the tame interval that the signal ii preiented. This «imple itatement i« an 
example of the general propoOton that for beat result! the filter should he 
matched to th« signal. Undr 'hese circumstances there is output to the 
Integrator only du. ig the duration of the pulse, and noise occurring at all 
other times is eliminated. When supplemented with a frequency filter which 
limits the noise bandwidth to the smallest value consistent with the pulse 
duration, this tlnw-domaln filter gives results which approach the optimum 
predicted by Information theory. 

Time gates similar to the one Just described are widely used In radar and 
coinmunication systems. In KCM systems they are useful to sort out pulses 
received from various sources, whether the purpose be to secure Information 
or to Initiate countertneasures union. 

The extreme simplicity of the range gate stems from the fact that the 
signal to be received consists of periodic rectangular pulses. In a more general 
situation the signal Is modulated in both amplitude and phase, and It is 
necessary to employ considerably more complex Alters In order to secure an 
appropriate match with the signal. 

As an extreme example of a correlation filter, consider a c-w nuli-.r which 
transmits n signal consisting of bandllmited pure noise. Such a signal, which 
may be generated by passing pure "wnite" noise through a bandpuu fre- 
quency-filter, consists of successive cycles, which while generally similar 
differ somewhat in both amplitude and period in a completely random man- 
ner. Because such a random sequence never repeat» itself exactly, it Ir 
possible to wcure range Information by comparing the returned signal with 
a deiayei; sample of the transmitted signal. A method for iwformlng thl- 

«iK operation is süown in Figure 24-85. 
.'■A sample of the transmitted noise 

■> ■' signal is delayed in such a way that 
the detailed shape of the wave U 
unchanged. The necesxary compari- 
son is performed in a multiplying 

ftMttfl»« •" 
i»«».,i —,:.. 

•MHI 
Ml, 

circuit which Is so arranged that 
the output represents the prodiut 

p™« 14.U.   Notos^errstalion Mttr.       1)( ^„„^„^ valuef( ()f the lwo 

Inputs. This corresponds to the tr.iithemntlcal process of iros* correlation. 
Under the specified conditions the output Is extremely small unlexs the 
two inputs have the same waveform, in which case u subMantiul output 
is obtuined, 

It should be noted thai the requlrcmenls m the dday unit for this iipplka- 
tion uri' tnuth more severe than are thuae whiih apply to the simple range 
gate »emuiw it is necessary to preserve the wave shaiH- rnlhcr than simply 
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produce a trigger pulse et an appropriate time. 
The difficulty in producing a practical delay unit which merts the condi- 

tions specifted is such that various artifices are employed to Mcure equivalent 
results. One such method is to recirculate the signal repeatedly through a 
relatively short delay line, compensating its losses by means of a broadband 
amplifter. 

24.12.8 Comb Filters 
Filters which f.jely transmit a large number of discrete frequencies which 

are harmonically related while suppressing all others are referred to as comb 
niters because the respoiu« curve locki like the teeth of a comb. While such 
Alters can in principle be constructed of lumped elements using conventional 
design methods, it is rarely desirable to do so because of the large number 
of elements required and because the effects of dissipation are particularly 
harmful, A more rewarding approach is secured by noting that the desired 
spectrum tepresents the frequencies which are present in the most general 
form of wave having a period equal to the reciprocal of the desired frequency 
separation interval. Therefore, we are led to employ as our basic buildin« 
block a passive unit having suitable values of bandwidth and time delay. 

A comb Alter of this sort is shown in 
Jl    ^^    l_^ Figure 24-86. The delay unit and amplifier 

n*l —-K jp1       have comparable and relatively large Und- 
I        -"CiirV lü^«, widths, and the gain of the amplifier is only 

"*:,—-^ÜÜJ slightly less than the loss of the rest of the 
loop. Under these conditions the loop is 
strongly regenerative at a large number or 

uniformly spaced frequencies at which the net phase shift is an integral 
multiple of 360'. All such frequencies are strongly emphasised in the output. 
Therefore, the over-all transmission characteristic has the desired cumb-like 
shape. The extent to which the ideal resfxmw may be approached depends 
upon the extent to which the loop gain at the many frequencies in question 
can be made to approximate the critical seru value. 

The behavior of this type uf comb filter and of all sorts of recirculatior 
systems based on time delay is made clearer in the discussion of frequency 
memory in the following section. 

The literature on filters is very extensive, and any brief bibliography 
mcuaarlly rrpresent« somewhat arbitrary »election. A very complete theurc- 
tl al treatment is given in Reference 6J. Good handbook material Is provided 
In References 64 and (>5. A comparison of filtering methods b given In 
Reference 6C. 

Kliit'lU 24-S6.    Bulc comb ftllrr, 
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24.18 Frequency Memory 
In many ECM and ferret tituttlont it would be convenient if e received 

tlgntl pulie could be itored as ■ contlttuout wave of lubtUntially the tame 
frequency. Thia function i« performed by a frequency memory unit, which li 
a ipecial kind of regenerative circuit capable of »uitalnlng uacltlation at any 
one of a large number of discrete f requenciee. 

The arrangement of a typical frequency memory »nit U ihown in Figure 
24-S7. Delay, which ii typically of the order of 
one miicroiecond, is provided by an appropriate 
coaxial cable. The traveling-wave tube, which 

| ^^^l """*» •""■''I hat a bandwidth upwards of a thousand mega- 
"~^J_|    £J cycles, provides a gain approximately 6 db in ex- 

1 ■—'     cess of the leu produced by the delay line and 
Kuui«    24-17,    Frequency the  directional  coupler,  which should  have a 
memory unit u«ing trtvcllng- Hatively small coupling loss and very small re- 
wsvt tube snd amW etbl. a^Hon coefficients. The input signal divides in 

ctatay UM. ^ C0Up|er   ^^ p,^,,,, directly to the out- 
put, part flowing through the delay line to the ampllAer. If the ampli- 
fier is energised in the presence of a relatively small input It will yield an 
additional competent of output, Of greater prevent interest, It contributes 
to the delay line an additional signal which under favorable circumstances 
is in phase with and larger than the orlglna! signal. It I» readily seen that 
the frequency of the signal tends to be preserved and that the level of the 
signal grows with successive recircuUilons around the loop. This step-wl*« 
growth process continues until a level Is reached at whkh saturation sets In and 
the net gain around the loop is reduced to unity. Under favorable conditions 
the system now oscillates stably at this level and frequency until the power 
Is turned oiT or the situation is changed by the Injection of a relatively large 
input at some new frequency. The behavior is Illustrated in Figure 24-88. 

WA/ wwy 

PIOVSR 24-SS.   Slsnal growth In IdvtiUnl Irrciurncy memory unit with lonp zaln ol 6 db. 

It Is readily seen that the possibility of oscillation exists for any frequency 
mitisfying the Barkhausen phase relatlonahlp. 

.■ 
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$ = 2HW (radian*) (24-97) 

If, ei is often the ca<e, the total loop delay is nearly Independent of frequency 
and li equal to » (second») the total phase shift is given by 

2W/T (24-98) 

K!!mir>ntin« 4> between these equations we see that oscillation tan occur at 
any frequency satikfying the equation 

/« «A (24-M) 

subject to the additional requirement that the (small signal) loop gain must 
equal or exceed unity, If, for example, the delay is one microsecond and the 
loop «ein exceeds unity throughout the frequency band 3 to 4 kmc, then the 
unit Is at least potentially capable of oscillation at any one of a thousand 
discrete frequencies separated by uniform Increments of one megacycle. 

The analysis (Reference 67) of frequency memory units, which Is relatively 
complicated, shows that the Idealiied behavior Just described Is not realised 
in practice. Occasionally, the system oscillates simultaneously at two or more 
frequencies. More often, the small reflections produced by Imperfections In 
the tube and cable disturb the form of the oscillation by producing growing 
phase modulation which eventually suppresses the carrier, When this occun 
the Initial frequency is Urn and oscillation occurs at some frequency cr fre- 
quencies fnvored by the system. However, the phase modulation process Just 
described requires a substantial amount of time—therefore, evert in unfavor- 
able circumstances the initial frequency is preserved for some finite period 
referred to as the memory time. 

As one might anticipate from simple considerations, the system works best 
at frequencies having the largest values of loop gain and more poorly at 
frequencies where the gain Is lower. However, It turns out that the behavior 
is affected more by the curvature than the depth of the gain valley. This 
situation is illustrated by Figure 24-8Q which shows the loop gain and 
memory time of a particular S-band frequency memory unit. 

Th«? behavior of a frequency memory system is greatly affected by the 
duration of the Input pulse, which is often referred to as the instruction 
MKiial. It is readily seen that the optimum situation exists when the Instru'- 
lion pulse has a durntion exactly equal to the loop delay r and a frequency 
riirreaiionding to one of the natural tr.odn of the eystem as given by Kq (24- 
99). Finally, if the input level is such that the tube is immediately driven 
to Its normal saturation level, there Is no starting transient whatever. The 



first cycle of the wave delivered from the output of the amplifier fits exactly 
onto the last cycle uf the Input pulse, and continuous ordllailon la estab- 
lithed. 

It should be noted «hat the ar- 
rangement shown ha» the «dvan:age 
that the amplifier need not be fully 
energised until an Interval r after 
the beginning of the instruction 
pulse. This feature is Important in 

delays are Involved in the 
gat» circuits which perform this 
function. In other situations where 
the amplifier can be energised 
quickly enough, it is possible to re- 
duce the required Input signal (and 
the available output) by inter- 
changing the location of th. delay 
and the coupler with respwt to the 
tube. 

....«tu.« 

able 

FIOVSE 24'IV.   Loop »in and mtmory 
for ■ lypicil lr«qu«ncy memory unit 

tlmt 

The understanding of frequency memory systems is facilitated by refering 
to the two mode oscillator illustrated in Figure 24-90 and studied by van 

der Pol (Reference 68). It Is assumed that 
the tuned circuits are reasonably sharply 
tuned and are similar as to impedance level 
and natural frequency. If the two frequencies 
are incommensurate and the nunllnearity of 
the amplifier has a typical and appropriate 
form, it can be shown that the circuit can 
sustain oscillation at either of the two fre- 
quencies and that only one frequency is pos- 

sible at one time. The frequency of oscillation can be established by 
an extarnal generator connee'ed in some convenient way as indicated. 
Two forms of instruction are possible. In one, the signal is applied du»- 
ing the interval immediately following the supply of power during which 
oscillation is building up. In the other a relatively «trong signal h supplied 
for an interval sufficient to force oscillation at the desired frequency, Be- 
cause the system can sustain oscillation Indefinitely at either of two fre- 
quencies the choice of which is exterior to the system, it represents a form 
of memory unit operating in the frequency domain and capable of storing 
one bit of information. 

.riil 

Fiuuss 24-90.   BUtablt frequency 
memory uilng lumped con»l»nu 
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By providing additional suitable tuned circuit! to the arrangement of 
Figure 24-90 it it pouible to extend the tame kind of operation at three, 
four, or more aeparate frequencies. However, the impedance and frequency 
of the several tunod circuits must be controlled within narrower and nar- 
rower limit» as the number is increased. Practical experience suggests that 
the system reaches its practical limit at about ten different frequencies. 

24.14 Amplltarie UmUrri 
In many systems, including automatic frequency control devices and re- 

ceivers for frequency modulated signals, it Is necessary to provide a circuit 
havi&g an output which, within limits, is Independent of the »innliiude of the 
Input. This function is performed by a suitable nonlinear circuit called an 
amplitude limlter. 

One form of amplitude limlter which is applicable In a wide range of situa- 
tions is the symmetrical clipper shown In Figure 24-91. The resistive load 
Is approximately equal to the resistance of the source. The diodes are back 
biased so that they do not conduct until the instantaneous voltage exceeds 

i 3 T 
1 

ftovn* 24-9).   Wtvcfcrmi  la  cllpptr. 
PIOVM 14-91.   Symmtlrtcsl dlodt clip- 

per. 

some threshold level V. To facilitate analysis it Is assumed that the diode« 
are ideal with zero forward resisUnce and infinite back resistance, üood 
results in substantial agreement with theory are obtained if in relation to 
the load resist« nee the forward resistance Is very low and the b&ckwaid 
resistance very hUh, Germanium, silicon, and thermionic diodes readily sat- 
isfy these conditions for reasonable values of the load Impedance. 

The action of the clipper Is readily understood In terms of the waveforms 
shown in Figure 24-92. For small (Instantaneous) values of e, the loaii volt- 
age v is equal to e/2. Fur large values of e, the load voltage v Is constant and 
equal to ± K, It is seen that increaue of the amplitude of e causes the output 
waveform to approach a square wave, of which the fundamental component 
has a (peak) amplitude equal to wV/2. A relatively simple analysis shows 
that the ratio of the fundamental component of the output voltage to the 
(sin u.M.id» 1) Input voltage Is expressed by the parametric equation 
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__   2{9 + untcont) 

and has the form shown in Figure 24-93. 

AMplitud« Discrimination 
Frequency modulation is widely used because it results in systems which 

are insensitive to important classes of noise and interference. This insen- 

 r 
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Fiavu 24-M.   Anifilliudi    dUcrlmlni- 
tion In lymmttrksl cllpptr, 

Fiouw J4-9J,   R»dlo of clipped to un- 
dipped output. 

sitivity is directly connected with the umpiiiude discriminutiou provided by 
the limiter in the receiver. To examine this property we extend the analysis 
of the simple clipper of Figure 24-91 to include the effect of two signals. 
See Figure 24-94. Suppose that the source contains two unrelated frequencies 
/i and /i and that the voltage of /« is large compared to that of /|. It is 
readily seen that the results previously presented still govern the behavior 
of jt but that /i is transmitted to the load only during the undipped interval 
of the cycle. Thus the relative transmission of the A component is given by 
the equation. 

V, = 2(9/ir 

It is seen that the weaker signal I, is transmitted less freely than the strong 
aignal at j*. That is, the strong signal tends to suppress or dhcriminale 
iigaln.it a co-existing weaker signal. 

This desirable property can be compounded by using several limiters in 
casrade. However, it is necessary to separate successive clippers by ap- 
propriate tuned circuits of filter« Otherwise the clippers hre effectively in 
parallel and no useful accumulation of the discriminating function results. 

The cascading of limiters Is greatly »implined by employing vacuum 
tubes to Isolate successive stages. Successive tuned circuits compound their 
selectivity, and the vacuum tubes produce bo*h gain and limiting. The ideas 
Involved are well illustrated by the l-f amptiAer, limiter arrangement for a 
frequency modulation receiver as illustrated In Figure 24-QS. Fach stage 
produces a relatively large gain of the order of 30 db for small Nignals. Thus 

- 
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n 

FiauRE 24-9S.   Cuckde ptntod« UmlKr u uitd in KM nralvtn, 

m very äma!! input produces an output lumcwnt to saturate the final tube, 
and a somewhat larger input aaturatea both of the Iftit two tube». However, 
the output changes very little with additional input because the signal driving 
>*-   «•rial tube is now limited and no further saturation is po>wibie. 

The limiting action results from rectification In the grid circuits which 
Increases the bias and decrea.-es the average plate current of the tubes as 
the signal input increases. UR is propertly chosen with respect to the tube 
iharncteristics the plate supply voltage and the screen dropping resistance, 
the output voltage is substantiaiiy constant for a least a 10:; ratio of input 
voltages, The associated capacitance (', must be large enough to bypass R, 
and should produce with it a time constant (Reference 69) compatible with 
the bandwidth of the signals to be received. 

The bandwidth desired in the tuned interstage circuits depends upon the 
application. In automatic frequency control systems, it is nut critical and 
need be merely sufficient to pas« «II the frequencies of Interest, in receivers 
for frequency-modulated signals, the best signal-to-noise latlo is obtained if 
the bandwidth of these circuit. Is barely sufficient to pass the desired signals. 

24.1S 8upeiT«generfllion 
Superregeneration is a term used to describe a form of signal reception 

which makes use of the ex|>onentlal growth of an Initially small signal in a 
circuit which hits an effectively negative resistance, so that the logarlthmif 
(!<•< Mmc-ii Is negative. Because limiting and saturation occur very quickly 
in u npKutlve-resistance system, it Is necessary to stop and restart the process 
nl frequent intervitls. The rate at which the starting process must be repeated 
Is determined by the bandwidth of the signal to be received. Shannon (Refe- 
rence 70) has shown that all the information ronvcyed in » frequency band 
extending from zero to frequency / is preserved If the wave is sampled 
periodically ul frequency 2/. For example, a speech channel having an upper 
freqiirncy of 4 ki suffers« no loss of fidelity if sampled at any rate greater than 
8kc, 

S 
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The principal virtuu of lupcrregenemtion stem from the feet that « very 
larga gain is provided by a single tube and a high and controllable degree of 
selectivity is provided by a single tuned circuit. While it is possible to ar- 
range matters so that a single tube produces the periodic sampling function 
as well aj the negaMve resistance, it is rarely desirable to do so. 

Fuvu J4-96.   SupirrtgtMnUvf sir.pUatr. 

A superregenerative amplifler is indicated in Figure 34-96. A triode is 
coupled to an antenna and provided with feedback such that oscillation will 
occur when the bias Is reduced below some threshold value. The quench 
signs! generator prcducw a voltage which is periodic and has an appropriate 
waveform, Other waveforms are preferable, as indicated later, but the square 
wave is useful and serves to Illustrate the basic Idea. 

During one-half cycle the tube U nearly or completly cut off, and any 
transient oscillations rapidly die away. Thus at the end of a very short inter- 
val the only voltage In the grid circuit is a measure of the antenna Input 
signal, as affected by the selectivity of the resonant circuit During the next 
half cycle the bias Is reduced nnd the plate current Increases to a value such 
that regeneration is more than sufficient to overcome circuit losses. Now 
oscillations at the frequency of the tuned circuit build up exponentially with 
time from the level Initially established by the antenna circuit. 
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FIOURK U-%1.   Kxponrntlal yrnwth of iliinal drvulopmenl. 

The basic action is shown in Figure 24-97 which plots the Ir.stantcneous 
level of oscillation «Kttinst time, using a logarithmic ordinate acale. It Is seen 
that the levei Increases by a very large amount (e.g. 100 db) in a relatively 
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»hört time (e.g., SO ^sec). The crucla! feet is that until nonlinearity due to 
uturation set» in, the votUge «t the end of some definite time period in 
(almost) proportional to the voltage which existed when the circuit WM 

activated. The approxinution involved items from the fact that the input 
(antenna) signal not only affects the voltage at the moment of turn on, but 
affects the growth rate for the first few microseconds thereafter. 

At the end of the growth interval (e.g., 50 MMC), the oscillation level is 
sampled by a simple detector or other appropriate means and the oscillation 
is then damped out by turning off the tube. This action is shown in Figure 
24-98. It is clearly necessary that the positive damping coefiklent provided 
during the turn*off Interval is larger than the negative ccefÄcient which esists 
during the growth period. Otherwise, the oscillations built up during one 
period persist or "hang over" into the next and the desired action Is lost. 
This undesirable circumstance Is avoided by use of the special conductance 
variation shown at the foot of Figure 24-98. 

n m. ■ wv 

PimiRE 24-98.   Coivltl« cyclt of operation. 

The voltage level from which UM next train of oscillations build up Is 
established during the pr»l< d designated "instruction" Just prior to the 
moment ot turn-on when the net conductance of the tuned circuit is mad« 
negative. The instruction Interval Is Identified M the sampling period in 
terms of information theory. 

Wheeler (Reference 71) has shown that the effective selectivity of a 
superregenerative amplifier can be controlled between wide limits by shaping 
the time-variation of conductance at the end of the instruction interval. If, 
for example, the net conductance of the circuit is rade »early sero fur a 
relatively long time, the response is that of a single very high () circuit. 
Alternatively, a linear time variation of the conductance from a considerable 
positive to a considerable negative value produces a selectivity curve of the 
well-known gaussian (j> sz at **) form. This is a remarkable result in that 
the hi^h skirt selectivity characteristic of the gaussian response is normally 
attained only by cascading a large number of tuned circuit«, whereas it is 
achieved here in a single circuit by shaping the pulse which cnntrnls the 
gain of the tube and thereby the effective negative conductance of the tuned 
system. 

* 
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24.16 Locklnf In OMÜlaton 
The ttrmi locking and synchroniiation are used interchtngittbly to iden- 

tify ■ituttioni in which the frequency of an oKlllator ii controlled by the 
injection of a aignal from some external source. In the simplest cat«, the 
frequency of the injected signal ii nearly equal to the aignal at which the 
oscillator would operate if undisturbed. When the difference between the 
input frequency and the free-running frequency becomes sufficiently small, 
it suddenly drops to aero and the oscillator acts as a highly regenerative 
amplifier of the input. The output consists of a single frequency which is 
identical with the input. That is, the output is locked fo or lynckronited with 
the input. The output is nearly congUnt as the input frequency is varied 
through the nngt oj synchroninaiion within which locking occurs, but the 
phase of the output with respect to the input varies through a range ap- 
proaching ±90*. 

Simple rockirig in a 1:1 frequency ratio occurs in all kinds of oscillators 
and at all frequencies where oscillation can be produced. In contrast, locking 
of a more complicated kind in which the input differs from the free oscillation 
frequency occurs only in nonlinear oscillators. This Is not a serious practical 
limitation because most oscillators are quite nonlinetr. 

Ordinary oscillators consist of some sort of tuned circuit or resonaio*' In 
combination with an electronic device which produces sufficient ampliAcation 
or negative resistance t»> overcome the inherent losses. In certain microwave 
lubes, such as the backward-wave oscillator and the voltage-tuned magnetron, 
the tuning function is at least partially controlled by electron transit time. 
However, in all casen, the stable amplitude equilibrium which characterises 
the state of sustained oscillation Is associated with nonlinearity and saturation 
in the electronic device. The nature and extent of the nonlinearity of a par- 
ticular oscillator governs the range of synchroniiation that a given signal will 
produce, but does not affect the nature of the phenomenon. 

It is relatively easy to see thai synchronisation should occur when the 
synchronizing nignal has a frequency which is half the free-running fre- 
quency of the oscillator. The injected signs!, acting on the nonlinearity of 
the electron device, produces a second harmonic which may be thought of a* 
locking the frequency on a 1:1 basis. Evidently, this line of reasoning can 
be extended to include any situation where the oscillator frequency is a 
simple harmonic of the locking frequency. 

Locking also occurs when the synchronizing frequency is twice that of 
the oscillator. IVrhapn the simplest way to view the shuution is that the 
oscillator produces a substantial second harmonic current which has the seme 
frequency a» the injected signu! nnd thereby prodjccs locking. Additional 
itisitfht is gained if we note- thut the aifjerencv of the oscillator and input 
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frequency Is equal to the oscillator frequency if and only If a two-to-one fre- 
quency ratio exists. Analysis based on this concept predicts locking and 
indicates the manner in which the phase varies as the Input signal frequency 
is varied within the synchronit'ng ra. *«. 

Locking Is observed whenever the oscillator and input frequencies are 
related In the ratio of small whole numbers (such as 5:2). However, the 
range of synchronisation is relatively small, and the conditions for locking 
are too critical to be of much practical value for any but the fimplest fre- 
quency ratios. 

Locked oscillators have at least two important applications. In receivers 
for frequency modulated sigrait, they combine the functions cf smpÜfteaUon 
and limiting. In frequency synthesis systems, they serve s Altering function 
to produce a relatively large sinusoidal signal with a frequency identical 
with some chosen component of a more complicated wave produced by 
multiplicHtiun or modulatiur. from seme basic frequency source, 

24.16.1 Rans« of Synrhronlunlon 
The frequency interval over which an oscillator can be synchronised de- 

pends upon the level of the synchronising signal in comparison to the 
magnitude of the self-generated oscillation, and upon the rate of change of 
phase shift with respect to frequency in the resonator or other frequency 
governing circuit. The essentitl facts of synchronisation of a feedback 
oscillator are shown in Figure 24-99. When the injected signal has a frequency 

Fiounic 34-V9,   SynclironttMSon   of   »n   OKlllstor, 
Block illnKum. (6) I'hitur dlanrtm. 

(•) 

exactly equal to the vtural frequency of the oscillator we see that v, is in 
phase with v„ and v», ml that the angles 8 and * are both sero. At other 
frequencies, the loop phase shift 8 hns a finite value and equilibrium requires 
that <6 have a larger value. At any given frequency, 6 has a unique value 
characteristic of the system, and it is clear that there Is some minimum value 
of Vi, corresponding to ^ = 90", which will produce synchroniiatlon. From 
this point of view it Is clear that to secure synchronisation over substantial 
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frequency Intervall with relatively weak signals it if desirable to make the 
ra:e of change of the loop phaae shift 9 at small as posaib'', This is achieved 
(Reference 72} by lowering the Q of the circuits Involve ninlmNng stray 
capacitances to preserve adequate impedance levels, a.id oy using special 
circuits which, (within the range of interest, have abnormally small variation 
of phase shift. The fact that the relative magnitudes of v, and v» must change 
somewhat as 9 and ^ vary, is identified with a small change of the level of 
oscillation and the degree of saturation in the amplitude limiter which occurs 
as the synchronising frequency is varied. 
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25 
Mechanically Tuned High-Power Oscillators 

and Amplifiers 

R. B. NELSON,    P. W. CRAPUCHETTE8 

Progreu in the deiign of component for electronic countermeaiure» 
(ECM) hsj hiitorically moved ahead In bunti followed by long pause». In 
no other ECM component has thi< been more true than in the deaign of 
tubes for use in mechanically tuned osdllatois and ampllflera. ECM had it» 
beginnings with the design of system« around commercially available triodes. 
oriRlnally designed for fixed frequency studio-transmitter link service. Newer 
systems were designed concurrently with new tube types—planar triodes, 
resnatrona and split-anode magnetrons. These syitenu were all operational 
in World War II. Toward the close of the war the ECM systems using multi- 
cavity magnetront were studied extensively and sclsntiAcally. Particular 
attention was paid to considerations determining jamming effectiveness. 
These studies continued in the period Immediately following World War It, 
culminating In the vcral magnetron systems which currently provide the 
ECM capability of the Armed Forces. Because of its several desirable 
characteristics, the floating drift tube klystron was also extensively studied 
In this period. 

The mechanically tunable oscillator has tended to fall intc disrepute In 
an era of sophisticated radars having new antijam features, such as multi- 
plex, frequency diversity, and shaped pulses. The multiple task requirements 
tended to make brute force too large and too heavy. Lately, however, a new 
capability has come Into being In the use of mechanically tuned oscillators. 
The us« of increased bandwidth barrage self-noise or video-enhanced noise 

25-1 
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in mechanically tuned oscillator» improves their usefulneu against the snore 
sophisticated radars, 

25.1 Snmnutt-/ oi the Bvlative Operating Paramntera of tha Variotta 
Devices 

The relative tneriu and demerits of the tube types are deitcribed In the fol- 
lowing tablet. Table 25-1 deKribw the prefent status and essential charac- 

T.vsiE lf.1,   Appllwtion ComparUons of the Various Tuhtt 

HMMU 
ftaiar« Triodt     THrrtt   Xunatron 'S»0'-«»«*  UjätknUy   Drift j.^ 

Circuit tptk* tptk* tptk* iochsr UM imsrosl inttrnal 
Unit list bulky bulky bulky bulky compact compact 
Accetiorlti ». • i. ■> ». • 4, « Ci • » 
Tuninc knobs 21 2' ?' 1» i 1» 
Tunlr.| tsM late Ulr bird •asy HcttUnl g"od 

Tuning rat« »low •low 0 slow (ait midlura 

RelUblltty Rood food (sir wood excdlent lab. 
Ufr (hr) 50-JSO SO-ISO »■100 S0-2S0 JCO-1CO0 1000 

Avill.bllily prod. prod. lab. prod. prod. lab. 

Ampliftcatlon 
Cipability y« yrt K« BO mi no 

Uui« "bi. Obi, Obt Obt. W* lib. 

* Ground grid circuit, tuned plau snd cathods mirthally und. 
k KlUimnt ichedulc rtqulrtd to compfnsat« (or back-bnatlng. 
' Circuit not seK-ntbld UM caihod« MK-blsi, 
<■ Filamtnt regulator rtqutrcd (or long catbod« Ulf. 
' Migmtic flvld rsqulrtd, may M psmuntnt magnet. 
■• Two-cavity circuit! uicd witb Isedback and output circuit! controllsd by adjuitabi* 

rolling umi to accept tubt vtrlalUini. 
■' Uoied vernier nceil« idjuitmant «(ter Urge (requsney change. 
* Voltage muit bo trscked by Mrvo while tuning. 

tcristics of ECM systems using the various types of mechanically tuned 
devices. It indicates that, excepting the magnetron, all the various mechani- 
cally tuned deviws which have been in service are now obsolete. Obsoles- 
cence has been caused by the introduction of tunable radare which Impose a 
rapid tunabillty requirement upon the ECM system. Even the magnetron 
will be obsolesced scon except for spot Jamming of particular situations. The 
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TAIU J3-.1.    Equlpimint UHI« by Varlouf Tub« Typei 

Triode» AN/APT-S, "«rpet-b»!," AN/APT-9 
T»trode» Project Tubt, APT-1 ft .' 
8pUt-«node itignetronn TDY, AN/APT-3 
Mulilnvlty nwgnetroM AN/XMHT 1 k 2, AN/MLQ-2 * 7, AN'/AU-i, a, S, 

AN/ALQ-«, AN/APT 16 
Flueitng drift tub« klyttrom KxperimenUl 
BarralroKi* Under conilderttlon *r« AN/AI.T;, 6, AN/ALQ-2J 

Barratr-« •     t form of mechunltiüy tuned lelf-noiH geMrator which may 
offer Home improvfr-',fit over the magnetron. 

Table 25-2 Mia for'1' the relative capability of the varioui tube types in 
their conventional ein. ' aa generaton of microwave jamming energy. 
Table 25-3 Hit» aome of tin olr . .^uipmenti for which the varioui typm 
of tube» were u«ed. 

28.2 MulUeavity Magnatron* In Moelianieclly Tunad OaeUlalors 
Single-dial control of frequency at rapid mechanical ratee hai made the 

multicavlty magnetron the moit popular of the mechanical ECM devices. 
Figures 25-1 and 2S-2 Indicate typical production devices. The addition of 
a moving magnetic member to the moving tuning structure has made pos- 
sible wide tuning range (1.7:1 at /'-band to 1.2:1 at X-band) while oper- 
ating at essentially constant voltage. A tetroHe modulator In a series-shunt 
arrangement vrtth the magnetron cathude not only provides modulation but 
serves to hold current constant as well. Auxiliary circuits are available and 
reliable. Output coupling is ßxed by the designer so that good performance 
Is obtained over the desired band without adjustment In the field. High- 
quality noise Is available from these hlgh-efAciency devices because of -neir 
unique non-linear nature. Following • brief summary of magnetron design 
practice, there will be several paragraph relating to the normal and eb- 
nurmal characteristics of magnetrons plus further details of performance. 

25.2.1    Multlravity Magnrlrun Itasifin Nummary 
A magnetron is a diodt with an axial magnetic field parallel to the axis 

of the cathode and anode »pace, In multicavlty magnetrons, the anode cylin- 
der Is divided into uniform segments which are connected to resonant cir- 
cuit!« that provide rf imoedance, store energy, and regulate frequency. A 
physica! picture of the electron interaction In magnetron» will materially 
BSiiit the um in assuring their proper u|)cratiün. The extensive literature 

♦Trmli' murk uuUlcrid. 

/ 
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^vtlhbl« ;.u,!n!y deals with puts« magnetrons, which differ In only small 
deieil from the ECM magnetrcr-ri, largely In caihude design and output 
coupling circuits, References 1,2, and A provide a very detailed picture of 
the electronics as well as excellent Introductory material. Cathodes of ECM 
magnetrons are invariably fabricated of refractory metais, in order to sus- 
tain without damage the relatively large number of electrons which bom- 
barded it from the electron stream. The cathodes must provide primary 
emission, whereas pulse-type magnetrons operate satisfactorily with second- 
ary emission. The structures must be rigid and suited for operation under 
severe environmental conditions. 

Km. 2S-i. L-JI10A miRnclron, 200-wsU 
CW, tunsblr .'.(50 .(600 Mc, ihowlngi K|»- 

na« tuner and body roollng clrculli. Hy- 
draulic lunrr In Krv« «clunnil it 20 epi 
muxlmum rttc over 400-Mc bind. Ctwriaty 

LIIIOH Indmlrlfs. 

Flo. 25-1. QK-4V6 JW-wtit CW miRn«- 
(ron, hydrsullcally tunsbl« from .MM) to 
JuOO Mc. Puiltlon controlled by istvo. 
Maximum tunlnR rate; 30 cpa over sny 
200-Mc porliun o( bund. Boily i« ll(|uld 
cooled, Tuner I» conduction cooled (we 
Huure J.M). Courlny Raylkron Manu 

/a('/«r(Hij Co. 

The output circuit of an ECM mugnctron is generally more hoavily coupled 
to the resonant circuit than in pulse tubes so that an adequate noi»e band- 
width can be obtained (t'fftclency is also increased), The tube Iniorporates 
such cumbinations of transformers and discontinuities »s are required to 
make coupling adjustment during o|)erutlon unnecessary, The magnetic field 
required lo provide the necessary synchronous velocity is readily provided 
by magnets which are permanently attached to the tube. Removal of the 
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magnet« will deitroy operation unleu the magnets are remagnetlsed after 
reaiwmbly. To reduce sin end weight and stray magnetic-Aetd leakage, 
some magnetrons are packaged with bowl magnets. 

2S.2.1.1 Intemetlon Space Dealyn. The basis tor much of the Inter- 
action space theory for magnetrons wan laid by A. W. Hull (Reference 4), 
who investigated the behavior of electrons In a cylindrical diode In the 
presence of an axial magnetic field. An electron leaving the cathode is acted 
upon by a radial force proportional to plate voltage and by a force acting at 
right angles to Its velocity whose magnitude Is proportional to the velocity 
and the d-c axial magnetic field strength, B. This combination of forces 
causes the electrons to move across the interaction space in quastcycloids! 
orbits. When the orbit Just touches the anode, any further Increase in mag- 
netic field will turn the electrons away from the anode and a cutoff condition 
exists, as given by equation 

tBW 
KM -w (25-1) 

where r, and r, are anode and cathode radii, respectively, and V,.„ Is the 
voltage from anode to cathode at the d-c cutoff condition. 

Several alterations of structure were found to yield oscillation In the near- 
cutoff region. Further study showed that, if the cylindrical anote were 
divided equally into an even number (A') of parts (see I'hyi- iS-J), and 

suitable impedances were introduced 
In consecutive array, then larg« signal 
oscillation would be observed. Cur- 
rent is drawn to the anodes under the 
combined influence of the applied 
voliagc and the rf vüitayie, even though 
the applied voltage Is much less thun 
the d-c cutoff value from Equation 
23-1. The »tanding wave of voiUge 
produced on the vane tips (which are 
of alternating polarity In normal Op- 
eration) can be M'parated into two 
oppositely traveling wave» which must 

„      . ,    ,„       ,        , thin be synchronous with the elec- Km, ^5-.i    I'Un   view   of   a   RMgfMirafl ' ,    ,      , , 
.howlnn v.n... sad .träpi. lourtny uii,m    Ut>n* whose  velocUy Is determined 

Imiusirlfi by the geomrtry and the impressed 
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fleldc. 0. Bunneman, working in A group under Hurtree (Reference 5), de- 
veloped the criteria determining the voltage which mutt be applied to a 
given geometry if oicillatlona are to start, which if given by 

N\ (^ -''8>(*~^r-) <2S-2> 
in which A li wavelength and Vof) in the voltage at which oicillatloni start 
provided that B it large enough so that no current will be drawn to the 
anode in the abience of oiciUations. A further study of these two relations 
by D. A. Wilbur (Reference 6) has permitted deduction cf the electronic 
efficiency by 

», = I ~ (25-3) 

The results agree well for low values of efficiency. When V{.„/V0II is greater 
than 1.5, it has been found ihat a factor of 2 In the denominator yields bet- 
ter agreement with the data. 

Experience has dictated that the interaction space design must concern 
itself with two more parameters, The anode-to-cathode distance has been 
found to Influence starting time, the dynamic Impedance of the tube, and 
electron back-bombardment of the cathode. A reduction in spacing reduces 
all but the Utter factor because of the greater projection of the anode fields 
toward the cathode. If the spacing is made too small, the magnetic-Aeld re- 
quirement becomes uneconomic and back heating becomes destructive. 

The ratio of the vane thickness to gap between vanes determines the 
compottition of the fields in the interaction space since the magnitude of 
the various space harmonics will be determined by this ratio. At a value of 
2:1 the fields are largely first harmonic and thus provide the greatest Aeld 
for Interaction per volt between vanes. The improvement in starting time 
which results is accompanied by a more uniform change In frequency due 
to increase in space charge when the current Is increased. This is called 
frequency pushing. For further discussions of pushing, see Sections 25.7 and 
25.9. 

The three relations useful In magnetron design given above incorporate 
the variables f,,,, V„„ N, K, n„ r«, r„ and B, which means that the designer 
must draw on experience and, by successive approximation and selection of 
values for five of the variables and computation of the balance, determine a 
reasonable design. 

25.2.1.2 Tuning. In the earliei- pumgraph introducing the synchron- 
ism rriteria, the resonant frequency WHI described as a function of the Indue- 

_ 
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tance and capacitance cf the anode. Any variation of these parameters will 
cause resonant frequency to change. Typical tuning structures which modify 
capacitance and Inductance ate shown in Figures 25-4 and 25-5. Tuning 

OK SOI A 
SMJBASSeMBUICS 

FKS. 2S-4. SubaiicmbUes of QK-,tOM. Not« par- 
ticularly the cooling of ihr lunpn by fltxibli 
cepper itrapi, Not« th» u>* of Intuialvd end 
»hleld« to IncrraM itabillty. Counrsy Kaythton 

Mai-Mlacturint Cv. 

Fio. 23-5. Tuning itructun 
for L-illO magnetron. Top 
part I) moving polt ptrc«) 
next It raptidtlv« tuner ringt 
then Inductive tuner, Tung- 
iten rods wiping on copper 
are uted a* line up bearlngi 
In the vacuum. Courltty Lit- 

ton Inäuslrin. 

capacltively is accomplished by insertion of the smaller metallic member into 
the region of high £ field near the tips of the vanes, effectively Increasing 
iiipuiittiiuc by so doinn'. Inductive tuning is accomplished by inserting the 
larger metallic member Into a region of high //, where the tuner currents 
oppose the incident field and force the field lines out of the tuned reiiion, thus 
reducing the inductance. Combinations of E and // tuners (sometimes called 
/- and C tuners) with moving pole pieces can be used to greatly increase tun- 
ing range. The moving pole piece is |K>silioncd and st* cd so that the proper 
variation in fi us required by Equation 25-2 can U ipproximated. Exact 
cumpensatiun is difficult since the tuning curvo iis essentially linear and the 
curve of /< versus pole-piece position is hyperbolic. Over the usual tuning 
ranges of magnetrons, this compensation is adequate and lb« resultant loss 
in the current regulating circuit is minimiaeü, 

25.2.1.3    Family Capahllllies.    The wide selection of operating p:tra- 
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mettr» left to die dmiuner makt» pomibk the design oi '■'•■    --A 
.,••■■, mh\   !ub( .     er a very wi if fn 

which only the d output cwnr.«."«''^! r**^ L* »tLSMb iecoräin«? »c .veque .cy. 
' .)i:..l<.,iiKä iiei>v output conflgurttlom, Figure 25-6 shows part oi » family 

Fin, J5-6,   Portlont of CW mcgnetran (tmlliti Indlcitlng output lypti. Pluld-cooM 
(•mlly, 200-wtit CW; sir-cooled fstr.lly IOC-watt CW, Cowlny LUten Munrttt, 

of ten types of magnetrons which provide Jamming from 350 to 10,500 Mc. 
The family operates from one power supply and provides good conversion 
efficiency throughout the range, along with small sixe and weight. 

25.2.1.4    Swondary Elerlronic Effeoti in the Inlerarlion Spap«. 
References 1 and .1 include illustrations which show some interesting de- 
tails of the electron transit in the interaction space. Electrons leave the 
cathode uniformly over its surface. The action of the combined d-c and rf 
field tends to sort them Into spokelike streams moving outward toward the 
anode while traveling synchronously around it. Some of the electrons are 
rejected in this forming process and are returned to the cathode as the 
result of their having entered the space-charge cloud in an unfavorable 
phase. In this circumstance the electron absorbs energy from the rf field and 
strikes the cathode with a velocity determined by that energy, overheating 
the cathode. When the cathode is close to the anode, the stream is mure 
completely defined, encompassing a smaller phase angle and the number of 
rejected electrons and their energy increases. 



2S-10 ELECTRONIC COUNTERMEASURES 

The circulating cloud of electron» interact« with the total fl«M in the inter- 
action «pace. The d-c field it uniformly present, but there are two com- 
ponents of traveling rf wave In the interaction ipace, one haviiig a radial 
direction vector and the oihe: e tangential vector, ThcM rf field« are ipaUelly 
■eparated by one-half the pitch between vanei, alnce the one if derived from 
the vane-to-cathode ttandlng waves which are maximum under a vane, and 
the other Is derived from the vane-to-vane voltage which is a maximum In 
the space between vantu. Since the resonance criteria must be adhered to at 
all current levels, the input voltage of the magnetron remains relatively con- 
stant st s!! valuss of currsnt and the rf volts"! hcWMli on!" fts tha «nunr« 
root of current input. Thus as operating level U changed the ratio of the 
number of election» to the magnitude of the rf fields is changed; and oscil- 
lations can continue only If the phase of the spoke of the bunch relative to 
the rf field changes. With a change In phase of the bunch relative to the 
spoke, there is a change in coupling to each of the traveling fields and thus 
reactive components of currents must be Induced upon each wave component. 
Therefore the frequency of the magnetron is a function of current; and this 
phenomena Is called pushing. 

When the phase of the spoke is such u to be coupling a maximum of 
energy from the electron stream, any attempts to further increase current 
cannot be supported by the net increase In rf field and the bunch collapse». 
This condition known as modf shift can be separated from the other causes 
for electron Instability by suitable Instrumentation since the dynamic Im- 
pedance of the tube remains continuous up to mode shift. In Figure 2S-la 
an oscilloscoplc plate diagram shows this mode boundary. 

Mode shift can be Induced by Inadequate cathode emission. Because the 
supply of electrons ,s not equal to the demand, the plate voltage Increases, 
curving upward, causing the velocity of the electrons to increase out of 
synchronism, and the bunch collapses, as illustrated In Figure 25-76. 

Some coupling between resonators generally occurs in multlcavity mag- 
netrons. The response of the coupled system as a function of frequency Is 
split up into N/l mode» cr resonances. To keep the separation In frequency 
of these modes great enough ''le coupling Is generally made very tight 
througH the use of the concentric rings called straps, which are connected to 
alternate vanes, as shown in Figure 25-3. When, however, the resonance 
criteria of Equation 25-2 can be satisfied equa'ly well by the N/2 (») mode 
and by the N/l — I mode, the device will not simultaneously operate In 
both modes but will, in accordance with the Principle of Least Work, select 
thi't mode which produces greatest entropy, always N/l — t, since It is not 
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symmetrical. When the tube shifts (rom w mode because of compeUMon, the 
operating conditions for the new mode (hiKher V„VI lower current) can be 
uied to determine CAIIM. Diagnoili of the ciune for mode »hilt can iMUftlly 
bt rnsdä If adequate ttlt equipment if available. 

(A) (B) 

Vio. 25-7.   Pitt* dUgnmi (a) Mod« ihlft; tub« I» being modutaud «t 60 epi to lllut- 
trtt« th« phonamrnon «» it vertical; i* it hortionlcl. (6) Mod« colUtp«« du« to lick •-•? 

cmlitlon, Not« upward curt nt «nd of w mod« tnc«. 

25.2.2    Operating Chai'Mteriiiin of MullicHvity MacnsU-one 
The spectrum produced by an ECM magnetron is a function of th« design 

of the magnetron and the design of the modulation equipment, the output 
line and the antenna. The plate diagram of a magnetron Is the equivalent of 
that of a blased-off diode, in which the bias represents the start of oscilla- 
tion voltage, Since a change In current produces a change in frequency. It Is 
necessary that the magnetron current be stabilited, especially since any 
small change in supply voltage tends tu proouce a large change In current. 
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Tetrode current regulator! htve been found idequate for this function and 
tan rlso nerve ai the video modulator. The upper modulation frequency ii 
limited by anode Q and the capability of the modulation network. The rf 
bandwidil b at least ai great u the video bandwidth and may be increaxed 
by pushing when modulated or by pulling when the antenna introduces a 
reflection of varying phaae. 

25.2.2.1 Puahinf. In the section on secondary effects In the inter- 
action space the phase of the space-charge wheel of spokes was shown to 
very with snod» current. Pushing, the change in operating frequency pro- 
duced by a change in operating cvrrent in a specific way, usually Is 
measured from 25 to 100 percent of rated peak current. The change in the 
number of electrons and the phase of the bunch produces an increase in 
frequency as current increases. Fur particular cases of loading the sense 
ssmeiitnei reveries: the turn-around or point of aero slope of the pushing 
curve increases with an increast in loading. 

25.2.2.2 Pulling. The resonant frequency of an anode Is determined 
by considering the effects of ali the impedances in the anode circuit. When 
the load is reactive, it contributes to the total circuit reactance and thus 
causes frecjuency tfl be dependent on loading, both in magnitude and phase. 
Pulling is that change in operating frequency which results when a 1,5:1 
mismatch Is varied through all its phases. One should observe that putMng 
it the frequency change caused from effects originating with n the magnetron 
and puMng is caused from effects originating without the magnetron. 

25.2.2.3 Lony-Llne» Effects. When the magnetron Is coupled to a 
load having some miamatch with the line impedance, the length of the line 
and the magnitude of the mismatch working together can cause holes In the 
spectrum or nonoperatin» regions. The effect of the tine which is n wave- 
length» lung may be so phased as to result in a negative pulling from the 
matched frequency. If the line is long enough so that n '/j wavelengths 
cim he satisfied by an equal positive pulling shift, then the tube will operate 
at either of these points but never at intermediate points. This phenomena 
has been extensively studied und reported on by J, K, Hull, G, Novlck, and 
R. C'ordray (Reference 7). The addition of a load Uolutor "-ar the generator 
will minimise or eliminate this problem, The paper by Hul> et a/, u-ii be used 
to determine the one-way insertion loss requirrd for hole-free operation with 
a line of any length and any attenuation, 

25.2.2.4 Thermal Drift.    Since the magnetron tuners are In general 
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supported «nd positioned by a long series of metallic members, the ultimate 
position of the tuner under varying ambient conditions ii variable. Proper 
cooling of the tuner parti and support will mtnimiie the shift In frequency. 
The magnitude cf the shift is a function of the Individual design «nd the 
change In ambient temperature. 

25.2.2.5 Tunabiitiy. The basic magnetron design has been utilized 
in systems with various tuner uctuatora. Ultimate rates of tuning «re limited 
by inertia in the tuning elements themselves or in the drive mechanism 
(deformaiion of the parts results from «xcssslvs fores). When direct revers- 
ing drive systems are used motor inert!» is the limiting factor. When a dif- 
ferential shaft driven by two oppositely rotating motors Is used to actuate 
a screw thread, and the servo amplifier has anticipation circuits, almost any 
characteristic can be obtained. The most successful system to date utilises 
a servo-actuated valve controlling flow to a hydraulic tuner motor. Per- 
formance of existing systems and the ultimate capability of the various 
mechanisms are readily compared in Table 2S-4. 

TAIU 25-4.   Tuii.uiUiy CbtncttrUUci 

Pmini Kalr 

Tuner typ« 
Scrrw thread*, drivvn by rcvcnlbl« motor 100   (Me/Me") 

Screw thnsd«, driven by dlHerentUl thtlt 250 
from two cuuntarrottllni moton 

Hydraulic, alactronle aarvo-setuatad 5,000 

FraHbtt Rat« 

100   (Mc/aac') 

2,000 

100,000 

25.5    Barralrona* 
The self-nolse-generating tubes which can be video modulated to enhance 

their already wide rf and video spectrum has been announced, and initial 
field tests are now underway. This crossed-fleld dt.ice consists of a RIM- 
netronllke anode surrounding an asymmetric cathode. To obtain wide band- 
width, it is very heavily loaded. 

The Barratron* may be usable with minor refit of the apparatus in those 
systems now using magnetrons, The tuning range currently available in 
Barratrons* is approximately half that obtained from a magnetron operating 
at the same frequency, Due to the very low Q of the anode, a very good load 
Isolator must be used If long-lines effects (Reference 7) (holes) aru to be 
avoided. 

♦Tntde mark rrulitercd. 

, 
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M«Murementt of performnnce are currently belog mide. Table 75-2 »um- 
marlsra current data. Self-modulation bandwidth it about 2 percent, and 
external video modulation can increase thl» to S percent. Figure 2S-8 »hows 
the .pectrum of an 5b»nd tube. Vary low frequency and very high fre- 
qu'ncr video hai tef-n measured in the AM detected output of the tube. 
FI«!U « 25-9 »how» the output of a 2-cycle bandwidth receiver tuned to the 
10-cycle video output. Figure 25-10 »hows the video output of a 1-Mc band- 
width receiver, and Figure 25-11 shows how the density of the photo varies 
with amplitude of the signal. These all have very noiselike characteristics. 
Scanty field-test data show that the high peak-to-average power indicated by 

(A) (B) 
Fie. 21-t.   5-bsnd Bsrntron (tiads mark rtfiittnd), (e) Mf-notM iptctrum  Sctto: 

50 Mc ptr division, (fr) Vldeo-aioduUved ipectrum. 

Fu. IS-9,   N«rrowb«nd (2 cp») itudy of the vidto output tt 10 cp«, ttiowlni lUtie- 
He«! cbanicttr, 

Km, ]S-to. UiiiriKt vlaeo output Irom «  I-Mc portion of the Barntron In Fliiure 
2J-Sa. 

* 
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Figure 25-il ha» b«en ab!« to break lock OR tracking radan at aurprislngly 
low values of power in the receiver bandwidth. 

MO     1000 

Fu. J5-J1.   Dtnilty of OKllloKop« light output vi. vertictl poiltlun through tht tr«M, 

25.8.1    Futur« Pouibiliiiee of MMhanleaily Tunod Croaaed-Flalcl 
OaciUiitan 

While the advent of the Barratron* may extend the era of their utility, 
the long-range future of the mechanically tunsd crosied-fleld otcillatori li 
not bright, Tuning ratet can probably be increaied, but cannot hope to keep 
up with pulte-to-pulie frequency-agile divenity radars. The only hope ii 
that honeit barrage capability can be achieved by placing a number of nolle 
apectra of Barratrona* aide by side, thua barraging a wide frequency band. 
The high efficiency and light weight of the»e device« promise to continue 
their uiefulneu indeflnltely. 

25.4    Kiyatrona 
The microwave tube requirements of countermeaaurei systems have ted 

to the development of some new types of klystrons And the application of 
mure standard types. While the present trend appears to be toward voltage- 
tunable devices for transmitters and fur local oscillators of receivers, the 

*Tn(ic nmrk. rcnUlcr«! 
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klystron nevertheleu hu some characterUtics which have been useful (or 
both of these functions 

25I4>1    ChRrael^fbÜei of K'yuJr.m» 
As a microwave transmitter the klystron is distinguished as having the 

highest power capability of any type tube. Other characteristics, such as 
gain, tuning, modulation, efficiency, and load sensitivity, are pertinent to the 
various kinds of tubes. In actual countermeasurei uses, the emphasis ha» 
been on oscillators, particularly the "floating drift tube'; klystron. 

25.4=2    Prlneiplee of Klystron Operation 
The theory of the klystron has been developed with a g <d ikgree of com- 

pleteness for a microwave tube, and an extensive literature ...iUbJr For 
the reader Interested in using the tubes, the treatment! In t* ' < »«.ch ti 
Harrison (Reference 8), Beck (Reference 9), Warneke and Guenaru (Ref- 
erence 10), and Spangenberg (Reference U) give a good outline of the sub- 
ject, and references to original sources. A brief elementary diKUssiün I» given 
here as an introduction to the particular types of klystrons useful in counter- 
measures. 

Basically, the klystron is an energy transducer operating by velocity 
modulation of an electron beam. It is distinguished from other beam devices 
by the use of resonant cavities as circuit elements to couple energy into and 
out of the beam, To illustrate the action. Figure 25-12 shows the simplest 
klystron, a basic two-cavity amplifier. 

In most klystrons, the electron!, move in a roughly cylindrical beam. In 
the axial direction, The beam originates from a thermionic ctithode, typically 
the concave surface of a spherical cup. The electrons are drawn toward an 
anode which is shaped to create a radial electric Held, similar to that between 
two concentric spheres. In this way, the electrons converge along radii of the 
cathode sphere to form a beam smaller In diameter than the emitting cathode. 
By making this "electron gun" highly convergent, the emission density re- 
quired uf the cathode for a give 1 beam current is reduced, arxi the life pro- 
longed. 

In low-powered tubes, the anode is sometimes made as a grid which the 
beum goes through, In high-powered tubeti a grid would be melted by the 
energy of electrons Intercepted on the mesh, so the anode simply contains a 
hole through which the beam penetrates into the rf section of the klystron. 

The cathode-anode region of the klystron constitutes a spherical diode in 
which the current flow is governed by the familiar space-charge conditions. 

/. = W» 
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Fio. 25-tI. Schemttlc klyitron «mpllflir. The btile two-nvlly tmplUtfr U tht ilmpltit 
klyitron. Orldltti cavitUi tnd  migHetlctliy   Incused cylindrical  beam are  typical  of 

[«wer klyitroM, 

where /«It the beam current, V,, I» the beam voltage, and the constant A, a 
function of the geometrical arrangement of electrodei, ii the perveance. A 
theoretical solution for the potential and current flow in a spherical diode was 
derived by Langmuir and Blodgett (Reference 12), giving the perveance as 
a function of ü-„ radii of curvature of the anode and the cathode. 

In a practical electron gun, only a conical sector of the sphere can be 
used. Outside this sector there is no current, so the space potential would 
be different from that inside the beam where space-charge is present. Pierce 
(References 13 and 14) has shown how focus electrodes beyond the beam 
CIIKM may be shaped to produce a potential distribution matching that of 
the space charge at the beam edge so that all the electrons in the beam see 
only radial electric field and follow proper radial paths. For a spherical 
sector, the perveance is then the area fraction of that of a complete sphere. 
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In high-power grldleM klystrons, perveance vsluu are usually In the nrnge 
from O.S X lO-6 to 2.0 X 10'* amp/volt1'». In low-power tubs» whe,"* the 
hole in the anode it covered with a grid, the anode can be much dower to 
the cathode, and perveances ai high at 10 X 10 B mny be uiod. 

If It ii desired to amplitude modulate the klystron output, the diode elec- 
tron gun may be converted to a trlode by adding a control grid aa shown 
In Figure 2S-12. The grid is also spherical, and contrde the emission as in 
any trlode. To avoid distortion of the electron optics, the grid should have a 
fine mesh, hence the trlode has a high ampllflcatlon factor and the grid must 
run positive with respect to the cathode. 

Th Wt  VnK 

which the only electrostatic field Is the space-chat ,;e repulsion between elec- 
trons. The beam tends to spread out. However, the beam enters this region 
with a converging motion from the spherical cathode, so the resultant shape 
is convergent down to a minimum diameter point, after which it diverges 
again; and if no other force* uu introduced it will expand Indefinitely. 

The power klystron illustrated in Figure 25-12 uses a magnetic field to 
ksep thin beam focused In a •yllndrical outline. At the point where It reaches 
minimum diameter under the Influence of the electrostatic and space-charge 
forces. It enters a magnetic field directed along the beam axis. This field 
terminates on an iron pole piece, the beam entering through a hole In the 
pole piece. In the hole, the magnetic flux lines diverge radially to enter the 
Iron, and ail electrons which are not on the axis cross the flux lines and 
experience a force causing them to rotate about the axis. Proceeding into the 
region of uniform field, the rotational velocity cutting the axial field produces 
tin inward force. There is a particulur value of maifnetic field for which the 
force exactly balances the combinrtior ' mechanical centrifugal force and 
space charge repulsion. Then the bwi uys at the same diameter in a con- 
dition known as "Brlllouin Flow," dt     oed by the equation: 

B~S.ilX lO-«/,»',»V»'«r> 

where B is the magnetic flux density in webers/m' and a Is the beam radius 
in meters. 

Interaction of the electron beam with the rf signal occurs as the beam 
iraviTsi-s a gup In the metai tube surrounding it. The first gap crossed Is a 
"buncher" nap. In it, an rf voltage across the gap alternately speeds up and 
:s!i!ws down the electron« as the field alternates in direction, The transit 
time across the gup is considerably less than an rf cycle, so that during the 
time that any un« electron takes to crou the gap, the field does not change 
much. The rf voltanc across the gap is small compared tu the beam voltage, 
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and under these conditions the »ddltlon«! kinetic energy Imparted to tlec- 
troni which are accelerated In the gup !» eqvallied by energy abeorbed from 
decelerated electtoni, Tbue to a flrit approximation, no rf energy li abeorbed 
from the cavity in creating the velocity mxiulation. A lacond-order effect 
due to finite tranilt time does cauM aome energy to be Mied la the bunching 
procesi. 

The input ligtul to t^e klystron Is fed Into the buncher civlty. usually 
through a coupling iris. The resonant cavity acts as an impedance trans- 
former, matching the signal from a low Impedance source, such as a tmn.i- 
mission line, to the beam, As pointed out above, the resistive loading on the 
cavity due to bunching the beam Is small, «o the Impedance step-up or loaded 
0 of the cavity is high. 

The mechanikm of ampliftcation In the klystron is by the conversion of 
velocity modula'lon to current modulation in the beam. As the beam trav- 
erses the buncher gap, it arquirot velocity modulation. Then it enters a fteld- 
free hollow tube, known as a "drift tube." In this region, the faster electrons 
catch up with the slower otm. Consider a reference electron which crosses 
the buncher gap at an Instant when the rf voltage Is aero and changing from 
decelerating to accelerating. Another electron crossing the gap Jus*, before 
the reference U slowed down so that uur reference particle catches It in the 
drift tube. An electron crossing after the reference is speeded up so It 
catches up with the rest. It is seen that this "reference" electron forms the 
center of a bunch. By the same process, n electron crossing the buncher 
gap when the field is sero but changing from accelerating tu decelerating, 
finds its neighbors drifting away from It and becomes the center of a region 
of the beam where the charge density is low, An observer traveling down 
the beam with the average electron velocity would see the bunches becoming 
more dense, reaching a maximum roncentrattun, and then dispersing. As 
viewed from a stationary point In the drift tube, the passing bunches of 
electronic charge represent an alternating current component superposed oa 
the average d-c benm currant. 

Mathematically, the a-c component ot beam current is given by: 

/, = 2IM9 Vi/V.) 

where /, is the amplitude of the fundamental component of rf current 
6 is the time, in radians of the drive frequency, of drifting at the average 

beam velocity 
F| is the amplitude of the Input rf voltage producing velocity modula- 

tion 
This current reaches a maximum value of 1.16/, when W\/Va ~ 1.84, 

giving an rms current of 0.82/,,. 
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At the point atartg the drift tube where the rf current I» maximum, the 
beam crowei the gap of another resonant cavity, the output cavity. Since the 
line» of force from the electronic charges must end in Induced charges on the 
drift-tube walla, the induced charge munt be transferred from one side of the 
gap to the other as the elsctrom crow. This motion of the induced charge 
comtitutei a driving current in the rosonant cavity. The cavity is coupled 
to the utefui load through an output tranimiulon line, the coupling being 
adjusted so that the resonant impedance of the cavity matches the source 
impedance of the electron beam for optimum energy transfer. The phase of 
the cavity voltage adjusts itself so that the bunches of electrons cross the 
gap when the electric field is in a direction to decelerate the electrons. Thus 
energy is transferred from kinetic energy of electrons into circuit energy. The 
average velocity of the beam electrons is thereby decreased. 

After pasiiing through the output cavity, the electron beam is of no further 
use. It emerges from the focusing magnetic Held and is spread apart by the 
space-charge repulsion between electrons. The beam enters a hollow "col- 
lector" and is intercepted on the wails. The residual kinetic energy converted 
to heat on the collector walls represents most of the power dissipation in the 
klystron. 

At this point, it may be well to point out some reasons for the high power 
capabilities of klystrons. If the tube operates ideally, no electrons strike any 
part of the structure except the collector, The rf circuits, whose sise is detur- 
mlned by the frequency, do not have to dissipate any power except the 
circulating current losses. Since the collector Is not part of the rf circuits, it 
can be made as large as needed. 

In the same vein, the klystron cathode is also not a part of the rf circuit. 
This mean» there is no extraneous heating by • lectron bombardment or 
circulating currents. Also, since the electron beam converges after leaving 
the cathode, the sise of the cathode and hence its emission capabilities are 
limited only by the cleverness of the designer. 

25.4.3    The Floating Drift Tuite Ooclllalor 
For the generation of large amounts of rf power in Jamming; transmitters, 

tunable oscillators have offered a fairly convenient method. There are several 
dinutdvitnlaKes to a free-rumiing oscillator, such as frequency pulling by mis- 
matched antennas and pushing by voltage variations, On the other hand, the 
ability to set frequency rapidly by tuning a single circuit makes the oscillator 
attractive. 

The klystron amplifier described above may be convened into an oscillator 
by feeding part of the output power back into the input cavity In the proper 
phase. The result is a "twu-cavity" oscillator, which may be tuned by tuning 
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the Individual cavities. To simplify tuning, the two cavities may be combined 
into ■ single cavity with two rf interaction gaps. The floating drift tube 
oscillator (Reference 15), illirtrated in Figure 25-13, Is the type which has 

l^'-f—»' 

wwy^y t 

Fio, J5-U. ?loBtln| drift tubs oKlUator, A «ingic cavity with two |ip« give itrong 
Insdhick tor tht »Mlllator, The r«on«nt mode llluilntad wu UMd in ECM oicllUtoo 

been most used in countermeasures. Here the electric field in the cavity is 
concentrated in the two gaps by a conducting drift tube between them. The 
cavity it excited in its fundamental mode, in which the electric field in the 
two gaps is in phase and in th« same direction. Ideally, the drift tube could 
really "float" with no electrical connection to the outside cavity. In practical 
tubes, it is supported by an arm from the cavity wail—the arm being posi- 
tioned on the electric Aeld neutral plane of the cavity to that circulating cur- 
rents along it are minimised. 

The electronic interaction in the floaMng drift tube oscillator is exactly 
the same aa that of the klystron amplifier. However, the fact that both gap» 
are part of the same resonant csvity adds the additional restraint that the 
gap fields are In phase. 

As described above, the bunch of electrons Is formed about a reference 
electron which crosses the Arst gap when the field is sero and becoming 
accelerating. To convert the beam energy in the output gap, the bunch of 
electrons should cross the gup when the field is at Its maximum decelerating 
value. Otie can see from this relation that the transit time between gop" 
should be -kl of a cycle, or !>4, 2>4 cycles, etc. In most of the practical 
tubes which have been built, the IM cycle mode Is used, since this cor- 

, 



sumssm^mm^B 

25-22 ELECTRONIC COUNTERMEASURES 

respond» most cloiely to the optimum tsrentit sngle fur a high-power "«ly- 
■tron. 

The floating drift tube osciliatcr can IM amplitude modulated by using a 
control grid to vary the beam current. Also, frequency modulation can be 
produced by varying the beam voltage about iu optimum value. Thii causes 
the eie-'ron bunches to cross the output gap before or after the instant of 
maximum retarding voltage, The ineii"vd current has a quadrature com- 
ponent out of phase with the cavity voltage, which pulls the frequency away 
from its normal resonance. In this respect the frequency modulation at ion 
is the same as that in the familiar reflex klystron OKiltator. When AM and 
FM can be pnerafed simultaneously and with independent modulations, the 
oscillator ftltm attractive features for Jamming transmitters. 

In tuning tie oacillator, two adjustments are made. The resonant frequency 
of the cavity is chungcd by a mechanical motion. Also, since the transit 
angle between gaps must be constant, and the velocity of the electron beam 
is proportional to the square root of the voltage, the beam voltage must be 
vartaii as the square of the frequency. 

25.4.4    Pi-Mcsiral Floating Drift Tube Klystrons 

25.4.4.1    The V-22, SOO-Watt X-Bmd Oedllator   (SECRET). 
The most h'ghly developed floating drift tube oscillator that has been built 
in the Varlan Asmciates Model V-22. Figure 33-14 shows a photograph of 
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the device. Thiu tube was developed under an Air Force prime contract with 
W, L. Maxion Company as the trammitter in an Jf-band airborne Jcmmer. 
For thii service it was detlrsble to cover a wide frequency range w!;h m itw 
tubes as possible without sacrificing performance. Two model* of (he tube 
were .wilt, each covering 1,2:1 range with a single tuning ccatrol. To give a 
clearer idea of the practical realisation of this kind of a mbv. Flgus-e 25-15 
shows the essentials cf the construction. The cathode 'a a concave button of 
thoriated tungsten, heated by being bombarded from the rear by electrons 
from a crude "primary" electron gun. This nnthod of heating is necessary 
because the emitting temperature cf thoriated ti:<igsten is so high that heat- 
Ing by thermal radiation from a filament wii! not work—the filament would 
melt. Around the cathode Is a tantalum focusing electrode to deflne the beam, 
and directly in front of it Is the tungsKi mesh control grid. 

The beam converges to ^ of its initial diameter and is magnetically 
focused through the cavity. In this tube, the focus is provided by a permanent 
magnet, with steel pole picv-s which are a part of the vacvum envelope, 

The resonant cavity itself contains the "floating" drift tube supported on 
a cop;'er post through which cooling water circulates. For tuning, the cavity 
is constructed a« a section of waveguide of weird shape. One end is short- 
circuited cad the other terminates in a choke-type plunger. The entire 
cavity, including sliding bearings for plunger alignment, is evacuated. For 
tuning, (he plunger is moved by deforming a flexible metal bellows. 

The collector Is an enlarged hollow "bucket" surrounded by cooling 
cnannels. In this high-power device, it Is necessary to cool practically^ 
thing. Including the tuning plungers. 

The output power Is coupled, through an inductive Iris in thp/c&vity wall, 
into the waveguide. In the waveguide is a frequency-uiKäitlve impedance 
transformer. This Is designed to transform a flat llr^mto the proper load 
for the üscillator at any frequency In the band. IpfTthls case the load varies 
considerably. As pointed out above, the bea^i voltage must vary as the 
square of the frequency. It is generally des^bie to maintain constant power, 
so the beam current Is made inversely j^sCportional to the voltage. 

wal^ 
ifwry- 

The Impedanc 

, = constant 
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effective load resistance pre^rtc* to the beam should be proportional 
b this beam impedance for optimum energy transfer. Transfcrirulion of the 
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matched waveguide i:npedancf to get the variation with frequency can be- 
come difficult whru large tuning ranges are Involved. In the V-22 it is dune 
with a frequciicy-iensitive tranrformer comiiting of a aection of low-Im- 
pedance wuveguide adjacent to the coupling Iris. 

The output window has always been one of the critical items of high- 
pov;er microwave tubes. The V-22 was designed before ceramic-to-metal 
stealing techniques had reached their present state of reliability, so the out- 
put window is a thin sheet of mica, sealed across the waveguide with a low- 
r.aiUng glass as sealing cement. The dielectric losses in the mica are quite 
small, and the glass is in a recessed groove where it Is not exposed to very 
high electric fields, r.ics windows have been «uccemfu! In operation. 

Operating ChancUtrlttle» of th* V-SS. The Jamming transmitter 
for the V-22 used an amplitude-modulated signal. The modulation was 
white noise with a bandwidth of 10 Mc. This was applied to the kly- 
stron grid as an alternating voltage with time-average of «sro, which was 
superposed on a d-c bias. The resulting beam-current modulation governs 
the rf output of the oscillator, as Illustrated In Figure 25-16, The foot 
of this curve, or "starting current," represents the value where the nega- 

tive conductance of the electron 
beam (fur small signals} exceeds 
the external load conductance as 
transformed by the cavity. The 
starting current is thus a functkni 
of the load VSWR. Now In apply- 
ing the noise modulation It Is highly 
desirable that the negative modula- 
tion peaks do not drive the beam 
current below "starting current," If 
this happens, the signal contains a 
base-line upon which a radar pulse, 
for example, is su|)erposed and can 
be read. This being the case, the 
peak iiKHlulation amplitude was 
chosen small enough so that the 
oscillator was not driven below 
starting current for the worit pre- 
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A condensation of the Important charMterittics of the V-32 follow*: 

Power Output (sverage) 
Power Output (modultilon peak«) 
Beam Voltage 
Beam Cut-rent (average} 
Grid Blai 
Orld Modulation Voltags 
Bandwidth 
Tuning Range» 

S00 watti 
looo watti 
7-10 kv 
400 ma 
■f 23 volt* 
$-2i volu paak'to-peak 
30 Mc 
7.5-9,1 kMc 
9,1-11.0 kMc 

Figure 2!-!? shows typical vsrktbn with frequency of the pov 
beam voltage, and tuner setting for the low-frequency V-22. 

output, 

I" 
r: 

«10 

i; 
i   i 

',1   7.1   M   1,1   M   1,1   17   ii.)   e,i 
0|»f0ilnj ht^MMy llill»m»gatytl«i) 

Fin, JII-17, Power t», frequency, V-22, 
Beam current ii held riin»lunl at 0,40 
amp. Beam vniiune I« optimum value, 

proportional to /», SECRET, 

«ftW^w ■»HBL 

PIO, 2S-I«, Spectrum, 
V-22, Nolle ipectrum 
obtained by 10-Mc 
white nolle on the grid. 
Frequency marken are 
* 10 Mc from the car- 

rier, SECRET 

The noise spectrum produced by betm-current modulation turns out to 
be not pure AM, but contains some frequency pushing also. Figure 25-18 
shows output »pectra at the low and high ends of the tuning range, showing 
rarrier suppression. The marker lines are at ±10 Mc from the carrier. 

This oscillator was mechanically tuned by a motor drive with a servo 
circuit for frequency setting. The speed was such that 'he transmitter could 
be tuned across its range in 10 seconds. The voltage con.'ol potentiometers 
fur bsum voltage and grid bias were ganged to the main tuning control for 
automatic operation. 

25.4.4.2 The V-71, 5 KW, X-Band OKtliator. A higher-powered 
floating drift tube klystron was developed !i> 1054 by Varian Aüünrlates 
for the Fvnns Signal Laboratory, and was intended for ground-based jam- 
ming. This was the V-71, rated at 5 kw CW output. A photograph of the 
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klyntrcn is shown in Figure 25-19. The high-power tube did not reach the 
product refinement stsge of the 500-watt V 22, but lince it Introduced some 

Pia, 33-1«.   Photogriph of V-71. This !-kw tub« uMd »n cl«cirom»gnei (not thown). 
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M wHt tmi» Thiu« iMring 

Wt-*lltJl«f UHM iMMlf 

Flo. 25-20.   Hcurt or the V-71. A ilmpllfleil mechanioi liyout of the S-kw Oidllitor. 

new features and  represented the farthest development of the klystron 
power oscillator, It Is worth describing. 

Figure 25-20 show» a simplified cross-section of the heart of thn tube. It 
Is In many respects a "big brother" version of the V-22, but with some im- 
portant differences. It covers the A'-b«nd from 7.5 to 10,5 kMc In one tube 
Instead of two. To achieve this tuning range, It was necessary to use two 



2S-28 ELECTRONIC COUNTERMEASURE8 

choke plunger«, one at each end of the waveguide cavity. In this way the 
two »bort« are moved in and out together, to that the gapa are always at the 
central high-impedance point of the cavity. The esperimentnl tubes were 
built with independent tunitr control«, but aince exact synchronism it not 
necessary they could easily be ganged. 

Ai explained in the previous section, the velocity of the electrons between 
gaps must be varied proportional to the frequency as the tube is tuned. 
With a 1.4:1 frequency range, the effective beam voltage variation has to be 
2:1 to maintain the same transit angle. If this were done directly, with the 
inverse variation in beam current to keep constant power, the d-c impedance 
would vary by 4:1. This difficulty was eliminated in the V-71 by having the 
drift tube insuiaied for d-c from the rest of the tube body. The drift tube is 
mechanically supported on an insulated post. The capacities of the two gaps 
in the resonant cavity are made equal so that no net current is Induced in 
the support post. Also, the post enters the cavity through an rf choke section 
for isolation. A bias voltage (negative to ground) is applied to the "floating" 
drift tube to regulate the effective potential within It (with respect to the 
cathode), which determines the electron velocity. Thus the main power-sup- 
ply voltage and current from cathode to ground are not varied with fre- 
quency. A diagram of the power supply and modulation inputs to the klystron 
is show» in Figure 35-21. 

By applying a video modulating 
voltage to the drift tube, the electron 
velocity and hence the phase angle of 
the rf current in the output gap is 
modulated. The effect is exactly unaUi- 
gous to modulating the beam voltage 
in a conventional floating drift tube 
oscillator or the reflector voltage in a 
reflex klystron—the varying phase an- 
gle of the rf beam current pushes the 
oscillator frequency away from the 
normal cavity resonance and produces 
frequency modulation, Since the drift 
tube draws very little current, the 
dynamic modulation impedance Is high, 
making It easy to apply FM to the 
oscllltttor. 

Amplitude modulation is produced by modulating the Iwam current with 
the control grid. Since the amplitude and frequency modulations are largely 
Independent, various combinatlona may be used. 

Ki,„ 

drift 
IS-JI,   Power   tuppllvi   (or   llimllnu 
tube  otclllalor.  Amplitude  and   Ire- 

((Ucncy miidulitlnn im- spplied hidrprnd- 
ently. Trimit snide U conlrollrd  by  the 

drill-tube bim vnlttmi'. 
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The operating characteristic« of the V-71 are: 

Power Output (CW) 
Tuning Kanw 
Beam VolUge 
Beam Current 
Drift Tube Blu 
Bandwidth 
Modulation Semitivity (KM) 
Grid Modulation Voltage (AM) 

i kw 
7.S-I0.3 kMc 
17.5 kv 
i,0 amp 
10,0-J.O kv 
20 Mc 
7 Mc/I.v 
±20 volti peak-to-poak 

X-. 

25.4.S    Evaluation of Kiyatrona 
The career of klystron oscillator Jammeri wai short, itarting from the 

need for high-power high-frequency tunable trantmittera and ending with 
frequency agility radar technique» and voltage-tunable Jemmen. 

Poasibic future development might lie In the very high power field, where 
the klystron amplifier hai great capability, At power levels above i Mw the 
modern stagger-tuned klystron rivals the traveling-wave amplifiers in elec- 
tronic bandwidth (12 percent achieved in one case). Saturated efficiency of 
40 percent is typical. With the sttbllity and high gain of the klystron ampli- 
fier, the over-all system efficiency can approach this number. 
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26 
O- fype Microwave Tubes 

D. A. WATKIN8,    C. If. CRUMLY 

26.1 Inlroduotlon 
'I be practical development of microwave technology was made possible 

by the invention and development of the magnetron and klystron tubes, 
which made available large amounts of power in the microwave range, that 
is, from about 1,000 to 30,000 megacycles per second. With the advent of 
traveling-wave tubes, the two chief shortcomings of the former tubes, namely, 
their narrow bandwidth and slow tuning capabilities, were largely overcome. 
Thus, the door was opened to a new class of applications in which operation 
over a very broad band of frequencies, and essentially instantaneous tuning, 
are important properties. 

The field of electronic countermeasures is perhaps the best example of a 
class of applications in which these unique features of traveling-wave devices 
can be put to good use. An amplifier which can simultaneously receive sig- 
nals within a two-to-one band of the spectrum makes possible a new claa* 
of receiving systems. An oscillator capable of changing its frequency over a 
wide range In a few microseconds can be the basis of a sophisticated Jam- 
ming system. It is because of these two Inherent properties of traveling- 
wave devices, broad bandwidth and voltage tuning, that their applicability 
in electronic countermeasures systems is so firmly established. In this chap- 
ter and the next, the banlc kinds of traveling-wave devices, their principles 
of operation, and their importnnt characteristics will be discussed. 

Inasmuch as it would be virtually impossible to give complete acknowledge 

36-1 
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ment t;) the many workers responsible for ths development of the technology 
in this chapter, a bibliography of typical and informative materiel has been 
prepared, and appears at the end. It ha» been arranged by lubjecta, in order 
to facilitate the search for more detailed Information on a particular matter 
of Interest to the reader. 

i6s2 TraveHng.Waves Dsvkaa 
Traveling-wave devices make use of a gain or interaction mechanism be- 

tween an electron beam and traveling electromagnetic wave. In contrast, 
klystrons and magnetrons depend upon standing waves to produce the high- 
frequency fields with which the beam interacts. Further, the interaction 
process In a traveling-wave device Is distributed in space, rather than being 
localised as In the klystro». Since standing waves Imply repeated reiiection» 
back and forth on a microwave circuit, strong fields require resonant cir- 
cuits, and standing-wave devices are Inherently narrow in bandwidth. On 
the other hand, traveling waves can be produced on nonrescnant, broad- 
band dicults, and consequently, traveling-wave devices caa operate over 
extremely broad bandwidths. Since the fields produced by nonresonent cir- 
cuits are generally much smaller than those of tesomat circuits, a stronger 
interaction process is required to give a similar effect. This condition is satis- 
fied by the distributed nature of traveling-wave interaction, In which the 
gain mechanism is continuous and cumulative throughout the entire reülon 
of the circuit. 

Traveling-wave devices are classified according to the nature cf the inter- 
action process between the beam and the wave. In O-Type tubes, the effective 
r-f electric field produced by the traveling wave is parallel to the direction of 
motion of the beam of electrons, and produce« a siowing-down of the aver- 
age velocity of the d-c beam. The wave Is amplified by the exchange cf 
energy from the beam to the wave, and this energy comes from the initial 
d-c kinetic energy of the electronit. Generally, the beam Ik censstrainsd to 
move in a. straight line along the axis of the r-f structure by a strong mag- 
netic field or other focusing arrangement. There Is no d-c electric field 
present in the imeraction space. 

M-Type tubes, or crossed-field devices, operate on a different Interaction 
process which depends, noi on a ilowlng-down 01 the beam'« motion in the 
direct ion of wave propagation but upon abstraction of energy from a trans- 
verse d-c electric field by transverse motion of the electrons. The r-t field 
produced by the traveling wave has components both parallel and perpen- 
diculiir to the motion of the beam which are effective; in addition a d-c 
electric field is produced transversely, across the beam, by suitable elec- 
trodes. The r ( field, instccd of slowing down the beam, cause» It to move I« 
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H fldowise direction toward the more-jxwltlve electrode. The «vtragt »pe«<i 
of the twtm femainf euentially unchanged; the pottmial energy of the beam 
It converted Into r-f energy of the wave, which U therefore ampliAad. In 
order to keep the beam moving along the axil of the tube, derpite the itroi.g 
tranmraa d-c electric field, a magi^tic field, perpendicular to both the tube 
axil and the electric field, it required. 

(It should be noted that, while the above description applies to a linear 
M-Type tube, it makei no «siential difference whether the "tube axis" ii a 
ilialght line, or is wrapped up into a circle.) 

The "vcitage-tunea magnetron" is usually claued is a third type of micro- 
wave tube, although the mechanUm of operation ii eisentially that of an 
M-Type tube. The VTM is an occillator formed by wrapping an M-Type 
tube into a circle, and closing both the circuit and the beam upon them- 
Mlvei. The resulting device is an oscillator capable of voltage-tuning over 
an extremely wide range in frequency. 

A summary of the clMi!?.s;>lk'«s of micräw&ve travelirg-wave deviceii is 
'"..• 

WftAtÜiJ'        Wimi»       -W- AflAAüjl 

JMftMA i 
»I?» 

FIOURK J6-I   SchniMtlc drtwlnci ol O-Typ« «nd M-Typt tubti 
given in Figure 26-1. Thii chapter will be concerned with the three kinds of 
O-Type tube« shown: (I) the forward-wave amplifier (FWA) in which the 
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r-f power flow on the helix or other circuit ii in the same direction aa the 
flow of electron«; (2) the back ward-wave ampiifar (BWA) In which the 
direction ol r-f power flow la revened relativt to the beam travel; (S) the 
back ard-wave oscillator (BWO) which la the same as th* BWA, except 
operated at high enough current so that an output is obtained without any 
Input. The M-Type tubes will be taken up In the next chapter. 

26.3 The Travellnf-Way« AiupUfler 
The traveling-wave tube is a device which produces amplification of a 

signal «raveling along a circuit, by means of distributed Interaction with a 
beam of electrons moving parallel to the circuit. The essential features of 
such a tube are illustrated in Figure 26-2, and consist of a slow-wave cir- 

NWfWfW 

Fiouu lt'2   A Invillnf-wsvt unpllAtr, ihowlng the turatlal »l»mtnu 

cuit, tn electron gun and focusing system, and an attenuator, together with 
trancducers for coupling the signal Into and out of the circuit. 

The slow-wave structure functions to retard the plus« velocity of the sig- 
nal wave to t value substantially leu than the velocity of light, so that ap- 
proximate synchronism can be obtained between the signal wave and the 
electron beam, for reasonable beam accelerating voltages. In addition, the 
circuit must be such that the signal wave produces an r-f electric field 
parallel to th« direction of beam motion, at least in the region occupied by 
the beam. 

Under the proper conditions of near synchronism, the electrons then Inter- 
act continuously with the wave over a considerable distance, resulting in a 
conversion ei the beam kinetic energy into signal energy on the circuit, It Is 
thus possible to obtain very high amplification of the signal wave, Further, 
since the slow-wave structure can be inherently a nonresonant circuit. In 

sssgsaetzss&jf^s 
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which the phue velocity i» relatively independent of the eignal frequency, 
thi» ampUAcation can be obtained over an extremely broad band of frequen- 
cie», with no mechanical or electrical adjustments whatever. 

26.3.1  Mm'ban Um of OperaUon 
For a helical slow-wave structure, if the frequency is not too low, the r-f 

wave travelt euentially along the wire at the velocity of light, so that the 
component of it* velocity along the esU of the hell» Is reduced by a factor 
closely approximating the ratio of helix pitch to helix circumference. Further, 
if the frequency li not too high, this wave produces a itrong electric field on 
the axil of the helix, which li pamilel to this axis. Thus, if a beam of elec- 
trons is injected along the axil of the helix, with a velocity which ii nearly 
synchronous with that of the axial held, the electrons will be subjected to 
■lowly varying accelerating and decelerating forces. An interaction takes 
place between the electrons and the field, which, on the average, can cause 
the electrons to give up energy to the field. 

This interaction process, which results in ampliftcation of the signal wave, 
can be understood by reference to Figure «6-3, Here it is assumed that a 

signal wave of constant amplitude Aswl tiHUH IteM OitNtwn -' "■•>' 

i 

is impressed on the helix, which 
results in a distribution of electric 
field on the axis as indicated by 
the curve in Figure 36-Ja. (If the 
observer moves along with the 
wave, the field distribution shown 
will remain stationary,) The polar- 
ities are so chosen that a positive 
ftftid acccleratts the electrons) and 
if the direction of travel is taken 
to the right, then a positive field 
produces motion to the right, nega- 
tive to the left, Consider that, near 
the Input end of the tube, a uni- 
form distribution of electrons hw 

been injected Into this field. Electrons which are at positions labeled 2 and 
S are in aero field, and hence tend to remain where they are. Electrons i 
and 4 And themselvea in an accelerating field, and thus begin to move to the 
right, toward position S. Electrons 1 and 6 are In a decelerating field, and 
begin to move to the left. The effect of the electric field is then to produce 
a velocity modulation on the beam, in such a manner that bunches of elec- 
trons begin to form at positions such as S. Sfnilltirly, an "anti-bunch", or a 

l 
Fioust 26-4   Dlsirtm llluitrttlni tht bunch 
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deficiency of electron!, will form at posUions such M 2. Thii velocity modu- 
lation end bunching process continues to take place aiong the entire tube, 
and is a cumulative process. That is, the longer the beam is subjected to the 
field, the tighter the bunches grow. 

As the circuit wave is affecting the beam as described above, the bunched 
beam Is simultaneously affecting the circuit. A bunched beam, traveling nea. 
a circuit of this type, will induce a wave on the circuit which, in turn, will 
produce an electric Aeld on the axis. The phase of this Induced wave is such 
that the position of the bunch coincides with the point of maximum deceler- 
ating force, as indicated In Figure 26-3c. The induced wave then lags the 
original signal wave by a quarter wavelength. This Induced wave is com- 
bined with tht signal, wave to produce th« resultant wave In Figure 26-Jd, 
which has moved back in phase somewhat, with respect to the bunch. The 
electrons in the bunch therefore tee a retarding field, and are slowed down, 
delivering energy to the wave on the helix. The velocity modulation and 
bunching processes continue to take place, even as the bunched beam con- 
tinues to convert its kinetic energy to circuit-wave energy, and hence the 
wave on the circuit grow* In amplitude as beam and wave move down the 
tube. The bunching becomes more complete; since the Induced wave grows 
in amplitude, the resultant wave falls farther behind the bunch, and the 
bunch therefore sees a stronger retarding Aeld. Thus, a large and Increasing 
amount of energy Is delivered to the wave on the helix, which rapidly be- 
comes much larger than the original signal. Analysis shows that the wave 
on th« helix eventually increases exponentially with distance, and Urge 
power ampllAcations can easily be attained, 30 to 60 decibels being typical. 

26.3.3 HlowWave Struclurea 
The slow-wave structure for an O-Type traveling-wave tube must satisfy 

two basic requirements. First, it must produce an "xial electric Aeld at the 
position of the beam' and second, the phase velocity of the wave producing 
this Aeld must be smaller than the velocity of light. There exist many classes 
uf structures which satisfy these requirements, and are thus potential cir- 
cuits for traveling-wave devices. 

The most common structure used in ampliAers Is the helix, which not only 
satisfies the above requirements, but does so over an enormous range of fre- 
quencies, Thus, helix-type amplifiers can typically be built to amplify over 
a two-tu-une range with ±.i decibel variation in gain, and even higher ratios 
are practicable. 

The most MIIUUS limitation of the helix is Its relatively low power-handling 
capacity. A slow-wave circuit must be able to withstand both the heat gen- 
erated by uhmlc losses due tu the signal itself, and also the dissipation due 
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to any beam interception which may occur from Imperfect focuiing. All 
attemptr. to incrsaie the power-dlulpating ability of the helix have met with 
succeu only at the expense of tome other deiirable property, generally lit 
bandwidth. 

Some alternative itructurei are ihown 
in Figure 26-4. The disc-loaded wave- 
guide U one of the ilmplett glow-wave 
»tructufc» which hat excellent power- 
handling ability, but It ii a dispersive 
circuit, tha is, the wave velocity varies 
with frequency. Therefore, the frequency 
range over which near-synchronism be- 
tween the beam and wave is obtained 
will be smaller than for a helix, and 
hence the bandwidth is smaller, The 
other structures shown are typical of 
high-power pulsed traveling-wave ampli- 
fters, and represent reflnementa designed 
to raise the dissipation ability and yet 
maintain as wide a bandwidth as pos- 
sible. 

(••(ulr «•..tuuiJe M ih »IMMHIM rinn 
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26.3.S Attenuators 
Since the slov.'-wave circuit can carry 

a signal In either direction, a traveling- 
wave amplifier has a built-in feedback 
path if end matches are not perfect, In 
order to stabilise such an amplifier, soiuv 
means must be provided to prevent the 
large output signal from reaching the 
Input. This is accomplished by loading 
the slow-wave structure with an at- 
tenuator made of some lossy material at 

FUIUM J6-4 Snnw »low-wsv« »true- a point reasonably close to the input end 
iur.> dMl CSH IK uml in Uivrllng- of ,he tuhe, Th<. attenuation of a wave 

traveling toward the input must exceed 
the net forward gain of the tube to prevent osdllHtlon; ond usually exceeds the 
gain by 20 to SO decibels or so. In order to prevent regenerative "wiggles" in the 
gain versus frequency curve. If the attenuator is bilateral. It will affect (he 
wave traveling toward the output in the same way as the reflected wave, and 
heiice the gain 's reduced. However, since the bunched beam U not directly 

{■ntilsfll iltMUH 

I 



26-8 ELECTRONIC COl'NTERMEASURES 

Affected by the nttenuator, the reduction in gain ii leu than 6 decibels, tor 
a section in which the attenuation Is ir.Snite. It is therefore possible to obtain 
substantial gain, with good stability. 

In low>power tubes, the attenuator commonly takes the form o! a coaviug 
of colloidal graphite (Aquadag) brushed or sprayed on the glass «nvel(.tie or 
on ceramic rods used to support the heiix. In medium-power tubes, coi>t^jil- 
hellx attenuators are often wound of lossy wire which are then placed over 
the outside of the tube envelope. Special impregnated-ceramic materials are 
being developed for high-power tubes. 

The placement and distribution of the attenuator ha« a critical effect on 
the efficiency of high-power tubes. It has been found that a relatively short 
length of attenuation placed near (but not at) the input gives the optimum 
efficiency. The output section of the circuit should be as nearly loss-free as 
possible. 

It is also important to provide a smooth transition into the attenuator, so 
that the circuit waves will be absorbed without appreciable reflection. Other- 
wise, feedback oscillations may occur in the sections of the tube outside the 
attenuator. 

A TWT with a properly-applied attenuator is essentially a stable unileterel 
ampilAer, with high gain in one direction, and high ton in the opposite direc- 
tion. 

26.S.4 Guna and Focuslnf 
The electron guns used in TWT» are generally high-current, low-voltage 

sources. For this reason, space-charge effects usually determine the limits on 
what kinds of beams can be produced and maintained, In addition, because 
of the nature of the interaction process, beams with large ratios of length to 
cross section are required. Thus, some method of focusing is essential, to 
prevent the beam from spreading apart under the influence of its space- 
charge forces. 

In early versions, TWTs were immersed in strong axial magnetic field», 
which constrained the beam to move along a straight line. In that case, a 
parallel-flow Pierce-type electron gun could produce the desired beam, as 
illustrated in Figure 26-Sa. The situation where the magnetic field threads 
the cathode is called "confined flow", since the electrons are confined to 
straifihtiine paths from emission to collection. The requirement for a strong 
magnetic field Implies the need for a solenoid enclosing the tube and its cap- 
suit. Since the weight, bulkinest, and power loss of a solenoid is objectionable 
in many applications, a good deal of effort has gone into the development of 
other methods of beam focusing, 

A substantial reduction in the magnet requirements can be obtained by 
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shielding the gun from the field, which 
CAUM« the beam to »pin iligfatly u it enter« 
the interaction region of the tube. In thii 
condition, the beam la Mid to be "magneti- 
cally focused", in "BrUloutn flow". A dUfinct 
advantage of thia situation la that the gun 
it no longer in a strong magnetic field, and 
a converging geometry can be used, aa in 
Figure 26-5b. Thus, the current density that 
can be obtained in the beam Is higher than 
for confined flow. This focusing method Is 
almost universally used in high-power solid- 
beam devices. 

In low-power tubes, the solenoid can be 
completely eliminated by the use of perma- 
nent magnets or electrostatic fields. The most 
common scheme in use of TiVTs, employs 
disc-shaped permanent magnots which pro- 
duce a periodically-alternating axial field. 
This system, shown in Figure 36-6, has been 
successfully applied to tubes producing up to 

FMUM 36-6   Ptrlndic-mssnttic focmlni lyittm 

about a watt of output power, roughly from S-band to X-band. 
It is possible to produce a uniform field in the r«gion of the beam by the 

use of a properly-shaped permanent magnet, and reasonably light weights 
can be attained at S-band and above. 

At frequencies below «bout one kilomegacycle, hollow beams are generally 
used, for reasons having to do with practical limits on the length of the tube 
(see Section 24.S). Other than confined flow, which requires very large 
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shielding the gun from the field, which 
MUMS the beam to spin »lightly u it enters 
the '.ntenction region of the tube. In this 
condition, the beam is said to be "nwgneti- 
tally focused", in "Brlllouin flow". A distinct 
advantage of this situation Is that the gun 
is no longer in a strong magnetic field, and 
a converging geometry can be used, as in 
Figure 36-Sb. Thus, the current density that 
can be obtained in the beam Is higher than 
for confined flow. This focusing method is 
almost universally used in high-power solid- 
beam devices. 

In low-power tubes, the solenoid can be 
completely eliminated by the use of perma- 
nent magnets or electrostatic fields. The most 
common scheme in us« of TWTs, employs 
disc-shaped permanent magnets which pro- 
duce a periodically-alternating axial field. 
This system, shown in Figure 36-6, has been 
successfully applied to tubes producing up to 

tmvVH 
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about a watt of output power, roughly from S-band to X-band. 
It is possible to produce a uniform field In the region of the beam by the 

use of a properly-shaped permanent magnet, and reasonably light weights 
can be attained at S-band and above. 

At frequencies below about one kllotncgacycle, hollow beams are generally 
used, for reasons having to do with practical limits on the length of the tube 
(see Section 26.S). Other than confined flow, which requires very large 
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solenoids «t these frequencies, the most promising focusing method« turn 
out to be primtrlly electrostatic. Development of lightweight focusing systenu 
for hollow beama haa not reached a stats comparable to that for solid beam», 
but some of the more promising avenues Include: combinations of psrlodic 
electrostatic fields and a uniform (radial) field; periodic fields both inside 
and outside the beam; uniform radial field acting on a spinning beam; and 
periodic magnetic fields In combination with uniform or periodic electric 
fields. 

The electron guns used In TWTs are generally of the Pierce type, shown 
In Figure 26-5, nonconverging or convergent, depending on the focusing 
method used. The perveance of these guns is limited, approachlnj: about 
2x10 " for solid beams. Other types are available, such as the Müller gun or 
the Hell gun, shown in Figure 26-7, when scmewhat higher perveances are 

Riovnt 16-7   Hlfh-currtnl electron sum 

required, In all cases, the aim Is to control the beam trajectory in the gun, 
by a balancing of space-charge forces, accomplished by beam-forming elec- 
trode«. 

26.3.5 Bandwiuth and Gain 
The amplification process in traveling-wave devices Is Inherently non- 

restuitnt, ■■■■■'■ ~- a rsiult, ampiificstbn can be obtained over very wlfle 
bandwldths, The principal factors which cause the gain to vary with fre- 
quency are; (1) variation In the velocity of the wave on the circuit with 
which the beam Interacts; (2) variation in the effective length of the tube, 
In wavelengths; (3) variation in the strength of the axial electric fieli at 
the position of the beam; (4) variations of the impedance match at the 
input and output transducers, and at '.he attenuator. 

The helix circuit (Section 26.3.2) la particularly suited to achieving wide- 
band operation. The wave velocity on a helix is relatively independent of 
frequency over a wide range. Furthermore, the strength of the axial field 
decreases in such a way, with increasing frequency, that this factor tends to 
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compenwte for the Increasing number of WBveiengUu along the tube. Thus, 
the design psr&nteters can be chosen to ihet the gain versus frequency curve 
reaches a very broad peak near the center of the operating band. Another 
Important consideration is the ease with which helices can be fabricated. 
Finally, it is possible to obtain an excellent imped»-;.: match to a helix over 
a large frequency range. A typical curve of gain versus frequency for a 
hfMx-type tube Is shown in Figure 26-8, 

VIM** 26-t  Typical curv« of smpUActllon 
of t  tmvellng-wsv«  tub« u ■  lucction  of 

(nqutncy 

The small-signal gain of a traveling>wave ampllfler depends In a compli- 
cated way on a number of parameters, Including the length of the circuit, 
the beam voltage and current, the helix interaction impedance, and circuit 
attenuation. Typically, stable gains of from 30 to 60 decibels can be 
achieved in a single tube. 

26.S.6 NoiilineariUes 
A typical curve of output power versus Input power for a TWT is shown 

in Figure 26-9. The characteristic is linear up to a point approximately six 
decibels below maximum output, then beiiina to saturate, reaches a maxi- 
mum, and then drops off as the Input continues to increase. If operation is 
well below saturation the tube behaves a« a linear amplifter with negligible 
nonlinear effects. As the input signal level is raised, however, the bunching 
of the beam becomes nonsinusoldal, and some important nonlinear effects 
begin to take place. 

Limiting. If only one signal is present, the most important nonlinear effect 
Is a compression, or limiting, as Indicated by the input-output curve. At the 

. 
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point of maxknum output, a rtla- 
tivaly large variation in the input 
power (about 10 db) cauiet only a 
small variation in the output (about 

I I        [^     \,'   jS 2 db). If the aignal to be ampllfled 
contains amplitude modulation, this 
modulation will be comprised or 
largely removed when the tube is 
operated near saturation. At the 
saturation point, distortion of the 
modulation signal i» large. This lim- 
iting property can be emphasised 
by proper design, If desired, to ob- 
tain a much broader saturation 
curve. A drawback of such traveling- 
wave limlters is the relatively large 
amount of phase distortion en- 
countered In the region of saturation. 

Harmonics. In the saturation replun, the bunched beam contains harmonics 
of the fundamental signal frequency. If these harmonic* lie within the pass- 
liand of the tube, they can be coupled cut, and will appear In the output. 
Oeneralty, the double-frequency component Is the pnly harmonic of practical 
importance. 

Mixing. When two or more signals are present simultaneously, one of 
which Is strong enough to drive the tube into the saturation region. Inter- 
modulation products or beat-frequency components are produced, as in any 
nonliiwar device. The outputs obtained at the beat frequencies depend not 
only on the strengths of the beating signal* and the curvature of the char- 
acteristic, but also on the gain of the traveling-wave tube at the beat fre- 
quencies. The efficiency of the output transducer also enters In here. It is 
possible to build traveling-wave mixers which emphasise these effects, and 
put out essentially full saturated power at a selected beat frequency. 

Frequency Conversion. A traveling-wave amplifier can be made to oscil- 
late by the use of Internal or external feedback, and the level of the output 
is determined by the saturation characteristic. If a small signal at another 
frequency is introduced into the tube, a beat will be formed by mixing with 
the large oscillation signal, producing an output. This process is not essen- 
tially different from mixing, except that the local oscillator signal is sup- 
plied by the traveling-wave tube itself. 

Sitnal Suppression. When two large signals are present slinulUneouily, 
the nonlinear effectii are more complex. The interaction between the two ffe- 
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quenci«! It such that the output at etch frequency is less than that which 
would be obtained if only one of the sifinaiä were present. In fact, the total 
output for both signals is generally less than the sum of the outputs for 
each separately. The practical result is that the effective gain for one Axed 
input is decreased when another signal is introduced, If both are in the 
saturation region, A typical curve showing this effect is given in Figure 
26-10. Here, the input power Pi at frequency ji remains constant at a value 
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corresponding to an output 3 db below saturation. Input power Pa at /a is 
varied from aero up to saturation, and is plotted as the abscissa. The two 
output powers Q\ and Q« at U and /» are shown as the ordlnate. Also shown 
(dotted) is the saturation curve for signal 2 alone (/>: = 0). It can be seen 
that the sigrjtl at frequency U i* suppressed more and more as the other 
signal increases. 

26.S.7 Power Tube« 
Large amounts of c-w power can be obtained from traveling-wave tubes 

with reasonable efßcirncies, over relatively large bandwid'h». The primary 
limitation on the output power of a TWT is the dissipation ability of the 
circuit, which is relatively low In the case of the broadband helix Largsr 
output powers can be obtained, then, either by going to another kind of 
circuit, which invariably reduces the bandwidth, or by reducing the average 
dissipation by going to pulsed operation, or both. 

The efficiency of a TWT, which is defined as the ratio of maximum out- 
put-signal power to beam power, depends critically upon several design 
parameters. Efficiencies as high as 50 percent have been achieved, with 
values from about 10 to 35 percent being typical for practical tubes. 
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Conllnuous-wftv« output power» obulnnble ia tnvellng-wivt tube« nngft 
up to about 200 watt» at S-bsnd, with commerclslly-aviilible tube* prM- 
ently in the range oft to 100 wttta. At X-band, tubes are at prewn» aval I- 
able at the 100-wttt level. 

Under pulled conditiona, output powers up to a megawatt at S-band have 
been obtained in a commercial tub«. 

26.3.8 Low-Nolee Receiving Tuboa 
The noiie output of besm-type device» ordinarily origlnatei at the heated 

cathode, where electrons are emitted with a random dUtributlon of velocitlce. 
Special techniques have evolved to reduce the amount of noise which origi- 
nate» in traveling-wave tubes, and it has been possible to obtain very low 
nol»e figures by careful attention to the design of the gun and accelerating 
regions of the tub«. 

Although the factors which determine the lower limit to the noise flgur» 
attainable In beam-type microwave tubes are not yet completely understooo, 
It has been found that the condition of the cathode surface is of some im- 
portance to low-noise performance. Thus, careful fabrication, construction 
and processing of the tube are essential, as well as proper design of the 
atceler^tlns-potential profile and interaction region of the tub«, In opera- 
tion, the noise figure of a given tube depends on the proper adjustment of 
cathode temperature, electrode voltages, and the alignment of the tub« in 
the focusing ftel 1. 

At present, commercial tubes are available at S-band whose nois« figures 
are as low as 2 to J decibels, with gains about 25 (iedb«ls, and outputs mwr 
one milliwatt. At X-band, the noise figure is about 5 ueclHels, with lower 
values having been measured In the laboratory. 

86.3.9 Modulation «ml Control 
Amplitude or phase modulation can be produced In a traveling-wave am- 

plifier by appropriate variations cf the beam current or beam voltage. This 
property makes possible a number of attractive mMler-uacillator pow r- 
ampllfier applications, in which the desired modulation of the signal can be 
«ccomplishad, without the usual difficulties which arise when an oscillator is 
modulated directly. 

Amplitude modulation results when the beam current Is varied, usually by 
means of a control grid <n the gun, while a constant signal is applied at the 
Input. Incidental phase modulation is also produced In this case, and thus 
the method may be limited to those applications where the r-f phase is 
relatively unimportant. 

Phase modulation occurs when the helix voltage changes; because of the 
change In the velocity of the beam, and therefor«, the number of wave- 
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length« on the tube. Since the pin of the tube depends nther critically on 
synchronism between 'he wave and the beam, the bniix voltage can be 
changed only by a r M amcint before incidental amplitude modulation 
become» lerioiu. In * typical traveling-wave tube, a , m»e deviation of 
about 360 degrees can be obtained, with only a few decibels change in the 
output level; this is for a helix-voltage change of SO volts. 

While the phase deviation may be limited to about 360 degrees, an un- 
limited deviation can be effectively simulated by applying a sawtooth wave- 
form to the helix, such that the 360 degrees shift is continuously repeated 
The TWT operated in this mode Is called a terrodynt. The effect it to add or 
subtract one full cycle of the r-f signal during each period of the sawtooth, 
and thus the frequency of the output signal is shifted with respect to the 
input frequency, the amount of the shifi being equal to the frequency of 
the sawtooth. Under ideal conditions, when the peak voltage change on the 
helix is exactly that which produces 360 degrees phase shift, and the flyback 
time of the sawtooth is aero, the spectral content of the output consists 
purely of the shifted signal. In a practical case, the shifted signal can be 
made more than ten decibels greater than any other component. The ser- 
rodyne finds application in doppler simulation, single-sideband generation, 
and wideband frequency modulation, amona others. 

A wide variety of combinations of amplitude and phase modulation is 
possible with a TWT, which allows the synthesis of practically any kind of 
microwave spectral distribution within the bandwidth limitntioni of the tub« 
and its modulating electrodes. For example, balanced, or suppressed-rarrier 
modulation can be accomplished by amplitude-modulating with a full-wave- 
rectified signal, and simultaneously reversing the phase w!th a square-wave 
version of the signal applied to the helix. See Figure 26-11. 

Thus, the traveling-wave amplifier is an extremely flexible device for pro- 
ducing a wide range of different kinds of microwave signals, and is capable 
of accomplishing this over a large frequency range without need for any 
mechanical tuning adjustments. 

In certain applications, the transient response of a TWT Is of importance. 
Although the transient behavior is quite complex in such a distributed- 
interaction device, some general statements about the rise times and delays 
can bt made. First, the delay times for forward-wave ampliflers are of the 
order of magnitude of the time required for the signal to travel down the 
slow-wave structure, which in turn is approximately the same as the beam 
transit time. 

If the signal input is pulsed en while the beam remains on, the rise time 
of the output signal depends on the steady-state bandwidth characteristics 
of the tube: for broadband, nondispersivc tube», the output rise time it very 
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imtll, of the order cf one or two cycles of the r-f signt!; lor narrow-band 
dlspcriivu tubtt, the rise time it larxer by perhaps an order of magnitude, 
depending on the details of the steady-state response and the tube para- 
meters. In a typical dispersive tube, the rise time is about equal to the beam 
transit time. 

When a continuous signal is applied to the input, and the beam is pulsed 
on, several simultaneous phenomena take place, which again dupeud on the 
budwidth characteristicM of the tube, Rise times typical of S-band ubes 
are from perhaps 15 to 50 millimicroseconds. A pulse 1 beam tends to excite 
video-frequency responses on the circuit, and if the input and output coup- 
lers are not well matched at video frequencies (as Is usually the case) the 
circuit will "ring", producing an oscillatory distortion on the r-f output 
envelope. This effect will be minimised in a tube intended for puUed-beam 
operation; otherwise, these transients can persist for several hundred mil- 
limicroseconds. In a typical tube intended for pulse modulation of S-band 
signals, the rise time is 20 mtmc and the deky about the same. 

26.4 Uwkwanl-Wave Oscillators and AmpUflers 
Backward-wave devices are similar in many respects to the traveling- 

wave amplifier dUcussed above. The interaction process takes plsce between 
the electron beam and a *low wave on the circuit which travels parallel to 
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the betm and eserU longitudinal forces on the electrou. Bunching of the 
been» takes place, and the kinetic energy of the bean, it converted into a< 
power on the circuit. However, in contraat with the traveliag-wave ampli- 
fler, the backward-wave tube is inherently regenerative. The diffarence ii 
due to the fact that the beam interacts with a backmafd wave, that is, a 
wave with oppositely-directed phase and group velocities. To obtain interac- 
tion the electron velocity must be synchronised with the phase velocity of a 
wave on the circuit, and the result is thai the direction of the flow of r-f 
energy on the circuit Is opposite to that of the electrons, resulting in a built- 
in feedback mechanism. 

An important property of backward waves is that the phase velocity Is a 
strongly-varying function of frequency; i.e., backward waves are inherently 
dispersive. A direct result is that, for a given beam velocity, interaction can 
take place only over a narrow band of frequencies, and, for fairly weak 
interaction, the device acts as a narrow-band regenerative amplifier. Since 
the frequency at which this interaction takes place depends on the ?l«:t on 
velocity, the amplifier can be continuously tuned by changing the beam volt- 
age. For stronger interaction (more beam current), the internal feedback 
mechanism causes the device to break into oscillation at a frequency again 
determined by the beam velocity. Thus, the backward-wave tube has the 
unusual property of being voltage-tuned. From the standpoint of counter 
mecsures applications« this is « most important feature, since it makes pos- 
sible rapid tuning of microwave oscillators and amplifiers, thus opening the 
door to a new class sf aystfini based on rapid tunability over broad band- 
widths. 

26.4.1 Meehanlani of Opcratien 
The operation of backward-wave tubes can be understood by considering 

a simple structure on which a backward 
wave can propagate, such as the folded 
transmission line shown in Figure 26-12. 
This structure can be viewed as a strip 
line or a waveguide, winding back und 
forth upon itself, with a series of holes 
through which the electron beam can pRs». 
For a TE mode on the guide, the electric 
field will then be directed along the line 
of motion in' the beam at the point» where 
the beam crosses the guide, and thus 
the beam "sees" longitudinal accelerating 
and decelerating fields, separated by drift 

Finn« 26 U   Folded-Una circuit for a 
In« kwjril w«vr tube 

regions in which there are no fields. 
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ÄMuming » wive eidiU on the structure, tnd Is traveling (ronr. right to 
left, we can determine the effect of this wive on the electron* ss they en- 
counter the fields >t the successive gnps. Figure 26-13« shows the »ituition 
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fit the first gap at the Instant when the electric field Is wro, and going ac- 
celerattng. (The arrows Indicate the direction of the force on an electron,) 
At this Instant, a reference electron 1 passes through the gap, experiencing 
no force. An earlier electron 2 had encountered a decelerating field, and had 
been slowed down: a later electron 3 will encounter an accelerating field, 
and be speeded up. Thus, velocity modulation occurs at this gap, just as in 
a klystron gap. It can be seen that both 2 and 3 will move toward 1, and 
thus electron I, our reference, will be In the center of a bunch. 

Next, consider the situation when cur reference electron reaches the 
second gap. This occurs at a time T, ~ d/u0 seconds later, where u0 is the 
electron velocity, and d Is' Its path length between gap». If, during this same 
time, the wave on the «tructure travel» with such t speed that the next ler« 
Just arrives at the second gap, then the referencu electron will see exactly 
the tame field at gap 2 as it saw at gap 1, I.e., zero field, going accelerating. 
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In order to do this, the wave must travel Just /- meter« short of a iuJf wave- 
bngth, or Ko/i — L meters. If the wave velocity on the line h c, th^ time 
required to travel this distance is Kt/lc — L/c seconds. Actually, the velocity 
is adjusted so that the reference electron arrives at the second gup slightly 
before the aero of Aaid arrives, so that it encounters a slight deceleration. 
This situation is illustrated in Figure 26-lSb. The time. A', by which the 
electron "beats" the sero of Add to the second gap is 

&t = [V2P - L/c] -T,=.l/2I- L/c ~ i/ut 

As this situation is repeated from gap to gap, the bunch around the refer- 
ence electron continues to become more compact; it also slows down, giving 
up energy to the circuit wave, as lung as it continues to see a decelerating 
field at each gap. This last condition can be satisfied by adjustirg the veloc- 
ity such that, after passing through n gaps, the bunch is still within a half 
cycle of the sero of field. That is, wA< is approximately one-half of the 
period of the r-f wave. Under these conditions, the electron bunches en- 
counter strong decelerating fields over the entire length of the tube, and a 
maximum of the beam energy is converted into wave energy on the circuit. 
The frequency at which this strong Interaction takos place can be found by 
setting MA< equal to a half period of the wave, or: 

1/2/ M «Al « «/2/ - nL/c - Ml/*. 

Solving for the frequency /, 

1 m - nilc+ dl*0]   ■ 
This is the basic relation for the frequency of a backward-wave tube using 
the interdigltat-iine circuit, in terms of the dimensions and the beam velocity. 

As the beam loses energy to the wave, the wave tends to grow in ampli- 
tude. But, since the backward wave, with which the beam is interacting, car- 
ries power in a direction opposite to the motion of the beam, the effect is for 
the wave to grow towards the gun end of the tube. This causes even stronger 
bunching, and the result Is a built-in feedback of a regenerative nature. For 
a given physical length uf tube, there Is a critical beam current, called the 
"starting current", above which the regeneration is strong enough to cnuxe 
the tube to osclllatii at about the frequency given in the above expression. 
Below starting current, a signal which is introduced at the Input (collector 
end of the tube) will be amplified if its frequency is near this value. As with 
»11 regenerative amplifiers, the gain can be very large, but is critically de- 
pendent, on beam current and signal frequency. 
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26.4.2 Slow-Wave Su-uetiu'w 
Any ttructure which will support ■ backward wave on poUhtially be 

used (or backward-wave Interaction. The toldtn lit» I» on« oi the timpleit 
in concept, and li capable of high power diaiipation. It can take the form 
of a folded atrip UM, U shown in Figure 36-12, or the tide« can be doted 
off. in which case tht line it a folded waveguide, operating in the TE» mode. 
Intermediate cases, in which the enclosure it further away, can be recog- 
nised u folded ridged (or loaded) waveguide. 

It can be shown that any waveguide with periodic Variation» in the direc- 
tion of propagation can support backward waves in the form of space 
harmonic components of the total fan. Thus, a wide variety of circuits have 
found application in backward-wbve devices, and, unfortunately, many cir- 
cuits for FWAs seem to prefer backward-wave oscillations under conditions 
of high-power operation. 

The helix Is an excellent circuit for backward-wave tubes in ihe frequency 
range where the circumference is one-half to one-fourth the free-space wave- 
length. Ordinarily, such a helix is wound of tape, with the tape width about 
equal to the gap bctwoen turns. Under these condltions, the field» teen by a 
beam quite close to tt.; helix are similar to those of the folded-line structure, 
with regions of axial field between turns alternating with drift region» be- 
neath the tape. It is customary to use a hollow beam In a helix-type back- 
ward-wave tube, since only those electrons near the helix can participate in 
the interaction. It should be noted that, for a given frequency of operation, 
the diameter of the hel'x for a backward-wave tube Is several times larger 
than for a FWA. Thus, for helix-type tubes, backward-wave Interaction can 
be utilised at higher frequencies than can forward-wave interaction. 

As with forward-wave tubes, it is Important that reflections at the ends of 
the circuit be mlttlmlsed to reduce undesirable regenerative effects. In back- 
ward-wave tubes, the effect of imperfect matches is to produce sinusoidal 
variations in the starting current and power output as frequency is varied. 
A related efect is frequency pulling, or a shift in the oscillator frequency 
with changing VSWR of the load. If the matches at both ends of the tube 
are better than about 2:1 VSWR, and some additional loss is Introduced on 
the circuit, these effects are ordinarily tolerable. The pulling figure of a 
BWO is generally lower than that of conventional oscillators, Loss has detri- 
mental tffi-it on the efficiency, and hence should be minimised. 

Another advantage of the helix circuit over the interdigilal line Is that it 
is somewhat easier to obtain a good broadband match to the helix. 

26.4.3 (iunt and Foeuatng 
üftiTiilly the requirctmmti for production and maintemmce of beams for 
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0»typ« bukward-w«v8 tube» are the same as for forward-wave tubes. The 
roos» significint (liffe?enct ii that backwunt-wave tubes operate over a wide 
riagt of vohsges, rather 'han a Hsi vsltagg, asd mutt I« so dsslgr.ed that 
the required current for oscillation is supplied over the entire range of oper- 
ating voltages. The variation of voltage and current as a function of frequency 
Is such that the required beam perveance is normally highest at the lowest 
frequency of operation, and this point determines the gun dssigs. At higher 
frequencies, the beam Is simply accelerated by a voltage difference between 
the circuit and the gun anode, 

Since ike structure in a backward-wave tube is usually shorter than that 
of a forward-witve tube, the focusing problem is simpler, for a given fre- 
quency and power level. 

Because of th« variable-voltage requirement, the focusing of backward- 
wave tubes is almost universally of the conflned-flow or Brillouin-flow types 
In interdigltal-llne tubes with solid beams, the use of Brillouin focusing al- 
lows convergent-geometry guns and thus higher current densities and powers 
art) attainable. Periodic electrostatic focusing is possible with the interdigital 
circuit by operating the two halves at different d-c potentials, but this 
method is restricted to very low power levels. 

26.4.4 Tuning Characterltllct 
The frequency at which ampiiftcation or oscillation will occur in a back- 

ward-wave tube is primarily determined by the dispersion characteristic of 
the circuit and the beam velocity, For a given beam voltage. Interaction can 
occur only at the frequency for which the circuit phase velocity is in approxi- 
mate synchronism with the beam, and thus the "tuning curve", or a plot of 
frequency versus beam voltage, can be obtained directly from the dispersion 
curve of the circuit. A typical dispersion curve for periodic slow-wave cir- 
cuit is shown in Figure 26-14, in the form of a plot of frequency w vemuu 
the phase constant ß. (On this w-0 diagram, the phase velocity of the circuit 
wave is given by the slope of the line from the origin to a given point on the 
curve, and the group velocity is the incremental slope of the curve at the 
given point, both velocities relative to the velocity of light.) Over the range 
of the curve from A to B, the phase velocity Is positive while the group veloc- 
ity is negative, which is characteristic of a backward wave; this is the region 
of operation of backward-wave devices. A plot of the relative phase velocity 
versus frequency is shown In Figure 26-15. If the beam at voltage V is to 
be synchronous with the wave, the voltage must satisfy the relation V — 
SOS (Vp/c)*, and from this the synchronous tuning curve of Figure 26-16 is 
obtained. 

In practice, the synchronous tuning curve give« only an approximate Indi- 
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ciitlun of the performance, ami must be currected by including the effects of 
•itlifr factor« to obtain the actual tuning characteriitic, The muit im|Ktr<Hnt 
of ihe«e factors IK the beam current, and its effect on the {requency of oscil- 
lation 1» termed "frequency pushing." As the beam current increases, the 
frequency detrsases, lor a fixed voltage. This effect is Illustrated on the 
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typical tuning chanrtoriitlci shown In Figure 36-17, In which Mveral curvet 
ere plotted, for various value» of beam current. 

The amount of frequency pushing which will occur In a given tub« de- 
pends on beam current end voltage, and thus varies over the range of tube 
operation; values up to about five percent shift from the start-oaclllation 
frequency are typical for high-power tubes. 

Frequency pulling, mentioiw* In Section 26.4.2, results In minor varia- 
tions In the tuning curve, c y variations with frequency In th< reflec- 
tions at the ends of the circuit . he amount of pulling also depends on the 
match at the load, and the length of the connecting transmission line. For 
relatively good matches, the deviailons from the smooth tuning cum are 
approximately sinusoidal, with peak values usually leu than 1 percent shift 
in frequency. More serious pulling and discontinuous Jumps In the tuning 
curve can result if the termination at the collector end of the circuit Is par- 
ticularly bad. Such a breaking up of the tuning curve is a result of "long- 
line effects", which cause rapid variation in the phase of the reflected wave 
between the load and the collector end of the circuit. 

The tuning characteristic of an O-type BWO Is inherently nonlinear; 
typically, a 2 to I range In frequency can be tuned by varying the beam 
voltage over a 10 to 1 or smaller range. 

2i&.4.S Power and Eflleienoy 
Power outputs of the order of milliwatts can readily be obtained from 

BWOs at frequencies as high as 100,000 megacycles per second, Larger 
powers can be achieved at lower frequencies, up to 10 kilowatts at S-band. 

Efflciencles attainable In BWOs are generally somewhat lower than those 
of TWT.i, being of the order of 20 percent and higher for high-power tubes, 
and a few percent or less for low-power tubes. 

26.4.6 Modulation and Control 
Possibilities for modulating c, BWO Include variation of the beam voltage, 

or the beam current; In addition, there Is the possibility of injecting a slgnnl 
at the collector end of the circuit. 

The primary effect of varying the beam voltage Is to change the frequency 
of the output signal. Thus, the BWO can be frequency-modulated by apply- 
ing an appropriate signal waveform on the circuit. Uue to the nonlinear 
shape of the tuning curve, the modulating signal must be predlvtorted If a 
linear modulation characteristic is desired, The limit on the tuning rate that 
can be achieved is set by the build-up time of the oscillations, which Is the 
order of several transit times of the beam. Since the transit time Is usually 
measured in miiHmicroseconds, tuning rates up to about 1000 megacycles 
per second per microsecond can be obtained in a typical S-band tube. 
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Since the output power, u well M the frequency, change« with beam volt- 
age, aome amplitude modulation i» generally preeent in the output, when the 
beam voltage is modulated. If the frequency deviation la small, however, the 
AM can be negligible, 

If the beam voltage is fixed and the current varied, the primary effect is 
io vary the power output. Thus, a BWO can be amplitude-modulated by 
varying the beam current. Because of the frequency-pushing effects dis- 
cuited previously, some incidental FM is also produced when UM current 
is modulated. Usually a special gun design is reauired to vary the beam 
current, e.gt, with a control grid. 

In relatively low-power applications, it is usually more convenient to pro- 
duce AM by some external means, as for example, with a diode or ferrite 
modulKtor. In addition to reducing the effects of pushing, such a device can 
have a relatively constant modulation sensitivity over the frequency ran^e 
of operation, which would be difficult to obtain by direct modulation of the 
BWO beam current. 

The output signal of a EWO can be frequency-controlled by the injection 
of a signal into the (normaly terminated) collector end of the circuit. If the 
injected signal is near the frequency of oscillation, the oscillation can become 
locked to the signal frequency. The behavior of a BWO under these condi- 
Hont is similar to that of other locked oscillators, and depends on the strength 
of both the oscillation and the injectmi signal, as well as the difference in 
their frequencies. If the BWO is operating at Just slightly above starting 
current, an injected signal tki the oscillating frequency will be amplified, 
while the oscillation will be simply suppressed, without any frequency pull- 
ing. The resulting signal, locked on the frequency of the Injected signal, is 
larger than would be obtained from the oscillator by Itself. 

At currents considerably above the start-oscillation value, the behavior is 
somewhat more complicated, with extra-frequency components being gen- 
erated, and pulling of the oscillator frequency occurring. The range over 
which locking takes piece decreases as the current is raised above the start- 
ing value, and typically might be a few megacycles wide. 

The locking-in behavior of a typical low-power BWO is illustrated in 
Figure 26 18, which shows the frequency spectrum of the output, In (a), 
the BWO is barely oscillating at /«, and a constant-amplitude injected sig- 
nal at /. is tuned toward lu- As the two frequenclex get closer, the injected 
signal simply grows, while the oscillation is suppressed. In (b), the current 
is about 1,5 times starting current. Here, «Jw cidUHiur frequency is pulled 
toward that of the injected signal, und equally-spaced extra-frequency com- 
ponents appear un imr side of the oscillator frequency in the pulling region. 
Finally, lock-In doe» occur, but over a narrower range than in (a). 
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36.4.7 Spuriou» Output! 
Under ceruin condltSont of op- 

eration, a BWO can produce out- 
put! at frequencies other than 'hat 
of the fundamental or main output. 
These extra outputs ere termed 
ipurloui outputs, and are generally 
detrimental to the performance of a 
system in which the BWO is used. 

It was seen in the last section 
that, in the preunce of a locking 
signal, spurious outputs can occur 
when the oscillator is on the verge 
of locking in, but these disappear 
under the locked condition. 

Another possible source of spuri- 
ous outputs in an O-type BWO is 
In modes corresponding to higher- 
order solutions of the start-osciüa- 
tlon condition. Generally, the tube 
can oscillate on these modes if the 
beam current is sufficiently high, of 

fundamental starting current or higher- 
the  higher-mode  output  appears  at 

the order of ftve times the 
When this condition is satisfliid, 
a frequency somewhat lower than that of the fundamental output, and the 
strength of the sptiftom output is usually much smaller than the fundamental 
output, Because of the nonlinear character of the beam, intermodulatlon 
products appear whenever two signals are present, so that the result is that 
a multiple distribution of spurious signals is observed when the BWO is 
osclllsting simultaneously on two modes. Higher-mode operation can be 
eliminated simply by reducing the physical length of the backward-wave 
circuit, and therefore should not be a problem in well-designed tubes. 

Depending on the kind of circuit employed. Interaction may take place 
with various space-harmonic components of the field other than the funda- 
mental backward wave, to produce spurious outputs. This kind of Interac- 
tion can be virtually eliminated by proper circuit design. 

Finally, spurious outputs occur at the harmonics of the fundamental fre- 
quency due to the nonsinusoidal bunching of the beam, These output» are 
usually outside the frequency range of interest, as will as being relatively 
small In amplitude. 

In low-power applications, such as local oscillators and signal generators. 
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In which ipurioui output» «re t moit icrioui problem, the O-type BWO 1» 
cspuble of extremely good performance, producing « clesn spectrum in which 
the spurious signals arc typically 70 to 80 decibel« or mere below the main 
output. 

26.4.8 LOW-NOIM Baekward^Wav« AmpHflers 
Since the backw«rd-w«ve «mpllfter I* «a electronlcally-tuaable, narrow- 

band amptlAer, its moit Important application would «eem to be u the input 
•tage for a npldty-tuned search receiver. In auch «n application, the sensi- 
tivity «tt-iiMble depends on the minimum noise ftgure of the backward-wave 
tube. It ha« been recently demonstreted that these tubes can be designed «nd 
constructed with noise figures as low «s 2.5 decibels, with gain weil over 30 
decibels, which appears to establish the BWA as an Important component 
In microwave systems. 

26.S Power and Siae Limitations 
In «uessing the potenti«lltl«s of microw«ve tubes for specific new «ppti- 

cations,, the problem is generally cne of determining what can be «ccom- 
plished, within the Btste-of-the-«rt, toward meeting the requirement« of 
power, bandwidth, and physical site «t a specific operating frequency. Basic 
to an understanding of how the performance characteristics depend on fre- 
quency ere the laws of seating; this section will be devoted to a statement of 
general scaling rules, and their implications with regard to the power and 
size limitations of TWTs. 

26.5.1 Scaling Laiwe 
Suppose that we have « successful design of a microwave tube, and wish 

to investigate the design of a similar tube to operate at a different frequency 
or power level. We should expect to have to change the physical dimensions, 
voltages, currents, and the magnetic Mil, as well as the operating frequency. 
The problem is to determine the new values of the performance character- 
istics, in terms of these changes, In general, two tequirements mutt be met 
in the scaled version, i ' these requirements yield the scaling laws which 
must be satisfied; (1) i. shape» of the electron trajerturles must remain 
unchanged with scaling; and (2) the electrons must traverse corresponding 
distances In the same fraction of a cycle of the operating frequency. 

Consider two geometrically-slmilur microwave tubes whose linear dimen- 
sions are in the ratio L: 

L = WI, 

These tubes are to operate at frequencies in the ratio /•'; 
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If we now connider the dyiumica of the electron beam In the electric and 
magnetic field» preient, ami impose ti» csndltioni that trajectory ihapei and 
transit angles remain unchanged with scaling, we can derive from the equa- 
tions of motion the general scaling ratios between corresponding quantities 
In Um two tub«. The results are summarised In Table 26-1, under the column 

TAStK 26-] .   SCALING LAWS roa MICKOWAVS TUKB 

BUMI on:   (1)   OtonwtrtctUy ilmlUr «Itetron trtjtctnriti 
(3)   Idsntlcsl tnntlt smln 

SctUns-rttlo diftnlllon»;    (i)   L«n|th:          L - L»/Li 
(1)   Fnqwney:     f as hll\ 

QtuaUty 
Otntmi 
Sctllns 

Comptet« 
BcsUni 
Lfm 1 

DlnttmloB 

Pm I 

Wsv»l»nf!h, X,/\, 1/F l/P ■ L I 
Tin«, dtjdh I/f i/r» i I 
DUttnct, itjitt L VP» L L 
Am, A,IA: I* l/P* ■ 1.» L* 
Vtlodly, vjvi FL 1 L 
Ace«!«n lion, «j/o, l*L P'UL L 
Ekcdlc Atld. Ä,/Äi fl P" ML L 
Mtimeic flald, BJB, r P" l/L i 
Pol«nttel, v,iv, r*L* 1 L* 
Chtrs« usiiiiiy, #,/>! r* P*m l/L» I 
Current dtniity, i,/i\ ptL P* m l/L* L 
Currtnt, l,lh P*L* I L* 
Power dtiulty, p,/px r*L» P* ■ l/L* L* 
Power, PJPs fttfi I L* 
PorvMnc«, A'./i'i t 1 i 

headed "Keneral Kaling." This column applies to tubes with different dimen- 
sion« and operated at differsnt frequencies, and show« how voltaic, power, 
current density, etc., in the scaled tube compare with those quantities hi the 
original tube. In addition, the general scaling ratios nllnw one to derive a 
number of scaling Invariants, or combinations of parameters which do not 
change with scaling. For example, (/a//i)/(Ka/l/i),/8 I» such an Invariant, 
since this particular ratio is Independent of both /. and F, It will be recog- 
iiimi that this is Just the ratio of perveances, Sa/Su and thus the perveance 
is not a function of the scale. Another example might be the ratio V/B'L". 

The remaining 'wo column» of Table 26-i are for speclol cases of scaling 
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procedur«. "c om^kte" scaling rcfcn to the c»ss In which the dimemiotu 
«re icaled in direct proportion to the operating wavelength, or in inverse 
proportion to the operating frequency. In thli case, L as l/F, and the 
ratioe in thia column »how how the various parameters change with either 
L or F. For example, if the dimensions of a tube «re ill reduced by a factor 
of four, in order to operate at four times the frequency, the voltages, current, 
and powers remain unchanged. However, the electric and magnetic fields 
required «re four times as large in the smaller tube, and the charge density, 
current density, and power density are sixteen times larger. Since the heat- 
dissipating ability of a structure is related to the power density the smaller 
tube is likely to be severely limited because of the high power-density ratio. 
Further, the current density obtainable from the cathode oi the electron 
gun is limited, and thus the extent to which complete scailng can be carried 
is restricted by these two consideration!. "Complete" scaling is the case of 
most practical usefulttess in microwave-tub« considerations. 

If the frequency of operation remains fixed, and the dimensions are 
chäu$«d, say, to obtain more power, then the ratioe in the column headed 
"dimension scaling" apply. If the sise of the tube is doubled, and appropriate 
changes made in the other parameters, the power will be Increased by 32 
times. In this case, the magnetic field remains the same; the electric fields and 
current density are doubled; the voltages must be increased by a factor of 
four; and the power density and current are increased eightfold. Scaling on 
this basis will again be limited by allowable power dissipat'on, available 
current density, or voltage breakdown. 

It is important to not« that, while the above scaling relations were derived 
from the equations of motion of the electron beam alone, the results are 
directly applicable to such a complicated device as a TWT, if compitlt 
seeding is employed. The reason for this is th-t the perfcimance oi such a 
tube depends on the choice of a number of design parameters which are 
inherently independent of this kind of scaling. For example, in a helix-type 
TWT, the parameter most basic to the over-all performance is the fre- 
quency-slse parameter, ye, which lb directly proportional to frequency and 
helix radius, and Inversely proportional to the square-root of the beam volt- 
age. Examination of the complete scaling column shows that yc is an In- 
variant In this kind of scaling. Other design parameters, which depend on 
ya, and are also Invariant with complete scaling are; (', QC, N, B, BCN, etc. 
It follows that the gain, bandwidth, and efficiency are also invariant. Thus, 
any conclusions drawn about how the beam power varies with scalinj; sn al*o 
applicable tu the r-f power output of the tube, at least to a first approxi- 
mation. S'tme reservation Is warranted here, though, sine« the efficiency de- 
pends also on some factors which may not be entirely Independent of seal- 
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ing, luch as the lots on the helix. Also, it ehould be noted that the »uling 
relattom »ppiy to the values of th* "design center" parameters, and should 
not be used, for example, to calculate how the power output varies across the 
band of operation of a given traveling-wave tube. 

26.5.2 Slae UssSts at Low Frequmdes 
If one attempt«, by complete scaling, to Kale an S-band TWT down to 

about fifty megacydee per second, the rt. lit would be a tube perhaps forty 
feet long and a foot in diameter; such a tube would be leas than uieful. Even 
at 100 megacycles per second, a four-foot lube would be Impractical in many 
appllcationi. Furthermore, In this frequency region, conventional-tube devices 
are competitive with traveling-wave tubes, the prime example being the dis- 
tributed amplifier. Thus, there is a frequeucy limit below which the TWT 
becomes too Urge to be practical. 

The low-frequency limit of practical traveling-wave tubes depends on 
what Is considered a tolerable physical slse, in any particular application, 
but probably lies in the range from S3 to 500 mcs. The limit can be lowered 
for a given sise by designing the tube to utilise a hollow beam, thus increu- 
Ing th«) attainable gain per wavelength, which shortens the required physical 
length at a given frequency. 

A developmental traveling-wave amplifier has been reported which oper- 
ates over the rang« of 50 to 300 mcs, with power output at the lOOO-wutt 
level, whose over-all physical length Is about thirty l&ches. It would teem to 
be difficult to do much better than this with TW tubes. 

26.5.3 Power Umiu at High Frequoncloa 
The performance of a traveling-wave device at high frequencies is limited 

primarily by three factors: the dissipation ability of the circuit, current- 
density capability of the gun and focusing system, and the difficulty of fabri- 
cating small tube parts, It complete scaling of a diraipatioa-limlted helix-type 
TWT Is attempted, the attainable output power will drop off as the square of 
the wavelength. However, ordinary construction techniques begin to fail at 
frequencies above about 30,000 mcs, and It has proved difficult to obtain even 
the scaled powers at these frequencies. With special techniques, the high- 
frequency limit for helix-type amplifiers may be about 50,000 mcs, and per- 
haps as high as 100,000 mcs fur BWOs. Achievable powers of tens of milli- 
watts seem to be the limit in this frequency range. Several alternative struc- 
tures for BWüi have been developed, which extend the frequency limits 
upward by perhaps a factor of 2. 

In contrast to the situation at low frequencies, there are no alternative 
devices which begin to compete as the high-frequency limits of traveling- 
wave devices are approached. 



26-30 ELECTRONIC COUNTER MEASURES 

26.5.4 Limit» Impoaed by Gun and FOCUSIRS Syitera 
The current deiulties attainable in an election beam are dependent on the 

capabilitiet of the gun and focusing lyitem. The cathode lurface Itself U 
subject to (airly definite limits on emlsilon current density, consistent with 
reasonable tube life. Continuous d-c emission densltUe of about 0.2 amp per 
cm squared can reliably be obtained from ordinary oxide cathodes, and up 
to about 5 amp per cm squared from the so-called "dispenser" or impreg- 
nated cathode. For short pulses, less than about five microseconds, current 
densities up to about 10 amp per cm squared can be drawn from either type 
of cathode without serious reduction of tubs life. 

These limits on primary current density are considered severe by UM de- 
signers of high-power microwave tubes; higher values would be desirable In 
many applications. Effective beam-current densities up to the order of ten 
times the above values can be obtained by converging the beam in the gun 
region, so that a small beam is produced from a large cathode. Here, the 
limit to the amount of convergence which can be attained la set by random 
"thermal" velocities in tha transverse direction, which tend to smear the 
bum out sideways, preventing the attainment of large convergence ratios. 

Another factor In gun design which limits the amount of cu. rent that can 
'J« obtained At a given voltage Is the perveance, or current per {volt)"a. The 
perveunce of a beam is limited because of the effects of space-charge forces; 
in Pkrce-type guns, perveances of about 2 x 10" amp per (volt)1" seam to 
be the upper limit, for solid cylindrical beams. 

ht high-perveance, high-convergence electron guns, another related effect 
occurs which tends to limit the performance. The slse of the anode aperture 
becomes comparable io the cathode-anode spacing, and the fields In the gun 
suffer considerable distortion, The results are: nonuniiorm eiiiiäslon over the 
cathode surface, larger beam size, lower total current, and apprecluble spher- 
ical aberration. 

Once the desired beam hiu been formed by the gun, the focusing system 
must be capable of confining the flow to the specified region by counter- 
acting the normal space charge spreading forces. For high-power, high- 
perveance beams, confined-flow or Brillouin-flow focusing is generally re- 
quired, although any of the methods discussed In Section 26,3.4 are applic- 
able within their limitatiuns, For example, periudic-magitetic focusing is, at 
the moment, limited by the amount of coercive force of available magnetic 
mateiiak to tubes delivering about 1 to 10 watts of output power. 

Finally, it should be noted that the focusing system must be compatible 
with the gun design, so that the beam flows smoothly into the circuit region 
at the tube. If a strong confining magnetic field is used for focusing the 
beam, a converging geometry cannot be used in the gun, unless the focusing 
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field If likewise convergent in the gun region, or elie elimimited entirely by 
a magnetic »hlrld, 
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27 
Crosseu Üeld Microwave Tubes 

E. C. DENCH,   J. F. HULL,    J. ».   ^dEPCHUK,    D. A. WILBUR 

During World War 11 and for leveral year» ttaraafter, an impoiing 
amount of work wu done on the development and analysis of the traveling- 
wave magnetron oscillator (References I, 2, and i). Shortly after the begin- 
ning of the war the magnetron, with mechanical tunability, became the work 
horse of microwave electronic warfare equipment. However, because wide 
and rapid tuning requirements began to develop for both radar and counter- 
measures, wide electronic tunability of high-power microwave oscillators 
began to be the dream of the microwave engineer. The development of the 
voltage-tunable magnetron by Wilbur et al, (Reference 4) of General Elec- 
tric Company in 1949 and subsequent work on it at The University of Mich- 
igan (References 5, 6, and 7) opened up a new field for the magnetron, and 
it also accelerated the trend toward voltage-tunable oscillators. Meanwhile, 
the demonstration of the principle of traveling-wave Interaction !r linei • 
beam tubes by Kompfner (Reference 8) and Pierce and Field (Reference 
9) had stimulated work on crossed-fleld traveling-wave devices (Reference 
10). The principal of backward-wave interaction wu conceived inde- 
pendently by Warnecke et al. (Reference 11) and Kompfner, The applica- 
tion of the traveling-wave principle to crossed-fleld Interaction by use of a 
backward-wave structure resulted in the first demonstration of the volUge- 
tunable BWO (backward-wave oscillator) tube late in 1950, by Warnecke 
et al.; this was called the Carclnotrun (Reference II). Soon after, prototypes 
were developed (References 12 and 13) In the United States. 

27-1 
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BecKUM of the obvious advantage of voltage-vmi« mecharjical tunability, 
its high-power and high-efficiency capability, its versatility, and it« economy 
of dee and weight, the M-type BWO has become one of the foremost micro- 
wave ECM transmitter tube». In European countries It has developed a 
commanding lead In priority of development over the conventional mechan- 
ically tuned CW magnetron. In the United State», the hydraullcally tuned 
CW magnetron Is still the chief ECM microwave production tube, but efforts 
to develop new equipment are centered on M-type BWO's and other new 
microwave devices. M-type BWO's have been dev ', ed mainly for high- 
power CW applications where wide and rapid volt .ability Is necessary, 
The typical ECM uses are for spot and barrage noise Jammers using both 
frequency and amplitude modulation. Continuous-wave power output capabil- 
ities at the present development status from 100 to 40,000 mc range from 
5000 wrtts to 50 watts, respectively, with tuning ranges of about 1.4:1. 
There have been pulsed M-type BWO's developed In the power range of 
hundreds of kilowaUs, which may And use In pulse-frequency diversity radar. 

An outgrowth of the M-type BWO development Is the Bltermltron, a 
backward-wave amplifier, used mostly as a voltage-tunable locked oscillator. 
An M-type BWO driving a Bltermltron gives more than twice the power 
output than is obtainable from a single tube. The application of this com- 
bination is the same as that for the M-type BWO. 

Voltage-tunable magnetrons have developed along the lines of low- and 
medium-power CW tubes with tuning ranges of 2' 1 and power outputs up to 
several tens of watts from L- to X-band. Their chief ECM UM IS for low- 
power barrage and spot Jammers, and for drivers in amplifier-tube chain» 
for high-power ECM and radar equipments. 

Research effort has recently been started on crossed-Aeld forward-wave 
ampllflsfj for ECM applications. These tubes are essentially broadband tra- 
veling-wave tubes using magnetron-type interaction. Initial result« of this 
effort are so encouraging that this device promises to become the major ECM 
and radar transmitter tube of the future. Power outputs greater than 750 
watts cw at X-band over 15 percent bandwidth at 10-db gain kuA 20 to 30 
percent efficiency have been obtained on Initial sample tubes. The quan- 
titative theory of operation Is so well known and pro.ed experimentally that 
It can safely be predicted that in the future a mitiimum of l kw cw will be 
obtainable at X-band over a 30 percent bandwidth at 35 percent minimum 
efficiency and 20-db gain. It is also likely that the bandwidth and efficiency 
can eventually be increased to 50 percent or more at X-band. Correspond- 
ingly higher powers, efficiencies, and bandwidths will be obtainable at lower 
frequencies. Since this tube is a broadband amplifier, there is no variation of 
the applied voltages as the frequency is changed. Therefore the jamming 
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tricki, whether of the notie or deception type, can be generated at low power 
and then amplified. Also, existing Jammert can be upgraded In power by 
amplifying their output with the croeted-Seld forward-wave ampllfler. The 
result» of the reaearch effort on this tube are too preliminary to be included 
In this chapter becauce they might be mitieadlng as to the eventual capabil- 
ity of the device, but a brief theory of operation Is gl-en, A more complete 
discussion of the present state of the art of this device is given In Reference 
14. 

97.1 Basle frinelpka of Crosaod'Fleld Tubes 

27.1.1 SpsM Harmonies 
As In the case of the O-type BWO discussed In Chapter 26, space harmon- 

ics play a vital role in the operation of crossed-fleld voltage-tunable oscillators 
and amplifiers. In the cases of the voltage-tunable magnetron, the BWO, and 
the backward-wave ampllfler, there must be an electron beam whose velocity 
can be varied electronically and which is synchronous vith a traveling-ipace 
hakmonic on a slow-wave structure. Since the phase velocity of the space 
harmonic Is a function of frequency, the velocity of the electrons In the 
beam determines the oscillation or ampllflcation frequency. 

Space harmonics are caused by periodic spatial perturbations along a 
waveguide structure or resonant cavity. Suppose we have a parallel strip 
transniission line with a wave traveling from left to right with the speed of 
light, as shown in Figure 27-la. Now let us bend It Into a sigsag patfe form 

J m % c 
«£ 

PIOUM 27-1   Propssstlon In th« InUrdlfiUl ilow-wivc itruclur*. 

in« 27-16. The wave now travels along the path ABCDE, etc., with essen- 
tlally the velocity of light. (It should be pointed out that the interdlglt&l 
structure is only one type of slow-wave circuit, but is one of the simplest to 
describe and so will be used thruughout this chapter for illustrative pur- 
poses.) 

Now suppose an electron travels along the edge of the interdigital slow- 
wave structure from left to right at shown in Flnure 27-16. The electron is 
seid to be traveling synchronously with a space harmonic if It always ex- 
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perience« the some fc-ce or fcce-tlme vtriition every time it got» ^ a R»p 
In order for the electron to git« up energy to the tlow-wsvt itrucu. -, thkr 
must always be a net rei'trdint I'fce. Let ur. tuppne that it ttk« the v »-ve 
a time ?"«. to travel from £ to F abound th? path BCDS. The apparent Ik*' 
tance from £ to £ along the edge o* the structure and the path of th,« elec- 
tron stream is d, Now, since the fteln is reversed from one gap to the next, 
the electron must go from the n.lddle (.' gap B to the middle of gap £ In a 
half a period, 772, (or any odd number if half periods), plus TH. Expreasing 
this mathematically: 

v, + 
 £ 
{nf/2) + 7V 

HI 
W*) (2M) 

where d is the distance between Anger centers, * Is any odd integer, i „ is 
the velocity with which the wsve propagates dewn the circuit, and is equal to 
the phase velocity of the wave In the dgsag lltv, iik, tlmec the rato of dl*- 
tance» BE/BCDE. (This Is approximately equa* ti the velocity of light 
times BE/BCDE). 

Now, when the wave travels In the same direction .^a hr electron and the 
electron keeps in synchronism with the fields in the gap.\ 4,1 shown In Figur« 
27-16, we uy that the electron Is interacting with a tarvard >vave, and 
under such conditions we could have forward-wave anHii^ation, The plus 
sign superscript on the symbol for electron velocity Indicate« that there Is 
forward interaction. It Is imi>ortant to note that the electron iwti not travel 
with the progressive velocity of the wave down the circuit v'w, n it keeps 
in synchronism with the fields In the gaps, but inttftd it can have v number 
of "synchronous velocities" called space-harmonic phase velocities con '»pond- 
ing to odd values of n of Equation 27-1, Because the eiectron travels alter- 
nately In front of a conducting Anger, where it sees little or no longitudinal 
component of electric Aeld, and then in front of a gap, where it sees the Aeto <n 
a particular phase, the Aeld picture as seen by the electron Is much the sanv 
as the picture seen by the human eye when viewing a motion picture, because 
of the shutter effect, A rotating wheel with spokes, in a motion picture, 
can appear to be rotating forward or backward, because of the shutter effect. 
In much the same way, bcnuis? of the shutter effect, the field* In the gaps 
as seen by the electrons appear to move forward or backward with various 
apparent velocities for any given progressive velocity of the wave down the 
slow-wave structure. Let us now assume that the electron of Figure 27-16 is 
traveling from right to left while the wave is traveling from left to right. 
Now, In order for the electron to stay in synchronism with the flelds in the 
gaps, the electron must travel from the middle of the gap at E to the middle 
of the gap ui /( in it half i>erlod (or any odd number of half periods) minus 

X, 

\ 

\ 

• 
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Tm. Thiu the velocity of the electron« for beckward-wave Interaction li 

**' 
 Jdi  {21-2) 

where n it, «gain, an odd Integer arcj the mlnui superKript Indicates buck- 
rard-wive Inuractlon. Thli It th' type of Interaction we have In Carclno- 
trom, or BWO». 

In the preceding paragraph. we have been examining the apparent velocity 
with which the fields at iK< edge of the Anger» of the ilow-wave structure 
appear to the electron». We could form a different viewpoint by syntheiicing 
the known field» with a »eriei of traveling-wave modal components. Were 
we to do this rigorously we would find thet their velocities would be Identical 
to those given in Equations 27-1 and 2'-2. These traveling-wave modal com- 
ponents are called »pace harmonics, and for any given wave traveling dovyn 
the »low-wave structure there are an infinite number corresponding to odd 
integers, m, traveling with various velocities both forward and backward, 

27.1.2 RktetroB Interaction With the Spae« Harmonica 
If an electron travel» In the seme direction and at the same velocity as a 

»pace harmonic, then it sees a steady force due to it, but it sees alternating 
force» due to all the other space harmonics. In moHt cases we can aasume 
that the eRect» of the« other nonsynchronous space harmonics on the elec- 
tt-ms are «mall since the average of the forces taken over a long time is nil. 
Thct.-fore, to the synchronous electron the space-harmonic field with which 
it la synchronous appear» to be a static field. The typical shape of ;.p«ce- 
' armonic electric field for an M-type BWO, or Carcinotron, is shown in 
figure 21-i. 

in this view we have taken a cross section of the slow-wave structure 
ocrpondicular tu the finpcr» of Figure 27-16 and have addedaa conducting 
plane parallel to the face of the fingers. This plane is called the sole; It has 
a Mkh t.'gatlve voltage relative to the slow-wave structure appiiV to It so 
as »> esiadish a »trong x-dlrected electric field ahown in the figure as £*,. 
Perptndicultr to this in the negative y direction is imposed a »tn ' uniform 
magnev<c iWld. The spacing between the sole and the slow-wave s icture is 
called a. 

Now wo *i'l in 'uke a basic concept of electron motion In crossed electric 
atid magnetic Mdr In a region of uniform magnetic field and nearly uni- 
form electric field in which the electric field is always perpendicular to the 
magnetic field, electron: always drijt in the direction E X B and vitk the 
velocity E/B, provided U.t time or space rate of change of the electric field 
is small compared with the length or period of a cycloid. Therefore a ribbon 
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Fsovu il-l   Elfctro\ Inunction in th« croiMd-A«ld tub«, 

of electron» u represented by the dotted HUM of Figure 27-2 which ire 
injected Into the interaction ipace by an electron gun will drift in the i 
direction with the velocity Et,/B\ and if the velocity of the space-harnionlc 
Saids if equal to thU, then the moving electron! effectively tee the ipace 
harmonic ai itatic fleldi. Therefore whenever ■ynchroniim exist«, electrons 
drift in the direction perpendicular to the «pace-harmonic field« a* ihown 
by the v-thaped arrow» (v,p/), IO that they congregate la the region A, form- 
ing one bunch per ipace-hnrmonic wavelength. In these bunches the electrons 
work their way across from the original beam position to the slow-wave 
structure, staying locked in synchronism as they do, and they move against 
the s component of the space-harmonic electric field, so that they give up 
their d-c acquired energy to the if Add»;, Therefore energy Is given up from 
the d-c applied field to the wave which gave rise to the space harmonic, 
causing the wave to grow. Slater (Reference 3) give a good discussion of 
crossed-fleld Interaction fur the magnetron oscillator. 

Now In Figure 27-2, with the space harmonic and electron velocities b»lng 
identical and from left to right, as shown by the arrows labeled v,* and 
v,t<l, the wave which gave rise to this space harmonic could have been trav- 
eling on the slow-wave structure in any one of the three directions: (a) the 
positive * direction, (6) the negative s direction, or (c) the x direction with 
no propagation along s at all. Case a 1« the type of interaction In forward- 
wave amplifiers where the besm I» progressively bunched as the wave grows; 
Case b I» the type of Interaction In backward-wave oscillators and ampli- 
fiers where the beam Is progressively bunched as It progressively moves 
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townrd the tveiktr Saids, but regemntei Ititl! beeauM th« bunched elec- 
trons feed energy to the low power or input end of the ilaw-wwe structure; 
end e is the type of interaction often used in the voluge-tuaeble iMgnetron. 

17.8 Deecriplion of Tub# Operpllun 
Let ut look et the manner in which crossed-fteld Interaction is used in the 

operation of the forward-wove amplifier, the backward-wave amplifier, the 
BWO, and the vcltsge-tunabie magnetron. The schematic representations of 
these tubes are shown in Figure 27-£. 

f^ 71 
(«) yorward-wtvt »ukpUflir 

y . 

(6) BMbwsid-wevc «mpUlUr 

(or Itclud BWO) 

(e) K»ckw»td-w»v» Mdlietor (rf) VolUp-tUMbk BMiMlron 

KIOUM 27-J   Prtnclples o( op«ntlon of (our typM ot croaMd-äild tuboi. 

i7.2.1 Forward* Wav* Ampllfleailon 
The input r( power of the forward-wave amplifier in Figure 27-3« is fed 

into the slow-wave structure at the end where the beam is injected, and the 
beam interacts with a synchronous forward space harmonic causing me signal 
to be amplified. As electrons interact they are drawn over to the slow-wave 
structure, and any electrons that have not completely interacted are col- 
lected on the collector. The propagation characteristic oi the slow-wave 
structure is adjusted so that the first forward spacs>harmonic velocity is 
constant over a relatively wide band of frequencies, so that the amplification 
bandwidth is braad—typically as broad as a traveling-wave tube. It is con- 
venient to express graphically the relationships between frequencv and the 

i 
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phase velocities of the »puce hermonfca by mewu. of the lo-cailed a-ß plots. 
(An alternative method b the use of the c/V vtrsut A diagram, which Is 
preferred by some workers in the field. This diagram has the following ad* 
vantages: the lines of constant phase velocity are simply horimntal lines 
corresi.tndlng to given values of the ordinate e/rj the group velocity is given 
by the ordinate at the intercept of a line tangent to the phase-velocity char- 
actwistk at any point; also the "cyclotron-resonance" relations are represented 
by simple straight lines on this die^ram), The value of ^ is defined as the ratio 
of bi to phase velocity. Therefore in the case of space harmonics, /S, is equal 
to w/v,, ** for forward space harmonics, and m/vu ~ for backward «pare har- 
monic», Thus If we plot m vtrsus ß for any given sl«>w-wave circuit, the «lop« 
of the line from the origin (M m /9 = 0) tc the point of interest on the curve 
Is equal to the space-harmonic velocity, The velocity with which energy or 
modulation intelligence propagates down the line is called tlw group velocity, 
and can be shown to be equal to dWdß- Therefore the slop« of the v/S curve 
at any point is equal to the group velocity. A suitable w-/S plot for the 
forward-wave amplifier Is shown in Figure 27-4, with the solid segments 

of th» curve corresponding to the for- 
ward space harmonics and the dashed 
segments corresponding to the back- 
ward space harmonics. It may be seen 
that if the electrons have a velocity 
corresponding to the slope of the line 
oab they ere synchronous with the space 
harmonic over the frequency range w« 
to u», and therefore this is the amplifi- 
cation bandwidth. The shaping of the 
w-/9 curve for synchronisation of the 

electrons with the space harmonic over the range •>« to u» is called "broad- 
banding" the structure. The low- &nd high-frequency cutoffs, u/,, and 
Mc,, define the first passband. It should be pointed out that there are many 
higher-frequency pusbands separated by stop bands, with u-ß characteristics 
similar to that of the first passband. However, their fields are usually so 
weak as to be insignificant in comparison with the fields of the first pass- 
band, so they usually do not cause trouble. 

It is to be noted that there Is no Inherent feedback mechanism In the for- 
ward-wave amplifier as there Is In the backward-wave amplifier to be de- 
scribed next. 

rmvit 27-4   u-ß   plot   thewint   for, 
ward-wive imt  baekwird-wavt inter, 

«eilen. 

27.2.2 Backward-Wave Ampilfiwr 
In the backward-wave «riipüfiei- shown In Figuic 27-36, the power Is fed 
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Into the coitoctor end of the beam and the electron» interact with a tyn- 
chronoua backward space harmonic of this wave. Thenfore, the wave grows 
ai it travels from right to left. It !« to be noted that the maximum beam 
bunching fields exist (if complnte interaction of all the beam has not occurred) 
at the input end of this tube, and these bunches induce some signal at the 
input end of the structure which reinforces the input signal, constituting an 
inherent regenerative feedback mechantem. The gain of this device increases 
as the beam current is raised, and because of the regenerative effect, the 
gain becomes infinite at a particular beam curmtt called the oscillation 
starting current, If In order for the tube operation above this current to be 
controlled by the input signal, it must he strong enough to override the 
regenerative effect of the beam feedback; otherwise the tube oscillates in- 
dependently, At beam currents below the oscillation starting current, the 
tube is a voltage-tunable regenerative-feedback amplifier. At beam currents 
above the oscillation starting current the tube Is a voltage-tunable locked 
oscillator In the presence of sufficient input rf driving power, and In the 
absence of input power, the tube becomes a voltage-tunable oscillator, or an 
M-type Carcinotron. The portion of the m-ß plot WK-<\ in a backward-wave 
amplifier or csclllator is shown in Figure 37«4 as the segment of a dashed 
cur/e from e to 4. In this case only the backward space harmonic is used. 
As may be seen, the backward space-harmonic velocity increase! as one goes 
from point c on the curve to point d, and the frequency also increases. There- 
fore, to voltage tune a backward-wave amplifier or sscillator, one merely 
varies the electron velocity, vhich must be synchronous with the backward 
space-harmonic velocity. In most backward-wave amplifiers or oscillators the 
forward-wave portion does not need to be "broadband'ed" as in Figure 27-4, 

and usually the wß curve looks typically 
like that shown in Figure 27-3. Th» 
bandwidth used Is typicallly that between 
in, and in« which is about a I.»:I fre- 
quency range. 

It is to be noted that, at any given 
electron beam velocity, or voltage, the 
amplification bandwidth of the backward- 
wave amplifier exists only In the region 

where the line through the origin crosses the backward-wave portion 
of the vß characteristic, and is relatively small (1.05:1) as compared with 
a forward-wave amplifier or traveling-wave tube (up to 2:1); but this nar- 
row bund width can be voltage tuned over a l.S: 1 frequency range. 

Let us now consider operation of the backward-wave amplifier below start- 
ing current. Let a back ward-wave tube be outfitted with an external rf con- 

Fuiuss 27-5   a-ft plot (or • »wckwird 
wtvs smpUAir or u»dll«l«r, 
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nection at both th« gun end (output) and the coltactor end (input) of the 
delv '.Int. Then ill an external ülgnal is Injected at the input, one obeervef a 
backward gain (defined as 30 times the lot;;® ratio of output rf voltage to 
input rf vohss«) under conditions of velocity synchronism between the beam 
and the «pace-harmonic wave (interacting fundamental spatial harmonic) 
r o~r^t!ng currents below the starting current, /,. This backward gain «»■- 
Uiür .fry ^'«h values at beam currents Just below /, and becomes infinite 
when thb beem current becomes equal to /«. As discussed earlier, a type of 
pottitive &i>back is inherent In backward-wave interaction and, therefore, the 
backwArd- *£vi5 amplifier is regenerative in nature. 

Small signal theory indicates that in order to attain a gain of greater than 
20 db, for nmt practical tubes, the operating current must be only about 2 
or 3 percent below the starting current. Since the gain theoretically varies 
as 1// - /, at current approaching /„ it Is clear that a high degree of current 
stability Is necessary in working with backward-wave amplification. The 
pin drops off very rapidly as the input frequency or anode voltage K« is 
varied from the value for synchronism. In the region of high gain, as the 
current is changed the gain and the bandwidth change in such a manner as to 
keep the gain-bandwidth product epu-uxiinttely constant. For high values of 
gain on the order of 20 to 40 db, the theoretical bandwidth between 3-db 
points is very small, of the order of 0,01 to 0.1 percent. For equivalent inter- 
action parameters, the more dispersive the delay line, the smaller the band- 
width at a given gain. 

The center frequency of the amplification band is voltage tunable—usually 
by variation of the anode voltage V*. For constant gain, however, one must 
vary the operating current with the voltage since the starting current varies 
with frequency or voltage. 

A greater galn-bandwldth product, resulting in leu critical dependence on 
operaiing current, cAn be obtained by the use of two circuit Hctions in one 
tube, as in the Cascade (References 15 «nd 16) backward-wave amplifier. 
The improved operation is obtained at the exptmr of increased complexity 
of the tutie design and is limited by saturation effocts (Reference 16) peculiar 
to crossed-field Interaction. 

Let us now consider the backward-wave amplifier in superregenerative 
operation. In the operation of a high-gain backward-wave amplifier, the cur- 
rent Is close to the starting current where the gain varies very rapidly with 
current. Therefore, one may expect extreme operational instability which 
limits the practical usefulness of such operation, To avoid this Instability, 
one may utilise superregenerative amplification. 

In a superregenerative amplifier th« state of operation Is alternated be- 
tween a nonosclllating and an osclltating condition. In the backward-wave 
amplifier this could be done by varying the current cyclically between a 
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current below /, anrf ■ current above /,. The frequency of thli »hemaiiun 
should be much greater than that of the highest frequency of the modulation 
to be applied to th.- input iignai. Thii alternation is called the quenching 
cycle, In the idei'l n senching cycle of such an amplifler, the tube it in a non- 
«tfcillating or quenched itate during a imall part of the quenching cycle; 
and during most of the cycle the tube is placed into conditions under which 
oscillation» may build up. In this latter part of the cycle, a regenerative or 
"sensitive" state prevails. 

The operation of the superregenerative amplified utilises the dependence 
cf the rate of oscillation buildup on the amplitude of an input signal present 
during the sensitive part of the quenching cycle. The nature of the ampli- 
fler with regard tc the variation of gain with input »Ih "«I depends upon the 
period of the quenching cycle compared tc the normal buildup time of oscil- 
lations. If the quenching frequency is very high so that the oscillation never 
reaches a saturated state during the sensitive part of the cycle, then the gain 
is constant over a great rang« of input power, and iineur ünpllucatian result«. 
For lower quenching frequencies such that the oscillation saturates during 
the sensitive part of the cycle, the gain decreases with input power and the 
«mpiiftcation tends to be logarithmic. 

A knowledge of the buildup time in the absence of an input signal is im- 
portant for the understanding and design of superregenerative amplifier». 
A theoretical determination of the rate of buildup Including the effects of 
space charge and line attenuation is complicated, but if one neglects these 
effects and assumes the oscillation builds up as e"r in a small-signal state, 
then it is found that r decreases rapidly from Infinity for / Just greater than 
/, and decreases slowly for / > 3/,. This calculation assumes that (he current 
is instantaneously set to the value / at / = 0, whereas in reality the current 
rises to the value of / In a Anile time after passing /.. From r one can esti- 
mate the total buildup time from noise to usual operating levels. For 
//.'.> 1.5 one iind» a theoretical buildup time of the order of 10 ~T to 
10"* seconds for most practical tubes. The effect of space-charge is to de- 
crease this time so that those values may be considered as upper limits. By 
operating closer tc /. one may increase the buildup time considerably and 
therefore the «aln, but this increase is limited by operational instability as 
/ is made too close to /„ where r varies rapidly with /. The choice of / is 
governed by the requirement of a buildup time sufficiently greater than the 
required quench cycle so as to obtain sufficient gain, 

In utilising a backward-wnve amplifier for »'iperregenerative operation over 
a widt range of signal frequencies it is necessary, as in operation below 
starting current, to vary the operating current with frequency in order to 
maintain a constant gain since the starting current varies with frequency. 

The sunerrettenerotlve amplifier ha« a gain-bandwidth product which is 
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much greater than that of the regenerative amplifier. The bandwidth will vary 
with the quench frequency and with the quench waveform. Qenerally, the 
leu time ipent in the regenerative or aenaitive part of the quench cycle the 
wider the bandwidth. 

27.2.3 Bcekward'Wave OadUstion 
Figure 21'ic »hows a Khematic repreaentation of the M-type BWO, or 

Carcinotron, which differ» from the backward-wave amplifier only in that 
the input it terminated in a reflectlonltH load, and the tube it always oper- 
ated above the oicillation starting etiRSSt, /,. The v-ß characteriatic of thia 
type of tube it «hown in Figure 27-S. The rf pewr output sppears st 
the output terminal, but, because of incidental reflection! along the ilow- 
wave structure or at the output, some power is reflected and progress» down 
the line toward the collector end of the tube. There are normally no space 
harmonics interacting with this reflected power, but if the power Is re-re- 
flected it combines with the electronic feedback mechanism both regener- 
atively and degeneratlvely, causing periodic wiggles or holes in the 
voltage-frequency curve and powe.- frequency characteristic. Therefore, the 
slow-wave circuit at the collector end is terminated as reflectionlessly a« pos- 
sible. 

The frequency of oscillation is determined by the velocity synchronism 
condition between the beam and circuit space harmonic. Variation of electron 
velocity v,, which Is equal to (VK, 4- V^/Ba, voltage tunes the tube. (See 
Figure 25-13 for definition of voltages.) The electrical parameter of the tube 
which is varied to accomplish voltage tuning is either Vki or K,», the cathode- 
ilne or sole-cathode voltage. For sweeping the complete band of the tube, 
Vitt is varied; while for tuning or frequency modulation over a narrower band 
the sole voltage A, Is varied. 

The beam current may be controlled by either the grid voltage f*, or the 
accelerator voltage K*,. By these means, amplitude modulation may be ac- 
complished. 

The efficiency and power rapidly Increases with current for ///a>l,5, and 
the efficiency lends to level off fcr ///.>3, The operating currents, and 
therefore the output power, are limited by the delay-line dissipation and 
usually are In the range 21, to 5/,. Moderate to higA efficiencies, 1S-S0 per- 
cent, inherent in M-type devices, have been attelned In CW backward-wave 
oscillators of the M-type in the microwave range of 1000-10,000 Mot. 

If tlie attenuation tegioa !r> the tube <» perfect then there Is no frequency 
pullln,(, in theory. Ir. this case a Rieke diagram of the tube should show 
circles of constant power but nt1 frequency shifts. If, in addition, the output 
transition presents no reflection, then the circles of constant power are 

/ 
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centered at the origin. This show» (hit the ntuimum useful power is ob- 
ttineri in the lotd when the tube oporatei into a matched load a« seen Just 
inside the output transition. With a perfect attenuation region the tube can 
work into a load with any value of VSWR without frequency pulling or 
frequency discontinuities as occur, for example, in the "sink" region of the 
Rleke diagram for a magnetron. 

An imperfect termination, or irregularities in the delay-line structure, leads 
to the introduction of frequency pulling and the possibility of frequency dit» 
continuities for loads of high VSWR. This Is because UP ■* once of reflec- 
tions at both ends of the deUy line permits an additional type of '-»dbaik 
which may be regenerative or degenerative depending on the electrics! I igth 
between reflections. Whenever a parameter such as the anode voltage ot • 
output load phase is varied through a condition where degenerative feedback, 
occurs due to reflection«, frequency discontinuities c holes may result. For 
loads of high VSWR and a poor attenuation region, tan or more frequency 
holes may result. Well-designed attenuation regions and accurate delay-lines 
will eliminate this type of frequency hole. The space charge of the beam has 
a second-order eftect on frequency, causing frequency pushing. Pushing is 
deAned as the change of frequency with beam current when all other para- 
meters are held constant. Frequency deviations due to pushing are typically 
of the order of 0.6 percent of center frequency as the beam current is varied 
so as to cause the power output to vary from aero to its normal operating 
value. 

If the backward-wave tube is provided with an input as shown in Figure 
27-36, then tho injection of a signal at the input may result in locking of the 
free-running oscllUtion to tlw frequency of the injected signal. The theore- 
tical determiniition of the locking range of frequency is complicated if space- 
charge eKectii are included. A classical small-signal treatment which neglects 
the space charge ihows that tho locking rang« of frequency is proportional 
to the ratio of injected power to the output power of the free-running oscil- 
lator. When this wtio is unity, theory predicts a typical locking range of a 
few percent. Experimentally, one often finds locking-range values greater 
than those prfdictod by theory. 

If one injects power of the same order as the output power of the free- 
rurming oscillator there appears a new feature in the performance more 
»ignificant than the mere frequency locking. With the optimum condition of 
frequency locking, the total output power of the lacked oscillator can be 
greater than the sum of the injected power and the free-running output 
power. This means that the effkiency of the locked oscillator, deAned as 
U'nMt — <\n)/-'\\n is greater under the locked conditions than in the free 
running state. This difference can approach a ratio of 2, which indicates thr.t 

I 
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a cucjkdt arraniWRMnt of two OKtllston can deliver more power at higher 
efficiency th*fs »imple parallel arrangemenU of the oedllators. The driven 
tube in euch a cascade arrangement it called a Bitermitron,* and the com- 
plete lyitem ot the two cr more tubes Is called a Bitermitron system. 

A qualitative explanation (or the difference in efficiency lies in the fact that 
in the free-running case the rf field near the Input is small according to the 
usual Aeld distribution In back ward-wave oscillators; but in the driven case, 
the rf Aeld is large near the Input, Therefore, onu expects the interacttcn in 
the region near the collector to be moi-e efficient in the driven caw. 

27.2.4 Voitage Tuning of the Magnstron OedUatur 
The voltage-tunable magnetron Is different In several ways from the tubes 

previously discusserf First of all, the beam and slow-wave structure may 
both be re-entrant. Second, the rf beam impedance is decreased and the d-c 
enodc current is controlled and limited either by means of temperature limit- 
ing the emission from the cathode or by the use of an Injected beam. In the 
latter case a whirling tubular shea'h of electrons from a cathode is injected 
Into the generally cylindrical re-entrant interaction space formed by the 
anode sM an inner nonemltting electrode, often called the sole, and since 
the rat« of electron injection into the Interaction space may be controlled, 
the apparent emission will appear to be iemperature limited. 

Since the slow-wave structure Is electromagnetically re-entrant In the 
typical case the operating values of ß are fixed at those discreet values, or 
modes, which satisfy the re-entrance conditions, genemily an Integral number 
of wavelengths around the structure. 

The »low-wave structure then forms an Integral part of an r( rerjnant 
circuit, and this Is thcr. heavily resistlvely loaded by the output line, or by 
other means. The electrons which form the rotating sheath are bunched Into 
"spokes" as in the ca«e of the conventional magnetron oscillator, and be- 
cause the effective emission is limited the rotational velocity of these bunches 
can be varied by varying the sole-anode voltage, without afftcting the amount 
of current drawn by the i,ncde. 

These electron bunchen induce inductive or capacltive currents in the slow- 
wave structure, depending on whether they travel slower or (aster than the 
speed corresponding to the midband frequency of the tank circuit. This, In 
effect, moves a small portion of the a-ß curve up and down In the vicinity 
of the fixed value of ß corresponding to the operating mode of the slow- 
wave structure, as illustrated by Figure 27-6, A voltage-tuning diagram car. 

•R»yihron tnde Mint, 
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Fwuu J7'6   *>■$   plot   lor 
volUit-tuaabk magnetron 

be obulncd by tollowbig point! 6, b, und c, 
on tha vß curves, which corre«poisd to sole- 
■nod« volttget yt, Fw. and f* The typlcul 
voltage-irequency variation of the voUage- 
tunabie magnetron ii linear and proportional. 

It should be pointed out that the value of ß 
can, in general, be fixed at as many discreet 
values form 0 to U/i as there are anode 
segments in the slow-wave structure and that 
voltage-tunable cperatinn may be obtaintd in 
either forwarf-wave, backward-wave, or stand- 
inft-wave nw'ei. 

27.8 Tha M-Type Backward-Wave OeeUlator (M-Typa GMrdiiotroa) 

87.8.1 Phyeleal Cluroetartettai 
The basic elements of a backward wave tube «re indicated schematically 

in Figure 27-7 with the usual arrangement of applied d-c voltages. 

I^SMM 
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FlouRa 37-7   Schematic dUinm of »n M-typt BWO, 

The arrangement of the basic elements may be separated into three regions: 
the gun region bounded by the cathode, grM, and accelerator; thr interaction 
apace bounded by the delay line and the sole; and the collector region 
usually bounded by the actual collector element and the sole. In practical 
tubes, the collector, as well as the delay line. Is an integral part of the tube 
body which is maintained at grouncLpotential. 

With the appropriate values of applied potentials and the appropriate 
value and direction of magnetic Aeld (see Figure 27-7), the electron beam 
Is formed in the gur. region, passes through the Interaction region, and is col- 
lected under operating conditions at both the delay Une and the collector. In 
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order to obtain the correct beam tranuniMlon, it is IsnporUnt to apply the 
magnetic field in the correct sense. 

In most tubes, the delay line is of the interdigital type. In backward<wave 
oscillators, the rf Input is absent and a portion of the delay line adjccect to 
the collector is modified suitably with means of attenuation so as to provide 
an adequate termination for the absorption of sny power reflected from the 
output. In the amplifier or Bitermltron, no attenuation is speciflcaily intro- 
duced Into the delay line and an rf input connection Is provided. 

In most practical tub« the interaction space Is annular rather than linear. 
Figure 37-B shows a cross section of a typical tube, and, plctoriaily, the path 
of the electron beam and the rf energy under uäcülsuBg conditions. 

Fiomr. ]7-S   Klemmt«   of   an   M-typ«   BWO. Fiouu   21-9    S-band   M-typ« 
BWO ihowlng Inltnw! conttrue- 

ttoa. 

The header I» that portion of the tube In which the electrode leads sro 
brought out to external terminals; It comprises the principal projection from 
the main cyllndricsl body of the tube In addition to the rf output. Both 
radial and axial headers have been used, but the axial is preferred because of 
advantage In tube construction and because It Is more adaptable to the use of 
a toroidal-type magnet, which has advimUge ever other types of magnets, as 
detailed below. Figure 27-9 shows a packaged S-band tub« with a part of 
the tube cut away to show some of the Internal construction. Tlw form of 
the toroidal-type magnet Is also uhown. Its self-encloaure causes its field to 
dccfcüc very rapidly outside the magnet; this valuable shielding function Is 
not found In other types uf magnets, For example, for a typical S-band tube 
utilising a toroidal magnet, the field at any point S Inches away from the 
external boundary Is lr*» than 50 gauss when the magnet Is stabilised at a 
gap field of 1200 gauss, In general, the field outside the magnet decreases as 
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i/r1, where f Is the mdiua from the center of the magnet. This dependence 
on r 1 i »imply thftt of • dipole. 

Flfure 27-9 «Iw »hows in crow section t cylindrical liquid-coolinR channel 
at the periphery of the tube body and one of the external connections to this 
channel. The liquid cooling of the tube cylinder remove« the heat which is 
generated by the interception of the beam at «he delay line and the tolleclor. 
In most tubes designed for applications where thermal frequency drift re- 
quirements are not severe, the sole is not specifically designed for direct 
rooling; but some cooling of the sole is effected by cooling of the sole sup- 
port-header projection. 

The inside of the body of a typical C-bend tube Is shown in Figure 27-10, 
showing the electron gun end of the Interdigital slow-wave structure. Figure 
27-11 shows the collector and of the slow-wtve structure. Reflectionlecs ter- 

Kiou««  27-10     Phototrsph    of 
ihs (Icctrun-sun end o( • ilow- 

wsv« »ituttuii, 
PlauH 27-11   PbotORrtph of tht collector and of 

a dew-wivs strusturs. 

mination of the structure Is achieved by putting a thin coating of iron or 
other lossy material on a number of the end fingers, Lossy ceramic termina- 
tions are sometimes used in tow-power tubes, and at low frequencies (below 
L-band; this end of the slow-wave structure is sometimes brought out of the 
tube through another terminal which is terminated externally. The collector 
Is located beyond the end of the rf termination of th« slow-wave structure, 
and consists of a beam-interception structure which hiu a good thermal path 
to the body and cooling Jacket oi the tube so that It can readily dissipate the 
beam power. 

The radial d-c electric field is provided by the sole electrode, which is 
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placed inaide the alow-wtv« structure. The tale It often uiied alio «or mount- 
ing the electron gun. A photograph of the Inalde of an M-type BWO with the 
sole and fun mounted in position if shown in Figure 17-12. Baciuse the sole 
must operate at a high negative voltage relative to the body, it if mounted 
on an ineulating ceramic. The electron gun electrodes are also mounted »1th 
insulating ceramics. 

A cross-section view of the electron gun typically used in magnetron type 
backward-wave oscillaio» and »mpüfisr* is shown in Figure 27-li, This is t 

v«,,i 

Piovs« 27']2   Photograph   of   th»   Intldi 
of an M-lyp* BWO »howlni Mit and gun     FIOURK 27-1J   An •Itctron stun of «n M- 

mounttd in potitlon. typ» BWO ihowln« th« bttm fortr-siiun 

photograph of the actual beam in an M type BWO gun as studied in a 
manned space chamber. The electrode cross sections have been emphasised 
and a schematic external circuit diagram baa been edded to the photograph, 
In this gun the electrons, emitted from the strip cathode, are initially ac- 
celerated toward the accelerator because of the positive voltage impressed on 
it relative to the cathode. The magnetic Aeld bends the electron trajectories 
to the left, forming a half a cycloid; and then the electrons enter the slow- 
wave structure tpuce with Its stronger electric Held, which straightens out the 
trajectories. The beam current is controlled either by varying the positive 
accelerator voltage or by varying the negative voltage applied to the channel- 
shaped grid. It is important to note that neither of these electrodes haa a 
first-order effect on the electron velocity in the sole-circuit region since ihe 
velocity there depends on E/B and not on the entrance conditions, The 
electron gun la deaigned to give the thinnest and smoothest beam possible, 
even though the sole-to-line voltage varies by a factor of 2:1. 

The external appearance of the M-type BWO roughly resemble» that of a 
CW magnetron, except (or the absence of any mechanical-tuner mechanism. 
Figure 27-14 shows typical ISO-watt tubes in th« C- to X-band frequency 

i 
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Plot« 37.14   Typl«! ISO-wstt CW M-typt BWO'» covttla« ih» 
4M0 io 11.000 Mc. 

fNquaeay mutt ei 

Puvn 17-11   r«mily of 100-wait CW M-typo BWO'i 

^OWMOOMUM. 

Fiousi 27-16   TyplMl 400-witl CW M-typ« BWO'i. 
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range. Each ha» t packaged weight of IS lb with a magnet dinmeter of 6>j 
in. and an over-all axial dlmenilon of Ayi In. Figure 27-15 ihow» a family of 
200-WBtt OMillaton ranging from aa L-band tub« to an X-band tub«. Thew 
tube« generally feigh about 20 lb and have a magnet diameter oi VA In. 
The phyikal uniformity In thii family of tubes U «ledrable and feailble In 
the principal mlcroweve range of 1 to 11 kmc. In Figure 27-16 are ahown 
»«me typical 400-watt oiclllaton, which are very dote in lit« and weight to 
the 200-watt tube». 

27,8.2 Operating Charseterietiea 
The principle feature of BWO'i It their voltage-tuning capability. In the 

M-type BWO, voltage tuning it obtained by varying the line-to-iole voltage 
Vki + ^»' to which the beam velocity li proportional. By equating the beam 
velocity a» a function of voltage to the espreaaioa (Equation 27-2) for cir- 
cuit phase velocity, * frequency-voltage relation i* derived; 

v* + ^ - r^B (27-3) 

The tecond term In the denominttor of Equation 27-2 is typically of the 
order of % to % in the voltage-tuiiing range of most tubes so that a varia- 
tion of 2:1 In Vki + f*a results In about a 1,1:1 variation In frequency, in 
existing tubes, this is about the maximum tuning range consistent with good 
efltclency. 

It Is Important to keep the electron beam In as nearly the same position 
aa possible as the tube Is voltage tuned, The most satisfactory method of 
voltage tuning from the standpoint of optimum efficiency and tuning range Is 
tu fix the voltages from cathode to tu» accelerator, sole, and grid, end vary 
the anndi voltage Vk, from this combination to ground, Voltage-tuning ranges 
of 1.5:1 can be obtained In this way with good pewer output, but they have 
the disadvantage of requiring the modulating circuit to carry the beam cur- 
rent. Also, the sole, grid, and accelerator voltage-supply chassis mutt be 
varied In voltage with respect to ground, and this puts a practical limit on 
the rate at which the frequency can be varied. From the circuit standpoint, 
the most satisfactory way to voltage tune the tube I» to vary the sole volUge 
y,k only, leaving all other vultufte» fixed, Since !h<< tub« can he designed so 
that the sole current Is very smnll, this method of tuning obviously elimin- 
ates many circuit problems, Ihr widest practical tuning range that hat 
been achieved to ffats by thia method Is about 1.2:1, I'mited by deteriora- 
tion of electron optics at the end of this tuning range, Tubes can be de- 
signed to cover both the upper und lower 1,2:1 portions of the total 1.4:1 
range by two choices of anode voliage. 
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Fnvu 27-17   PtrforiMnc« curvti (or « J0O-w«tt 8-Mnd M-typ« BWO with «node 
voltM« tuning, BWM-7W7. It = J00 m«| Ä.. = 100 volti, 

10 II »» II 

Fiauu 37-11   PtrloriwnM eurvM (or k 200-w«ü C-btnd M-lype BWO with «noU« 
viilUHP iMnln». L-,1U(>. It      J75 mi; £.,, «■ 1600 volti. 
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FiouRK 27-19   Pnformanct curvti lor a }00-wttt X-btnd M-typ« BWO with tnodi 
volttR« tunlni, QK614. /.a " "I ■»•! '"•• ~ '600 volt». 

Curve» of frequency, power, and «•fßcier.cy veriui tnode voltage for 200- 
watt CW tubes at S-, C-, and X-band frequency rang» are shown in Figures 
27-17 through 2?«I0. In Figure 27-20 are shown similar curves for a 400- 
watt L-band oscillator. For these curves, the accelerator, grid, and sole 
voltages were held constant with respect to the cathode. For these and other 
existing tubes, the tuning ranges are typically 1.4:1. Sole-tuning curves for 
L- and C-band tubes are shown in Figures 27-21 and 27-22; It may be seen 
that the tunin», ranges for existing tubes are about 1.2:1. The tuning rates, 
i.e., megacycles per volt, are essentially the same as in the anode-voltage 
tuning curves. In part, the hiuh-frequency end of this sole-tuning range is 
limited by reduction of the efficiency and the low end Is limited principally 
by excessive sole current. The fact that only the sole voltage needs to be 
varied, however, makes this type of opemtion attractive for equipment use 
in spite of the restricted tuning range. 

In Table 27-1 are listed ail active tubes of the M-type HWO CIUHS as supplied 
by the Advisory Group on Electron Tubes (AGET), valid on June 1, 1959. 
This list includes ail M-type BWO's in active development or in production 
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FIOVM 57-20   Ptiloraune* eurvN ior • 400-witt L-bu4 M-lyp« BWO with tnodt 
valUfi tunlni, QKAT7». U% — 450 au. £•. ■ 1100 volt«. 
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Fiouw  27-21   rcrforimnct curvM tor B 200-wttt L-btnd M-typt  KWO with lol« 
voU»|» tuning, QK654. /»a •-- 300 m«. 
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ivor« 

Snurity cUmijicalkm ot »11 tubti U CONFIDENTIAL «xctpt whfN UNCLASSIFIED 
U aottd In "Rsnwrki" column. 

Slruciurt oi »11 tub«* U awkward w»ve, M-typt. 
All tUbt« IN VOltlkfl tUBMi. 
CooU»! ot «It tub« It liquid «xupt wh»rt "lorced »lr" ii notid In "lUflurki" column. 
MtgniH ira til parnuuMRt, lnt«:ril, except whort "MpmU" U nottd In "Rfmirlu" 

column. 
Tl 9f VC Numbtr: prtfix ladktin technical Inlormttion category. 
Sponter: 

A:      Ktmy, ngincy uupodfUd 
AS:    Army, 8l|Ml Supply Agency (U3ASSA) 
FW:   AirPorct,WAOC 
NA:   Navy, BUtor 
NO:    N»vy, BUord 
NS:   Nivy, BUthlpi 
8C;    Army, Sign«! Corp«, USASRDL 
t:      Induiiry iponiONd 
PR:   Air PoKt, RADC 

Company or Laboratory: 
BOM: Bomac LtbonlorlM 
LIT: Litton Induttritt 
MIU; The Univsnlty o( MicKlgan 
RAW: Raythwn Company, Waltbam 
8YW: Sylvanla Elactrlc Product« Company, Woburn 
VAR: Varian AMOCUUI 
CSP: Compaiinl« General« de T.S.P. 

Stoiui of Profta. 
Actlv« 
Compitted 
Commercially announced or In production 
Production 

Punclio»: 
OS: 
OS A: 

Oidllalor 
Ampliftrr-oicüiator 
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riovM J7-J2   PeriormMCt curvn for a  200-witt  C-b»nd  M-iyp«  BWO with  IOI« 
voiUit tuning, LJ396, It — 21i m». 

in the United Stats«. Many tube type* in the principal mlcrcmve range oi 
1 to 1 i kmc are ihown to be In or cloie to production, whereai tube typet 
In the K-band range are »till under development and not yet In production. 

The mo.it widely used method of modulation of the M-type BWO Ii fre- 
quency modulation by varying the sole voltage. The frequency deviation ob- 
tainable Ii the name at the icle-tunlne range, I.e., • .3:1. The maximum rate 
at which thli deviation can be swept btioie deterioration of the tube charac- 
terlatlcs begin« to occur Ii at leaat 30 Mc at L-band and 30C Mc at X-band 
The chiti practical problem In obtaining high frequency-modulation ratet it 
In overcoming the effects of tole-to-ground capacitance. At X-band, thli 
caprcitance is typically 35 30 npi, at S'band 60-70 ppf, wid at L-bnnu 
80 Mff- 

Amplitude modulation It achieved by varying the accelerator volttige cr the 
grid voltage, thus varying the beam current. The power output may typi- 
cally be varied from 0 to 3 Umes the nominal C'W power cf the tube by 
varying the accelerator-to-cathode voltage from 0 to 4500 volts. When the 
grid Is an open slot as shown In the gun cross section of Figure 27-13, the f 
of the grid with respect to the accelerator is about 0.2. However, when wires 
are placed across the grid slot In the appropriate positions, the /« of the grid 
with respect to the accelerator can be brought up to 5 or more, and this 
grtutly reduces the voltage swing necessary to amplitude modulate the tube. 

wm 
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Whenever the tube is amplitude modulated by varying either the grid or 
accelerator voltage (while the lole-ilow-WHve circuit voltage remaini fixed) 
there in a icccnd-order frequency variation called frequency pushing, which 
U caused by the influence of the bunched team on the »low-wave circuit. 
When the tube is amplitude modulated by either varying the grid or the 
accelerator voltages, the pushing is typically 0.6 percent or less of the center 
frequency an the power varies horn full power to aero, 

27.8.8 AppUeatlcBB 
One of the most impcrtant applications of the M-type BWO to the ECM 

problem is in barrage i«d spot noise Jamming by frequency or amplitude 
modulation, or both. The nuüe band-vidth can be varied all the way from a 
few megacycles to 25 percent of the operating frequency, thus providing a 
high decree of flexibility in providing watts per megscycle versus bandwidth. 
With the 200-watt series of tubes, one can achieve a noiss-power density of 
about SO watts/Mc at 4-Mc bandwidth, and this can be spread out to as 
broad a noise bandwidth as 1800 Mc at X-band. The quality of the noise, 
in terms of ability to Jam sophisticated radam, depends mainly on modula- 
tion rates, particularly the frequency-deviation rate, The noise output of 
an M-type BWO looks like white noise to the most sophisticated radars 
available today whenever the maximum rate of the noise-frequency deviation 
exceeds the Dicke-Fix bandwidth. White ncis« is (he most efficient all- 
around noise that can be used for Jamming since it is perfectly random and 
resembles coamic noise—the ultimate limitation o» ■«»sitivity of all radar 
receivers. The M-type BWO can also generate many ether types of Jam- 
ming signals for specific applications. 

More and more attention is being given to the soU-tuned and modulated 
M'type BWO. As used In this r.iannur, the main power supply voltage is 
fixed and the frequency control electrode, the sole, draws very little current, 
and therefore is a high Impedance electrode. The frequency coverage at the 
present state of the art Is 1.2:1, and this is being increased by developments 
currently under wety. 

The basic tube efficiency of the sole-tuned tube is essentially the same as 
that of the magnetron, but itince the FM and AM modulation signals are 
applied to high-impedanc« electrodes the system rfficiondes may be greiiier 
than those of the nugnetron. The over-all system efficiency In terms of noise 
watts per pound of equipment may be greater than that of the magnetron, 
which typically exceeds 1 watt/lb, but the added flexibility of the M-type 
BWO in providing variable bandwidth barrnge or spot JamminK, together 
with deceptir r. jamming, make it a very valuable ECM tool. 

27.3.! Future CapablUliea 
Thus far, the discussion has centered mainly on the 200-watt seiies of 
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tubes covering the frequency range of 950 to 11,000 Mc. The feiitibllltj' of 
a similar 400-watt (minimum) wrieti of tube« is demonstrated by the esis- 
tence of 400-watt tubes, with about I All tuning range at L- through S- 
b-r.d and also at X-band. The lise and weight of these tubes is no greater at 
the lower frequencies, but is about 20 percent gi eater at X-band. 

Power output» of 10 kw hsv« been obtained in M-type BWO's at 200-400 
Mc and 10-40 watts has beet> obtained at about 35 kmc, A development is 
currently under way for a SO-kw CW tube tunable over a 1.5:1 frequency 
range at 500 Mc. The attainment of greatly Increased power compared to 
that of existing tubes at any frequency range ultimately demands special 
means of overcoming delay-line dissipation limits and, at high frequencies, 
cathode or gun limitations. Generally, the delay-tine dissipation problem can 
be overcome at and below X-band by the introduction of liquid cooling in 
appropriate delay lines. At K-band and higher, liquid cooling Is not feasible 
because of the small sise of delay-line elements, and another method is re- 
quired. A novel design utiliting "sorting" (Reference 17) has the properties 
of low delay-line dissipation for a givan output power, and offers promise of 
obtaining greater power than presently possible at K-band and higher. At 
the present limits of development, cathcds or gun limitations are serious 
only above X-band, and progress Is being made on overcoming these limita- 
tions by special gun designs. An estimate of objective development capabilities 
for M-type BWO's is presented !n Figure 27-23. 

27.4 Darkwtenl-Wave Lork« (•Oscillator or Amplifier (Bltermitron) 
The power level available at the present time for crossed-fleld BWO's Is 

ISO watts, or 400 watts nominal at both S- and X-bands. Increases In this 
power would, of course, be welcome at any time, and this section describes a 
tube, the Bitermitron, which Is ccpable of Increasing by several-fold the 
power outputs now available, At the same time, the Bitermitron has all the 
advantages of he crosud-fleld BWO. 

The name Mttrmitron has been given to that class of microwave tubes 
characterized iy the use of two rf terminals, one at each end of the delay 
line of the non-re-entrant crossed-fleld backward-wave device. For the ap- 
plications attempted so far, no attenuation, in addition to that Inherent In 
the delay line Itself, has been used. The electr-n beam, like the delay line. 
Is non-re-entrant. 

The Bitermitron is the crossed-fleld counterpart of the O-type backward- 
wave amplifier. Up to this time, Bitermitron» have been made fur operation 
at both S- and X-frequency bands by appropriate modifications of » 
crossed-fleld BWO. Experience indicate» that these tubes can be made (or 
ftny trequency range for which a basic BWO ha» been developed. Further 
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mm 

riovM 27'ii CbjKtfvt t»p«bim;« of M-typi 3WO d»v«lopment, UtIUiation of lumped 
circuit and Uquid-eoottd dtlny-iin» («chnlquti pcrmil «tt«lnminl of ipccl«! comblMlloiii 
of power, »Ur, «nd weight In croM-hitchtd rrilon. The nolttlon "lb" li pacluiiwd weight 

■tudy of the Bitermitron uied u a power bootter (Bureau of Ships Contract 
NObir 72519) hat Indicated the type of modifications, particularly of delay- 
line parametem, needed to improve the tube. With ihoie modiftcatioiu, the 
Bitermitron ihould be a ieu direct derivative of the prototype crowed-ne'id 
BWO. 

Figure 27-24 ii a photograph of an S-band Bitermitron, the QKS40, coup- 
led to iu BWO driver, the QK625. This arrangement ii used for power 
boosting. The »imilariiy In construction of the two types of tubes is apparent. 
Their operating voltages and currents are also similar. 

The genesis and development of the Bitermitron came from the need for 
higher output power» than could be obtained conveniently from a single- 
tuba BWO. A second applicoiion useful in countermeasures techniques was 
found when it was noted that, through appropriate circuitry, the Bitermitron 

ssmm 
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Fiouw 27-24   Bilfrmllron powsr-lwoittr »yiirm. 

could be used both u a voltage-tuned receiver and u a voltage-tuned trans- 
mitter. This combined use implies great ilmpliftcation of equipment. 

27.4.1  High-Power Problem 
Crossed'ftsld BVVO'« have rsceivid considf rtble attention because they 

can be electronically tuned over a wide (presently 30-50 percent) frequency 
band while producing high power with good efficiency (20-40 percent). At 
the present state of the art, a 400-watt oscillator can be designed for any 
microwave frequency below 11,000 Mc, However, for power outputs above 
1C00 watts, appreciable difficulties are encountered at frequencies much 
greater than 3000 Mc. 

Limitations of the crossed-fleld BWO must be recognised bttforc the merits 
of various methods for increasing its power output can be compared. Three 
recognised limiting factors in the design of such tubes are: delay-line power 
dissipation, cathode current density, and space-charge density. 

These three limiting factors are, unlortunately, not Independent. For 
example, the delay-line dissipation may be increased by reducing the impe- 
dance of the delay line, but such a change requires a greater electron-beam 
current (Increased space-charge density and ccthode current density) or an 
increase in delay-line length (Increased space-charge Interaction path). 

It Is difficult, in the present state of the art, to build a crossed-field BWO 
having a conventional interdigiial delay line which is capable of producing 
!-kw power output over a 30-50 percent frequency band. Without furtheir 
basic technological knowledge, advances In existing power-output limits must 
probably rely on modification of existing designs. For greater power, one 
thinks first of combining the outputs of several existing oscillators In a com- 
mon load by connecting the tubes either in parallel or In a series (cascade) 
arrangement. 

At first glance, parallel operation of the tubes appears impossible because 
the power from two or more crossed-fleld BWO's is not phase coherent and 
cannot be successfully combined. However, two methods have been proposed 
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to overcome thete dlfflcultlet. In the flnt method, a itnall perturbation U 
forned in the delay Itaei of N — 1 oscillators if n an to be operated in 
parallel. Such a perturbation, if located at the end of the acth delay-line 
lection, ha> an effect equivalent to that of injecting a Joking ilgnal into the 
■lave oKiilatcr from the matter oecillator. This latter tube contain! no per- 
turbation of iu delay line, 

A ieccnd method of achieving parallel operation of two oicillaton in- 
volves enclosing the delay lines of both tube« in a single vacuum envelope 
and passing s single electron beam over the linst. CroM-coupling through 
adjicency of the delay lines and through the electron beam maintains phase 
coherence. This parallel delay-line-ccmmon-beam arrangement has been used 
to obtain 1 kw at 3000 Mc. Unfortunately, this technique leitdi to several 
practical problems, which include difficulty in constructing the delay lines 
and matching their impedances. In addition, a rather wide magnet gap is 
necessary. In contrast to the arrangement involving perturbed delay lines, 
parallel operation of more thnn two delay lines in the same vacuum envelope 
seems impractical. 

Scries (or cascade) operation of crotsed-Aeld backward-wave tubes, the 
second general method of combining the output of several oscillators, offers 
several advantages over parallel operation. Among these are: (1) no common 
electron beam is required so that separate vacuum envelopes may be used; 
(2) known delay-line manufacturing techniques are applicable; and (3) the 
magnet gap it no larger than that used in a crnventional 6WO. The most 
important advantage of this arrangement, however, is that the output power 
of a system of cascade tubes can be considerably larger than the sum of the 
individual oscillator powers. This is true in spite of the looses incurred by 
transmission of the driver power through the second tube, at least at S-band. 

27.4.2 Efleet of InMrllon I^OM 
To show the effect of insettion loss on total power output, the curves of 

Figure 37-2S have Iren derived for a two-tube driver-Bitermitron system. 
In «ach case, the oscillator efficiency has been assumed to be JO percent and 
the power booster efficiency to be 40 percent, as defined on the ftgure. 

As the insertion loss becomes higher, the over-all efficiency is reduced be- 
cause of the decrease in circuit efficiency. In fact, it can be seen that for the 
2-db and 3-db curves the over-all efficiency is less than that of either tube. 
The over-all efficiency for high loss approaches 20 percent, which is Just half 
the Bitermhron efficiency. It is clear that if a number of Bitermitrons, each 
of finite insertion loss, are connected in cascade to produce very high powers, 
the rf power-output contribution of the final power booster may Just balance 
its rf loss so that this tube would not contribute to the total power output 
of the system. 
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The curves of Figure 27-23 luve been drawn (or the uiutl caie in which 
equal d-c powers are applied to the driver and äitermltron. 12 this restric- 
tion is removed, the above conclusions about the effect of insertion loss may 
no longer be valid. At 3000 Mc, the insertion loss Is quite reasonable, about 
i db for present Bitermitron tubes. 

27.4.3 Mod« of Operation 
With the operating voltages and currents as well as delay-line lengths 

about the same for both driver and Bitermitron, the power-boosting action 
of the Bitermitron takes place at currents appreciably greater than its oscil- 
lation starting current. For this reason, it is accurate to isy that the Biter- 
mitron, in this application, is a locked oscillator rather than an ampllfter. The 
free-running frequencies, voltages, power outputs, etc., of the Bitermitron 
are essentially those of its prototype BWO. 

Locking of the Bitermitron free-running frequency to that of the drive 
frequency will occur at an input power dependent upon the separation of the 
frequencies of the driver and the free-running BitermiUoa. When the rf 
drive power to the Bitermitron Is increased, the Bitermitron power output 
at the driver frequency increases until, with full drive power, the system 
power output may be 3 to 4 times that of either tube alone. 
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Since «ither tube will oscillate by Itself, the uie of a driver-Bitermitron 
power-booiter system offers some assurance of continuity of operation in any 
critic«! application. The , ower outputs obtainable from either one of the 
tubes would be one-third to one-fifth the normal output of the two-tube 
system. 

It should be noted that the above discussion implies a BWO driver and a 
Bitermitron of similar construction except for those changes required in the 
fiitermitron. In this cast), the voltage-tuning feature is preserved since it has 
been shown experimentally that the locking range or usable bandwidth is 
sufficient to permit use of a common anode supply. The Bitermitron power 
booster is, however, entirely suited for enhancement of power produced by 
other types of drivers, such as a magnetron. The magnetron ot other driver 
may be of flxod frequency, or may have a mechanically adjusted tuning 
range within tlwt of the Bitnrmitron. 

27.4.4 Madlam-Poww S-Bauid System 
The early development of the S-band Bitermitron was accomplished 

through modlAcation of a basic ISO-watt crossed-fteld BWO, the QK4Si. 
This oncilistor has since undergone production refinement and is now desig- 
nated the QK625. The refinement work brought about detailed inprovements 
in the mechanical design of the QK4B1 and permitted an Increase in its 
minimum power output to 180 watt«. 

Development work on the associated Bitermitron, the QKS40, has kept 
pace with the refinement program resulting In the QK62S. The combination 
of the QK625 driver with the QKS4C Bitermitron forms a bfcsic, medium- 
power, S-band system. The two tubes of this arrangement are similar in 
site, shape, weight, *nd electrical characteristics. Pictured !n Figure 27-24 I» 
the QK62S BWO coupled to drive a QKS40 Bitermitron power booster. 

The similarity of the QK540 and the QK625 is emphasised by Figure 
27-26, which shows the power output and efficiency of a QK540 being oper- 
ated as a free-running oscillator. This performance approximates that which 
would be obtained with typical QKöZä BWO's. When the QKS40 is oper- 
ated with small amounts of Injected power, the characteristic curves can be 
expected to appear as in Figure 27-27. The locking characteristics and 3-db 
bandwidth« are shown for two values of Injected power; and It '.s apparent 
that both the QKS40 locked oscillator efficiency and Its bandwidth become 
greater with increasing drive power The power-output curves here are 
rensonably symmetrical about the power maximum, a condition that does not 
hold true for higher drive powers. 

Figure 27-28 llllustrates the behavior of several Bitermitron characteris- 
tics as a function of drive power. These data are for a mldband frequency of 
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3900 Mc. The locking-range curve hM been derived for only • small range 
of drive powers since it is believed that most users will be interested only in 
the i-db or 3-db buidwidths. Experiment shows that over nearly the entire 
locking range outside the 3-db bandwidth the output power is no greater 
than that which can be obtained from a single tube. Th« smallest drive 
power attempted in these experiments, about 10 watts, yielded a peak gain 
of approximately 16 db. In this region of drive power, the system becomes 
difficult to operate unless the driver is insensitive, or is made insensitive, to 
reflections. Such insensltivity is necessary because an appreciably mismatched 
load may causa the reflected power to be greater than that injected. 

QK63) and QKS40 tubes can be obtalred separately and may be coupled 
to form a two-tube driver-Bitermltron system. However, these tube types are 
also available in what is called a "matched-pair" system. This consists of a 
QKS40 Bitermitron individually adjusted to track with a particular QK62S 
dfiver. The tracking is secured by factory Adjustment of the QKS40 magne- 
tic field strength while keeping common anode and sole voltages on both 
driver and booster. A set of operating characteristics detailing the system 
performance Is supplied with each matched-pair system. Unrelated driver 
and booster tubes can be made to track over the band with a common anode 
supply, but a spread of sole vokages between the tubes may be necessary. 
Work lc progressing to standardlie the magnetic field strength of the QK623 
and the QKS40 tubes In order to eliminate the need for matched pairs. 

Operating characteristics for a matched-pair system are Illustrated in 
Figure 27-39. Considering that the driver power may have been about 225 
watts at the low-frequency end of the band and increased to perhaps 300 
watts i'.t the high end, the corresponding booster contribution to the power 
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output varied between 375 and SCO watts. The rated minimum output power 
of a QKÖ2S/QKS40 medium power S-band system is 4S0 watts. Figure 27-30 
shows the increase in efficiency of a typical QKS40 Bitermitron as drive 
power is applied. 

Some work has been done at S-band with a system comprisiiui a driver 
followed by two Bitermltron power boosters. However, the insertion loss of 
the QKS40 tubes begins to reduce the over-ail system efficiency although 
this loss iK compensated in part by the increases of efficiency of the second 
power booster. It seems clear that the second Bitermltron in such a chain 
requires different design considerations to make the most effective use of the 
large drive powers available at Its input. 

For the above reasons, as well as for reasons of system complexity, the 
use of three tube arrangement < does not appear practical at present. 

27.4.5 Higher-Powor and Higher-Frequency Bitermllrona 
Further work (Bureau of »hips Contra« NObsr 72S19) on the Bitermltron 

has resulted in a higher-power S-band Bitermltron system, the QK62S/ 
QK618, and an X-band Bitermltron system, the QK634/QK60S. 

Although the QK62S/QK6i8 system is specifted to produce a minimum of 
1 kw, generally 1200 to 1700 watts Is obtained over the frequency range of 
2500 to 3300 Mc. In this system, both th« driver and the Blterrnitrcn are 
programmed in beam current as a function of anode voltage. 

Bitermitrons at the 450-wBtt level have been aleu developed at X-bc.nd and 
at other S-band frequency range«. 

27.4.6 The Superregeneralive Bitermltron 
The high-power features of the Bitermltron which are particularly suited 

to countermeasures equipment can I« used moat effectively In a Jammer if 
frequency acquisition of the victim radar can be simplified, 

With the Bitermltron, high-power amplification of microwave signals Is 
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possible, but low-power •mpliflcatlon has been tried as well !t It not pos- 
sible to lock the oscillation of the Bltarmltron with slgpals having a po>r«r 
level of 1 miritvatt or less. However, if the anode current Is kept at a value 
lower than that required to develop backward-wave oscillation, regenerative 
voltage-tunable ampliflcation can be achieved. This regenerative gain follow 
fairly closely the usual laws of regenerative ampllflers In that gain can be 
exchanged for bandwidth, and vice versa. 

Since regenerative gains are not particularly useful because of extreme 
operational instability at high gains, superregeneraiive techniques were tried. 

The superregenerative amplifier htu a gain-bandwidth product which is 
much greater than that uf the regenerative amplifier. When each operational 
phase of superregeneration is considered, the reason for this large improve- 
ment becomes more evident. 

In a superregenerative amplifier, signal energy and oscillatory energy are 
fed to a single tuned circuit. The ideal quenching cycle of such an amplifier 
consists of forcing the amplifier Into a quenched state for a short period and 
then placing it in a regenerative, or "sensitive" state for a much longer 
period. Following this, the amplifier is driven into full usclllaticn, The dura- 
tion of oscillation buildup is governed by the received signal amplitude in 
the tuned circuit. Then the complete quench cycle is reputed. The period 
of this cycle should be much less than that of the highert modulation fre- 
quency. 

The bandwidth of the amplifier will be determined by the rate at which 
the quench voltage travels in and out of regenerative amplification and oscil- 
lation In general, the futer the rate, the wider the bandwidth, because for 
the same quench waveform, leu time is spent in the regenetative or sensitiv« 
part of the cycle at the higher quench frequencies. 

In an experiment on the Bitermitron as a superregenerative amplifier, 'M 
quench voltage was applied to the control grid, The signal chosen to be 
amplified was a 10-^sec pulse applied at a l-kc repetition rate. This signal 
allowed 10 samples per pulse to be taken by using a l-Mc sine-wave quench 
frequency. The usual multiple resonances associated with superregenerative 
amplifiers were not apparent in the Bitermitron. 

The range in anode current over which good amplification was obtained 
was quite small; consequently, slight variations in current caused large varia- 
tions in gain. The use of the superregenerative Bitermitron in a counter- 
measure system, where band sweeping would be used for radar frequency 
acquisition, requires the receiver to have constant sensitivity over the band. 
Such constant sensitivity is not obtained when the Bitermitron is superre- 
generative because the oscillation starting current, and therefore the current 
for equal regenerative gain ia not constant over the band. Therefore, means 

mMMMBMBI 
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for fsubiishlng an effective automatic senililvity control wu necniary for 
lood frequency acqubition characteristics at veli as for reliable measun- 
ments of gain, bandwidth, and sensitivity. Automatic sensitivity control was 
obtained by amplifying the quench signal component from the crystal detec- 
tor at the Bitermitron output and rectifying it; the resultant d-c voltage was 
fed back to the Bitermitron grid while mainalning suitable isolation between 
the d-c voltage and the quench signal voltage on the grid. The Bitermitron 
grid has a transconductance of approximately 200 /«a/volt, which is sufAcient 
to maintain reasonably constant sensitivity over the band when using a 
maxim Jin rectified quench voltage of 100 volts d-c. This arrangement is also 
an effective automatic gain ccntrol. 

The signal-to-noise ratio at the Bitermitron output was optimised and the 
quench signal compone.it was removed from the signal by amplifying the 
nignal Iri a multistage ampliAer of bandwidth i/T, where r is the pulse width 
of the signal. The amplifler bandwidth was about 100 kc. Experimental re- 
sults obtained with a laboratory model of a receiver built accotding to these 
principles are given below. 

Input-signal powers from -33 dbm near the low end of the band (2600 
Mc) to —SI dbm at the high end (3300 Mc) were measured in one super- 
regenerative Bitermitron for an output signal barely discernable in noise as 
'lewed on an osdlioKope, Power gains of this tube varied from SO db to 
71 db at the low- and high-frequency ends of the band, respectively. These 
sensitivities are approximately the same as those of crystal video receiver* 
currently used in countermeasures systems. Some improvements in these sen- 
sitivities and gains could be realised if the quench waveform were tailored 
for better signal to noise ratios. 

For the purposes of illustrating the use of this unique tube, the superregen- 
eratlve Bitermitron, a block diagram of a possible countermeasures system 
is given In Figure 37-31. Some of its advantages over a more conventional 
system are the elimination of many extra components needed in the fre- 
quency-acquisition portion of the Jammer. These components include the 
mixer, the If strip, the loc' oscillator, and their power supplies, as wall as 
the mixer and discriminator for automatic frequency control. Alignment error 
of the transmitter frequency with respect to the received frequency Is elimin- 
ated because, at any power level, the Bitermitron radiates at substantially 
the center frequency of the pnuband of the superregenerative amplifier. 

G|)eratinn of the circuit shown in Figure 27-31 proceeds in the following 
manner. 

In the receive condition, the quench osciliator signal is applied to (he 
Bitermitron grid, A high level of sensitivity !s maintained by means of the 
automatic sensilivity-control circuits while the tube is swept over the band. 
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When i »dar lignal within the band appears tt the receiver antenna, it I« 
amplified by the Bitermitron and detected by the cryital. From here, the 
reiultinx video ilgnal it passed through a video amplifier, whose high-fre- 
quency cut-off it designed for optimum signal-to-noise ratio and to remove 
the quench-signal component ncrmally present at the crystal output. After 
amplification, the video signal is rectified and filtered to develop a d-c voltage 
bias which is applied to the grid of a Phantastron sweep circuit. 

The Phantastron, with no bias applied to its grid, normally sweeps the 
anodu supply which, in turn, sweeps the Bitermitron over Its band. As the 
Bitermitron is swept, its bandpass moves to include the frequency of the 
victim radar, and the negative bias on the Phantastron grid increases with 
the increasing video signal. The increasing negative bias reduces the sweep 
rate and eventually stops the sweep when the radar signal frequency is on 
the skirt of the Bitermitron selectivity curve. The phase relationships ate 
such that, if the Bitermitron frequency tries to increase, the resulting de- 
crease in video signal will reduce the bias on the Phantastron grid to de- 
crease the frequency. If the Bitermitron frequency trias to decrease, the 
resulting increase in video signal will Increase the bias on the Phantastron 
grid to increase the frequency, 

Tl.» video output signal is also tt d to trigger a gate generator, but is 
delayed sufficiently to allow the su.QHiL V 'rcqiuericy-control action to take 
place first. The gate generator Increases me «.celeratoi anode voltage of the 
Bitermitron until sufficient anode current is drawn to allow the tube to go 
into full power oscillation, Simultaneously, the gate generator turns on the 
noise-source signal, which is amplified and applied to the sole electrode. 
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While the Bltermitron Is in the transmit condUior, no received signal It svsl!- 
able to maintain the tube locked on the victim frequeücy. Therefore, & tlme- 
constam circuit if required to maintain the Phantaatron plate voltage at the 
value that was established during the automatic frequency-control action. 
The delay of the gate generator trigger is sufficient to allow this time-constant 
circuit to charge fully to the correct value before Jamming cycle is initiated; 
The gate generator must also disable the automatic sensitivity-control cir- 
cuit during Jamming so that the crystal output will not came any changes 
in Bitermitron grid voltage which would vary the jamming power. 

After a jamming cycle, the duration of which is determined by the j»te> 
generator pulse duration, the Bitermltron it returned to the receive coudi- 
tion, and sweeping resumes from the frequency where the jamming had 
taken place. 

87.5 The Voltage Tunable Mafnetron 

27.5.1 DMeriptton of Tub«* 
The VTM (voltage-tunable msgnetrtn oacillalor) consists of thrsa basic 

components: (1) the tub« subassembly (an example is shown in Figure 27- 
32); (2) the rf circuit or cavity; and (i) the magnet. The»« three com- 

Fmt'U ll-M    VolUst luiMDt« 
Iron tub« tubiutmbly. 

mtgnt- PIOIIRI 27-ii VolU.f lurwhle 
compontnU. 

mainttran 

ponents are aligned an.: lucked together to form an Integral assembly with 
an rf output connector and d-c input leads. Typical components and as- 
sembly are shown in Figure 27-J3. Design dif/erences made in any of the 
three basic components permit a wide variation to be made in the operating 
characteristics such as frequency range, electronic tuning range, power out- 
put, efficiency, and noise. 
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FSOVM 27-34 
(A) 

Volttge-tuiuibl« m«En«tron tuning 
Khsmatlc, 

chiiiCUrlitic 
(B) 
and tubt tutMHtmbly 

A schematic of a VTM tub« lubutembly ia laonn in Figure 27-346. The 
anode structure illuatrated it interdigital and the wave-beam interaction 
takes place in the cylindrical interaction »pace formed by thli anode and a 
nonemitting cathode or lole. A whirling tubular sheath of electron! ii ob- 
tained from the hot cathode and controlled and injected into the interaction 
apace by mean» of the injection (or control) electrode. The hot cathode illus- 
trated la made of thorlated tungsten and It ia protected from back heating effects 
by the injection electrode. It may therefore have apace-chsrge-ltmited operation 
and can be deaigned for very long life. The Injection electrode collect» very 
little electron current and may be uaed to amplitude modulate or pulse the 
rf power output aa well aa to control the injected beam current. The anode- 
sole voltage determlnea the frequency of oscillation, and th« voltage-fre- 
quency relation, aa Illustrated in Figure 27-34«, ia proportional and linear, 

Two wideband VTM's which make use of atandard E-magnet construction 
are shown in Figure 27-35, On the left ia the GL-7398, an S-band VTM that 
producea 2 watia minimum power from 2200 to 3850 Mc. On the right ia an 
L-band VTM that producea approximately 1 watt minimum from 1000 to 
2300 Mc. Theae units weigh i'/i and 3 lb respectively. 

The tube aubaaaembly itself Is quite small; a penny can cover It in any 
view. It is constructed of ceramic and metal parts that are Joined by high- 
temperature seals. This construction reaulta In an assembly that is extremely 
rugged. The rf circuit or cavity in which the tube subaaaembly Is mounted 
can vary considerably In form. Its function is to piuvide for th* electronic 
InteraiJon an impedance that will produce the desired characteristics from 
the assembly. The VTM is noteworthy among electronically tunable micro- 
wave tubes in that a great variety of electrical performance can be obtained 
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Fiovu 27-ii   VoiUijjMiiMbl« nufrntton tubM (or widdwnd oper»tlon through S and 
L-Btnd. 

by operttlng the same tube lubamembly with external circuits having dif- 
ferent impedance characterlitica. Thli veraatillty will be demonttrated later. 
The VTM hai been packaged with various typei of magnets. Thase Include 

VIWM     il.it       Bowl-m«Kn<rt     Sfiuvnt 27-J7   Internal eoMtructlnn of bowl-magnet 
vollaito-lunnl.tl«' ni«itn«trcin. voltane-tunable mannelron. 
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E-tnagnets, as aiready shown, C-nugneti, and bowl-type magnet». A package 
utllking bowl-magnet construction <B shown in Figure 27-36. The neat, com- 
pact, inner construction is shown > Figure 27-37. This unit weighs 1.3 ib 
i,iid delivers 5 watts of power ovei 250-Mc band in the S-band frequency 
range. This unit, like others in development, operates without external cool- 
ing and is capable of withstanding severe miuile shock, vibration, high alti- 
tude, and other environmental conditions. 

27.S.2 Operating Cboractorlatiea 
Typical performance of a broad S-bind production modvl GL-7398 is 

shown In Figure 27-38, Typical performance tor a broad L-band VTM is 
shown in Figure 27-39. It should he noted that the tuning characteristics of 

FIOUM 27-Jt Power out- 
put *nd vi.ll«Kr lulling Kiimnr. 27-.19 Power output FIOUK 21-40 fllch-powiir, 
charielrrUtlci (or wide- »nil voltage tunlni chincter- high-efflclency narrow-lixnd 
band S-band voltage-tun- iitlci (or wideband I.-band operation of a voltage tunable 
able   magnetron   OL7.t«S. viiltage-tunable magnetron. magnetron. 

these tubes are linear and that the frequency la In direct proportion to the 
applied anode voltage. This means t'.-mt a 2:1 change in voltage produces a 
2;I change In frequency. The "average" efAclency over the band fur both 
described VTM's is approximately 25 percent, Wideband operation Is ob- 
tained by using a circuit that has an extremely low Q impedance characteris- 
tic. With a circuit that has a higher Q Impedance characteristic, higher powers 
can be obtained over smaller electronic tuning ranges. This "narrow" band 
operation may be obtained with a center frequency anywhere in the operating 
range of the tube subassemblles. Typical dnta for narrowband operation is 
shown In Figure 27-40, Approximately 40 watts minimum is obtained over a 
10 percent electronic tuning range at an efficiency in excemt of SO percent. 
A i .'C subuwtembly identical In appearance with the GL-7398 lulu- sulm*- 
sembly is used fur ihlit narrowband, high-power ojM-ration, 

In addition to complete VTM coverage un the L- and S-bund ranges, nar- 
rowltand VTM'ff hcving lower output powers have been made for u|>ertttlon 
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In the C-band region. The preMnt frequency limit for voiUge-tunable n»g- 
netron power at the 1-watt level is approximately 6000 Mc. Voltage-tunabie- 
nugnetron power at the milliwatt level In the X- and K-band regions may be 
obtained by making use of S- or L-band iubes In conjunction with harmonic 
generators. Sufficient power Is obtained for local oscillator applications, and 
the extremely linear voltage-frequency characteristic is preserved. A num- 
ber of these VTM harmonic generator combinations are In use. 

The VTM is capable of extremely rapid frequency modulation since the 
tube subassembly and circuit are short compared to the wavelength and 
since the velocity of all portions of the beam may be changed simultaneously. 
It may be frequency modulated at frequencies approaching Its oscillation 
frequency. Other practical considerations, in addition to the linear tuning 
Cfwracteristic, Include the low input capacity and large modulation sensitivity 
which considerably lessen the demand on the modulator that must be used 
when high and varying frequency ratfs are desired. Relatively small voltages 
at low Input are needed to frequency modulate the VTM. 

The amplitude of the output signal of the VTM Is controlled by the voltage 
on the control electrode. The tube may be pulsed on and off at extremely 
high rates by pulsing this voltage. The control electrode collects essentially 
no electron currant. Present data, though limited, indicates definite ampli- 
tude-modulation capabilities. In particular, a VTM with an electronic tuning 
range of 10 percent (I.e., a narrowbftivd version) has been varied in ampli- 
tude over a power range of better f.han 11:11 this variation was essentially 
linear with the control electrode voltage. 

27.S.S Appllcatione 
The VTM Is weii suited fur at least three important roles in the counter- 

measures Aeld. These are (I) local osclllstors; (2) drivers; and (3) output 
tubes. As local i^lllators for swept receivers, the linear and proportional 
tuning characteristic makes possible fetiure» that cannot easily be obtained 
with other forms of voltage-tuned tubes. For such applications one tub« can 
suffice for coverrge of many frequency bands by making use cf harmonic 
generators and power dividers, 1 he VTM is relatively free of spurious signal 
outputs inasmuch as the rf structure is electrically tou short to support other 
transmission modes In the operating frequency bands. There is also sufficient 
data on noise to indicate that the units currently available are sat'^facfory 
fur local-uscillatur operation without further special design, and the) have 
already been used successlully in such applications. 

The VTM may be used to d'ive a wideband amplifier for either spot or 
expam'nblc barrage Jamming. BecauHe this type of tube has the rather high 
power output of 1-2 watts over en octave frequency range, the VTM can be 
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used to drive a travsling-wave-tube power atnpiifier and control hundreds of 
kilowatti of power over a 2:1 frequency band. It can be amplitude or 
frequency modukted, or both, and with ti.e Kdvantaget of easy clävtronic 
tuning at low power a high degree of system soph 1stIcstion becomes prac- 
tical, 

Finally, the narrowband version of the VTM can produce 30 to 100 watts 
of output power at efficiencies approtching 60 percent and with 10 to IS 
percent electronic tuning, It is well adapted for direct output use In counter- 
measure* systems requiring versatility, ruggedness, and light weight, and In 
particular appears especially attractive for drone and missile countermeasures 
systenu. 

27.S.4 Future CapablUtl«« 
The capabilltleg of the VTM may be extended In a variety of directions, 

First, the existing broadband S- and L-bund VTM's can be supplemented by 
similar «ctaveiuning VTM's covering the entire 100-mc to 6000-me region. 
In addition, a different type of tube subassembly should permit extension 
of the narrow-band versions of 10 to IS percent bandwidth Into «v-bend at a 
level of several watts, The efficiency for tubes of this bandwidth may be 
expected to advance Into the region of 60 percent, permitting air-cooled units 
of 100-watt output power. At the lower frequencies, larger tuning ranges at 
even higher powers may be expected. The VTM noise figure Is now com- 
parable with that of any other electronically tuned device. Further reduction 
can be expected; to date little effort has been expended toward this end. 
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28 
Ferrimagnetic, Gaseous Electronic, 

and Ferroelectric Devices 

H. W. WELCH, Jr.,    A. L. ADEN 

This tiitpter trett« separately (errimagnetic, gaseuus electronic, and fer- 
roelectric ECM devices for use below microwavv frequencies, speciflcally 
below 1000 mc, and at microwave frequencies, For completeness, a brief 
review of the basic theory of ferrites is given in connection with the micro- 
wave applications since the microwave properties of these materials are not 
familiar to many engineers Since the low-frequency applications are based 
on the well-known nonlinear properties of ferromagnetic material and the 
similar nonlinearity in ferroelectric materials, treatment of the basic theory 
is not considered necessary. 

f. AppUtvttoHi of Ftrrit» and Pmmthelrle Material« 
btlotc 1000 MafMydas 

28.1 Nonlinear, Low-Loss, «mi Temperatur« Characleristlra of Fer- 
rit« and Ferroelectric Ceramlra 

The basic characteristics which make ferrlte ceramics useful for application 
In electronic countermeasures equipment are the following: 

(.•I) The nonlinear relaticnship between magnetic permeability ^ and 
applied magnetic field // characteristic of ferromagnetic materials. 

(B) The low loss of these materials, compared to that of ferromagnetic 
metals, which makes possible their application at higher frequencies. 

28-1 

, 



28-2 KLECVRONIC COUNTERMEASURES 

The chamctertsttca of both ferrcmaguetic and ferroelectric materials are 
subject to variation with temperature which, if uncontrolled, limits their 
application. The hysteresis effect, described below, further limits application 
in speciflc instances. 

These general characteristics are illustrated and useful parameters are 
defined in Figures 28-1 through 28-6. 

A typical nonlinear characteristic showing hysteresis and defining incre- 
mental permeability and dielectric constant is given in Figure 28-1. Figure 
28-2 shows the typical variation of p* or «A with biasing field H or E. In the 
mks practical system, the units of the various quantities shown are as fol- 
lows: 

Bliiins fitl.l It tmporei/nwUr if volti/in*t«r 

Flux demlty H weben/m«!«11 D couloRbs/nwUr1 

IncremfiUil p«rm»blllty 
or dielectric conttint llA henrlei/imior «A taridi/mtinr 

Typically n* and ia are referred to as relative values with the free-space 
values as a reference. Thus 

fiA relative = 
Mo 

where n,, = 4»* 10-' henries/meter 

«A relative = - 
«o 

where «o = i>   • I0_ " farads/meter. 
JOir 

H is frequently given in gauttii and // In oersteds where 1 gauss = 10 * 
weberH/Kquure meter and 1 oersted ~ 10l,/4# amt>ere turns/mete', 

Unfortunately a variety of subscripts and units are in common usage. The 
reader is warned to determine which is being used when referring to tabulated 
information, data, or other references. 

The terms IM> and «o are frequently used to refer to initial values e» A// or 
A A und is' ur P go to «em, 

The losses in magnetic and dielectric materials are accounted for by giving 
i' and < a complex value. Thus 

n'/n" and «'/•" «re Intrinsic Q of the material; l/() IM the loss tangcnl, 
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Typical variation of relativ« n* and «♦ with frequency and tamperature Is 
given In Figure» 26-3 through 28-6, Temperature coefficient» of leu than 1% 
relative change In p or i per degree centigrade have been obtained In com- 
mercially available materlalft, This »till make» necesury the UM of oven tem- 
perature control In many application». 

Fee rite» are ceramics composed of three or more oxides one of which li 
iron In a »pinel crystalline structure. Ferroelectric ceramics are usually titan- 
ates, niobates or ilrconates of barium, strontium, cadmium, or lead with 
additives to provide particular properties. Literally thousands of composi- 
tions of ferrite and ferroelectric materials are possible and hundreds exist. 
This makes the matter of selection for particular applications difficult. Fig- 
ure» 28-7 through 28-11 give data on typical material» in a form that is a 
convenient aid to the selection process. Data in this form art usually not 
available from the manufacturer In the compleiteness shown hen so it is up 
to the user to make additional measurements, figure 28-8 shows a special 
form of data presentation that is useful in selection of ferrite materials. 
Similar data would be helpful in the selection of ferroelectric materials but 
Is not readily available, 

28.2 Clreults Uaiug Fwrlt« and Fmreelactiio Caramlce 

28.2.1  Variation in Induclanea and Capaeltanoe With Biasing 
Flak) 

At frequencies below 1000 me tlw possibility of practical application of 
ferrite and ferroelectric ;r.st*rials most pertinent to electronic cc.«int<rni«Bs- 
ures Is made evident by examination of Figures 26-12 and 28-13. iftgura 
28-12 shows the variation in impedance of a ferrite-cored inductance with a 

amgN ninMM *■ It Mil < yk f^L^^tf^**1 

M     -at "A—a 
Fiiiunr, 2S-t2    Imptdin» In ohmi VJ hint 
current   (nr   drrlt«   eon   toroid,   ptmlH 
ftcldi {Fig. 14, 7V,;., K'fl  61, KDG, Tki 

VnivtnHy of Michittui, Ann Arber), 

Fiouat 2»-l.( C«i.«clt,y in mlmmlcrcltr- 
tdi vi bUiing volUs« 'or Cerrotlectric 
ctpadtor (Hi 10, Tuk. Hrpt. SI, £06, 
Tkt Vnivmily of MkhlgM, .'ttn Arbor). 

d-c. biasing current in the winding. Figure 28-13 shows the variation in capa- 
citance of a ferroelectric capacitor with applied d-c voltage bias (compare 

I 
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to Figure 29-3). This varittion in InducUwce or captctUnce, subject to UM 
UmiUtloiu of hysteresii effect«, temperature effects, and variation with 
frequency ddcribed above, can be utilised In electronic tuning of oscillators, 
mixers, and rf stages, and in magnetic or dielectric modulators for applica- 
tion in a variety of countermeaauret equipment. Examples are intercept re- 
ceivers, direction finders, automatic search and lock-on equipment, and FM 
modulators for Jamming equipment. 

28.2.2 Basic Circuits for Electronic TMntog 
Magnetic tuning is accomplished by varying the d-c magnetic control field 

In a magnetic tuning unit (Figure 38-14«). This is don« by varying the cur- 
CMm 

tH  TIlmM npMlMr 

(•) (»:> 
riovM J8-14   MagiMtk and stoctrk tuntni drculu (Mf. S, Ttth. Ript. it, EDO, Tk» 

VnivriHy of Ukkitan, Ann Arbor), (i) mafaatlci »(J>S eHeclric, 

rant In a control winding, and electronic means oust be provided to turnlsu 
the required variable current i. To obudn sufficient maximum magnetic field 
at a reasonable control current, a large number of turn* is required on the 
control winding. This generally results in a control inductance of several 
henries. If L is the •oductance of the control winding, tho electronic menns 
must furnish a vo'tage Ldidi to produce the desired rate of change of 
current. 

Electric »unlng is accomplished by varying the d-c electric field in the 
titanat« tuning capacitors (Figure 28-146). Electronic means must be furn- 
ished to do this by changing the voltage «. To obtain sufficient maximum 
electric field at a reasonable voltage the dielectric in the tuning capacitors 
is made thin. If C is the effective capacity in the control circuit (generally 
4 times the rf resonating capacity), ih' electronic nwans must furnish a 
i barging current of C dt/di to produce I iesired rate of change of electric 
field. 

With relatively low Manning rates (i.«,, 60 cycles) there Is no serious 
problem in furnishing the electronic means for either magnetic or electric 
tuning. When the scanning rate is Increased, the control circuit design prob- 
lems become more difficult. For high scanning rates, a short "flyback" or 
return time (say on the order of 1 ^aec) is desired. This presents a rather 
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tevere problem In magnetic tuning M illuitnted by UM (ollowiiig example: 
A rapid-Kaa magnsüc tuning unii tunw from 50 to 100-mc   ignal (t* 

quency and hu the following propertiei: 

Control inductance = 2.0 henriu 
Control current      = 50 ma (max.) 

For a flyback time of 1.0 ^wc, the flyback voltage i» found to be 

. di 
•Si- ts 2.0 X 0.05 X 10* s 100,000 volts 

Thli icrvei to illustrate lb« •erlcwmet» of ihe problem not only in control 
circuit dMlgn but alao in voltage insulation In the design of the control wind- 
ing itself. 

In order to improve the situation, we first note that the magnetic field is 
proportional to the number o( ampere turns Nl. The Inductance of the con- 
trol winding is proportional to N*, so the flyback voltage may be reduced at 
the expense of a larger control current f. 

Let us re-examine the calculatio.: just mad« if A^ is reduced by a factor of 
10. We then have a unit which has the following control constants tor the 
seme maximum NI: 

Control inductance = 0.02 henry 
Control current      = 500 ma (max.) 

For a flyback time of 1.0 paec, the flyback voltage is found to be 

L—- m 1.02 X 0.5 X 10« = 10,000 volts tu 

Thus an Improvement is achieved In flyback voltage, but at a price of in- 
creased control current maximum, which imposes a difficult control circuit 
design problem. 

There Is another serious effect In flyback with magnetic tuning. The con- 
trol Inductance resonates with Its selt-capaclty C In Figure 28-14« and gen- 
erates a serious flyback transient if not properly damped. Since It Is highly 
desirable to use pentodes fur the control circuit because of their constant cur- 
rent property, an additional damping circuit Is generally required for rapid 
flyback to suppress the flyback transient. 

A corresponding example of rapid-scan electric tuning is a unit tuning 
from 50 to iOO-mc signal frequency with the following properties: 

Capacitance In control circuit m 200 ^f 
Control voltage swing m 500 volt* (max.) 
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For • 1.0 imc flytwck time. &% Ifyhaek currant is found to be 

C-J- = J00 X Kt-" X S00 X 10« as 0.1 ampere 

TU« flyback currant may be eatily obtained from a conventional vacuum 
tub«, ao the design problem is reasonably simple. Even fatter flyback times 
are possible if tkyratrons are used. 

There is also no problem of flyback transients with electric tuning. It is 
true that the stray circuit inductance might tend to resonate with the control 
circuit capacity; however, this is easily damped. A series resistor is generally 
present for isolation purposes, so that no additional damping is required. 

There are thus a number of definite advantages in electric tuning for 
rspld-scan appUcations. It may also be noted that, as the signal frequency is 
incrMMd, the control capacity C generally decreases, in this case it is seen 
that faster flyback times are possible at higher signal frequencies without 
increaae in UVD flyback current pulse. This is not the ease in magnetic tuning 
where the control inductance does not decrease as the signal frequency is 
incnaaad. 

38.2.8 MafmyUc Modulator Clrcuil 
A simple balanced magnetic modulator it shown in Figure 28-15. It con- 

Hi 

et \ b* 

\ 

\ 

N, H, 

"""* 

•V./.    A1,/,     M, Vl( 

fiovst 2S-IS   Mannctlc   modulator   {Fit. 
9, Tteh. Rrpl   IT, RDC, tke Univrnlly of 

Mkkitun, Ann Arbor). 

FIOVRI 3H-16 Chsimctnrlitkj uied In mtg' 
mile modulator duigis (Irom Fig. 10, r»sA. 
Hrpi 37, BOO, Tbr Vnivtriily «/ Mich- 
ifOH, Arm At hot , The following lubititu- 
tlom have been made; N\K, N,;„, Nil,, 

ft\l (or //., Hu, II.,11. 
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shil rf two limllar ferri t tordd cores (a «nd 5;. thm um wmiad with 
•w/itioa wändilng« 1« auc ib connrcted in leriM. IkM windingi »rt «■ 
c'' //i by rf And d-c currtn generaton, giving a combiaad cumnt of /, lin 

{- /« amperes, A d-c 'urent /., !• fed trough an UoUtlng inductor L to 
/ secondary windings In and 2b cmtnected in serle» opposition. When 
jperiy balanced, the ei tpit voltage ««is an rf carrier having its magnitude 
id phase related, respe« tivsly, to the «ise and polarity of the signal current 

The operating characteristic of each core is ihown in Figure 2S-16. Wbe: 
/, — 0 both cores operate U point P by virtue of the d-c current l»; anr 
ihm: e, is equal to sere When a positive signal curre&v flows, core • oper 
ates at point a while co e b operates at point b. Undeif tbeec condition» &»• 
mtrdng s sinusoidal variatioi' sf flux density in the two core« (<.s., B M A, * 

\ llnm portion of the cure) ihs peek output voltage is given by 

\ !• = <»(M» - **.) If i N» h G 
wi\m G Is s factor de pending on the geometry of the cores Far a Un«ar 
re iion of the curve, 

fi, - f*» =s J 
N 1,(4 

It 2mfi^f Nt
aIi G 

■^r) 

so that yk» transfer impedance is given by 
V 

\ 
.   _  «,   „   fij/V," / **\ 

i mmmmsmm 

Note thV t}ie tramfer Impedance is independent of the geometry but r, 
function of ?.Sj and the «M chara:(,edstic. 

28.2.4 T^e>R«li,!xaiion IPhanomraw 
Time-relwtauMi effect» are exhibited by both ferrites and titanate ceramics. 

In the case of ^■"aUi a time decrease of peimeability is observed after a 
ferrite core is subVect to a dega;8«lng ireatmm. When used aa a tuning ele- 
ment in a low-pov^W t icillator, this effect can cause up to 3,6 pwcent increase 
In frequency in fhrnmk G WM B period of several hours. This ■•ffect was 
reported as earh/as 947, and <* variable from one material to iuto:her. In 
general, those/materitsts ihowing a large change in M* with applied H, have 
also a relatively large relaxation offect. 

A almüMv relaxation effect is mind in titanate cersmic«, although this doe« 
not correspond exact y to the efieci just described. If ao electric Aeld it ap 
pile?« to a specimen 'if titanate ceramic for a period of several minutes and 
j^fen suddenly remo/ed, the diolectric constant increases with time, flrct 
abruptly and then st Jwly. When s«ch a ceramic is used M a tuning element 
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in a low-power MclUator, the frequency drops Abruptly at iht Urne the Add 
U removed. ThU U followed by • relatively ilow decreue in frequency. The 
frequency drift Hubitactlally ceuei after a period of S to 30 mlnutei, de 
pending on the materiel. In thl« respect the effect Is ehorter lived thaa the 
corrftiponding magnetic relaxation, In general, the begor period 'a atsociated 
with materials which show a large change in u with appUed electric field. 

The consequences of these effects In swept receiver applications are given 
below. 

aa.S.4.1 Rtductton of TotRing Hang: When swept U 60 cycles 01 
faster, the tuning range will be smaller by several percent than it is with 
manual, arbitrarily slow tuning. 

SS.i.4,i Frtqumev drift. If the amplitude of frequency sweep it re- 
duced, or stopped altogether, there will be a slow frequency drift. The drift 
will probably be small In both magnetic and electric tuning, but is shorter 
lived in the case of electric tuning. 

28,8.4,3 Stessp Wmmferm, If a eawtooth sweep is employed, it is 
more satisfactory for electric tuning to use a Jump-rise, slow-decay wave than 
a Jump-drop, ilow-rlse waveform. The reason for this i* that the ferroelectric 
ceramic responds more quickly to a Jump-rise step-function of voltage than 
to a Jump-drop step-function. A consequence of this la that the ferroelectric- 
tuned unit Is best used to sweep downward In frequency, starting at the 
highest frequency and sweeping to the lowest. 

In magnetic tuning, the frequency may be swept in either direction, but 
there is some slight preference for sweeping upward in frequency because of 
circuit considerations. This mode of sweeping requires a slow rise And abrupt 
drop In control current. Because the control tube may be rapidly cut off, 
permitting a high Inductive kick from the control winding, the flyback time 
may be made somewhat shorter than in the other mode. 

«58 8 Geometry oi Tuning Elenents 
Several configurations have been utilised for magnetic tuning elements. 

The simplest is a toroid with a bias or control winding and a signal winding. 
This is in general unsatisfactory because of coupling between the two wind- 
ings. 

The slotted core conflguratlon is shown in Figure 28-17. A typical tuning 
characteristic for an oscillator circuit using this construction is shown in 
Figure 28-18. 

Another structure that has given satisfactory performance is the resonant 
coaxial line shown in Figure 28-19. Structure of the tuning unit is shown in 
Figure 28-t9a and installation in the yoke in Figure 28-196. Typical data 
fur mi oscillator using this form of tuning unit is given in Table 28-1 (page 
28-S9), Data for various values of tank circuit capacitance are given. 

A curve showing hysteresis for Ihl* unit is given In Figure 28-20. 
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FMVRI 21-22   Ftrrotlcetrlc oKlllator tun- 
ing eurvt (Fit. iS, Tick, Ktpi. 31, EDC, 
Tht Vulvrnliy of Michltan, Ann Arbor). 

H+ 

r" n "I 
«\ «•t—^ tj 
— -b*- ̂ L-LI 
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PIOURK 28-23 Tumperiturc effect en (rr- 
reilteirk tunln« (Af. 8. Tfik. *tpt. U, 
BOG, Thi VntotrsHy «/ Michigan, Ann 
Arh,>r). C vt time. Aicln« «ttir htai'm to 
»00° C »nd quanehln« n 21'C, Atrovox 

"Hl-Q" body No, 41. 

rwvwt it-H   HI|h-powcr  oiclllalor  clr- FIOUM 28-23    Powtr    oKlllator    tuning 
cult,   (froeiKUnv of Ik* National Eire- ch»r»el«rlitlci (Proutdinti of tki NatUnal 
Ironies Con/rrrncr, I95S, p. 846), VolUne- Eltelronia Conltrenc», («Jü, p. 847), 

tunibl« power oiclllito», 

The 8tructure of low- and high-power (stack) ferroelectric capacitor tuning 
uniti ia ihowr. in Figure 28-21. These capacitors must be suitably encap- 
sulated to keep out moisture. 

A typical oscillator tuning curve Is shown in Figure 28-22. The hysteresis 
effect Is evident, The effect of temperature on tuning is shown in Figure 
28-23. 

In Figure 28-24 a high-power oscillator circuit is shown. In this case the 
capacitor was built in a stack with radiating Ans between elements. The 
effect of self-hebilng of the capacitor is indicated In Figure 28-25. At high 
power levels the tuning Is almost eliminated because of change in ceramic 
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duncterUtics with temperature. Thii oicilUtor wu operating at about 4- 
watt level for the high power level and at about 100 milliwatti for the low 
power level. 

28.4 Eleetronlealljr Tuned Inlareapt Receiver* 
With the bailc tuning element! Juit described it it powlble to construct 

scanning receivers with a variety of characteristics. Details of the design 
problems will not be covered here. It Is evident from what has been discussed 
that further research is Indicated to minimise problems in the following areas: 

(1.) Temperature (through selection of materials, thermostatic oven con- 
trol, or use of afc). 

(3.) Hysteresis effects and flyback transients (through design of suitable 
sweep eircuite). 

(3.) Tracking problems in superheterodyne receivers (through material 
selection and circuit design). 

(4.) Control power, voltages, and currents. 
(5.) Time-decay (through crystal control or other itabllising circuits). 
Advantages of electronic tuning are In the possibility c increased scanning 

rates, reduction of weight, slse, and cost, and elimination of other disadvan- 
tages of mechanically tuned receivers. 

Receivers have been constructed for use In the frequency range from 50 
kc to somewhat leu than 500 mc. The number of tuning heads vnries with 
the speciftc design. It is possible to cover the range 50 mc is 500 mc with 4 
or S heads. Below this frequency about 3 or 3 heads for each decade of 
frequency is required. 

Expected improvements In material» should make the application of these 
materials more widely accepted and used. 

fl. MtoroMWM ApplUMlom of F«rHm«fnette Otatariei» 
One of the significant recent advances in microwave technology has been 

the achievement of nonreclprocal and electrically controllabl« circuit ele- 
ments through use of the properties of special materials. One area of appli- 
cation utilises the properties of ferrites and ferrlmagnetic garnets under the 
influence of static riagnedc fields. These media derive their useful microwave 
properties primarily from Interactions between electrons in the media and 
incident microwave signals. These interactions are strongest when the fre- 
quency of the microwave signal coincides with the natural resonant frequency 
of the electrons, which in turn It directly proportional to the effective applied 
magnetic field. The fact that a gross material property such as permeability 
can be controlled by means of an applied magnetic field, and that It can be 
used to give both reciprocal and nonreclprocal microwave effects, makes these 
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material! o( ipecial interest (or microwave appHcationa. 
The following MCUOM review tome of the fundamental characteriatice of 

ferrimagnetic material» and deKribe the utlliiation of thme charactertstici 
for device application!, with particular emphasis to eome of the ipedai prob* 
lerne of countermcaiures. 

28.5 FundammUl CharaetcrUticw of Magnrtic Ferritee 

28.8.1 Stpueture 
Ferritee are nonmetatlic magnetic materiab They are made of a hard 

ceramic with a cryiulline structure similar to tlr' of the mineral ipinel, 
\fgAI1O4. Most ferrites can be expressed by the t ■>'•• chemical formula 
XFetO«, where X is a bivalent metallic ion. 1>« oxygt. '-mi ' ..-e radU of 
1.4 A, which is roughly twice that of the X++ and Fe+++ Ion». Jwoet accept- 
able metal ions have radii of 0.6 to 1.0 A. Commonly used metal ions are 
those of magnesium, manganese, and nickel. 

In a ferrite, the large oxygen ions form a (ace-centered cubic structure of 
sphere». Ihe small metal ions are located in the resultant interstices. If th« 
oxygen geometry is examined, It is found that two kinds of intersUces exiit. 
One intentice is surrounded by 4 oxygen ions and is called a tetrahedral »!te. 
The other interstice is surrounded by 6 oxygen atoms and is called an ocu- 
hedral site. A unit ferrite crystal cell consists of a lattice of 32 oxygen ions 
containing 96 interstices. Of thoee, 64 are tetrahedral sites and 32 are octa- 
hedral sitee. The 24 metal lone in a unit ceil of the spinel structure are dis- 
tributed with the 16 trlvalent Ions in octahedral sites, while the 8 divalent 
Ions are found in tetrahedral sites. There is a second common ferrite struc- 
ture in which the 8 divalent metal ions replace 8 oi the iron ions in the octa- 
hedral sites. Th« ! displaced trlvalent iron ions then occupy tetrahedral sites. 
This distribution is called the Inverse spinel structure. 

The ferrimagnetic garnets are formed from oxides of rare earth metals like 
yttrium and gadolinium. The chemical composition is 3YtOt>3Fe«Of These 
materials have properties very much like the ferrites and, because of nar- 
rower intrinsic line width, are superior for some applications. 

28.5.2 Magnetl« Properties 
Fundamentally, the magnetic properties of every material is determined 

by the behavior of the electrons it contains, since the nuclear contribution is 
neKllglbly small in comparison. The magnetic effects are due primarily to the 
spins of the electrons and to a much smaller degree to their motions in atomic 
orbits. In all atoms the electron spins tend to pair off against each other so 
that the net magnetic moment of the atom Is reduced to that of a few of it! 
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electron!, and In many ttona tiw ipini an all paired agaiaat oppoalng iptns 
w that the atom hat no ntt magnetic moment due to »pinning electroni. Th« 
latter are the atonu which are dismagmtic, having only the magnetic effect« 
due to orbital motloni. Ferromagnetic material« are compoaed of atom hav- 
ing permanent magnetic momenta due primarily to unneutrtliaad electron 
apini. In addition, very large Internal fore« cauie neighboring dipclee to line 
up parallel to one another, a condition of aelf-iaturation. 

The domain theory of magr ' nt of a ferromagnetic material Maumaa 
that the material la compoaed o. dy amall region« or domain«, each mag* 
neticed to «aturation In «ome direction. In the abfeace of an applied magnetic 
field, the direction« of «aturation of the domain« are In general dlitrlbuted lu 
a way auch that the reaultant magnetissticn of »he specimen aa a whole U 
aero. 

In the usual ferromagnetic domain the magnetic moment« are all in paral- 
lel allgtiment. In the ferrite, however, ion« In the octahedral «It« have mag- 
netic moment« that are usually aligned antiparallel to thoa« in the tetrahedral 
«!te«. In general, the intensity of magnetisation will be different for the two 
«Iteft and the total magnetisation is a combination of the«« two site«. This 
principle, which Is called (errlmagnetlim, I« llliutrated In Figure 28-26. This 

" 

Fmi'ix 2»-lb   Temptntur«   de-     FICIUH It-il   MiiMtlHiinn ptortun. (a) Unm»K 
p«nd«ncB of Htunllon miKMll-    nttiitd; (6) migMilud by domain growth or boun- 
Mllun   for   tarnt   (irrlmisnttic    deiy   dUplscfimnt i    (r)   nwiMtUed   by   dorotln 
mutirl«!»,   (u)   Contribution  of routlon. 
A »Hi' Inn«; (6) contrlbullun of 
H «lii- Inn«,   (r)   rsiullint mu« 

nrtltition. 

magnetiaation curve li but one of eight that has been predicted from this type 
of model. The temperature at which the magnetism goes to sero Is called the 
Curie temperature. 

The magnetic moment of any one domain is specified by the magnitude and 
direction uf its magnetisation and by Its volume, When a field Is applied, the 
moment of a domain, and therefore the magnetisation of the ferrlmagnctic 
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material of which It U a part, la ordinarily changed by (a) the growth of 
domain* oriented favorably with respect to the field direction at the expenae 
of domalna leu favorably oriented (domain wall diaplacement), or (b) a 
change in the magnetiaation direction of the domain by rotation toward the 
applied field direction (domain rotation). These condition! are 111uttrated In 
Figure 28-27. 

28.5.8 Loeeee In Farritee 
Ferrites absorb energy from an electromagnetic radiation field by interact- 

ing with both the electric and the magnetic fields. The loetet due to Interac- 
tion with the electric field are generally known as dielectric lossee, while those 
reiiuiUng from interaction with the magnetic field are called magnetic loases. 
Beth the dielectric and the magnetic losses can be accentuated by dimen- 
»ioi;a! resonances which are common at microwave frequencies because of 
the lurge effective dielectric constant of the material. 

In many ferrites the dielectric loas tangent, or the ratio of the imaginary 
to the real component of a complex dielectric constant. Is small. However, 
this Is not always the case, and a low d c conductivity is not a suMclent cri- 
terion to impose for low microwave dielectric losses. Some ferrites appear to 
contain highly conducting regions Isolated by an insulating matrix and ex- 
hibit high microwave dielectric losses. Conductivity measured at audio fre- 
quencies will show a strung frequency dependence If the material Is of this 
type. The conducting islands act as plate* of a condenser separated by the 
girJn dimensions. Although the d-c conductivity within a grain may be high, 
the measured values acroe* grain boundaries will often be low. 

Magnetic losses In ferrites with i applied static magnetising field gener- 
ally occur In two region*. On* in the rf range under 500 mc and i* 
due to domain wall dlaplacenu nt; the other occurs In the microwave range 
and is due to domain rotations. Both of these phenomena generally occur 
over a wide frequency range and thus constitute large regions of high mag- 
netic loss. Hie losses due to domain rotations constitute the major micro- 
wave los* present wheu there Is no applied static magnetic field, or when the 
applied magnetic field Is small. They can be explained In terms of a ferro- 
macnetlc resonance with the effective Internal field In the ietrit», which 
exists even In the absence of an applied field. The upper frequency at which 
this resonance occurs can be reduced by lowering the saturation moment of 
the material. 

Almost all microwave applications of ferrites are based on either the loss 
or dispersive properties due to ferrlmagnetic resonance under the Influence 
of an applied static magnetic field, Accordingly, this phenomenon is worthy 
of special discussion. 
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38.5.4 Ferrlmagnetic RMOIUUIM 
When a ferrlle It magnetUed, UM imgnetic momenti of the electron« pre- 

cew about the effective stationary internal magnetic field. If a routing rf 
magnetic field it applied in the opposite direction of rotatScn to that of the 
preceuion, there ia little interaction between the field and the electrons. How- 
ever, a field which is rotating in the same direction as the electrons has a 
stronger coupling because the field vector and the «pin vector are pfirallel 
for a longer period durfrng each revolution. As the frequency of the field 
rotation approaches that of the electron precessioa, the two vectors remain 
parallel, and the electron is able to absorb energy continuously from the field. 
This is the condition >«..' ferrimagnetic remnanee. 

A simple mechanical analcg to the precesaing electrons responsible for 
ferrimagnetic resonance is shown in Figure 2S-38. The spinning top preceesee 

^   ***    *""        WWWtlMW»        ^    ^   .* 

FlOVRt 2B-JB    M»',h»nlc«l «iwbg to tn »Irrtron nrtf»Mln| In ■ KMflMlIC fl«ld. 

about the earth's gravitational field, If a thin string is attached to a point on 
the axis of the top, energy can readily be transmitted to the top by rotating 
the other end of the string in a smail circle whose center fallows the projec- 
tion of the precession path of the top. If the end of the string is circled in 
the same direction as the top is preccsiing, a maximum amount of energy is 
transmitted to the top when these two angular frequencies are the tame. 
Under these conditions the system is in resonance. If the end of the string 
is rotated in the opposite direction, very little energy is transmit;id to the 
top. 

In the model described, the top is analogous to an electron of a ferrimag- 
netic medium »nd the earth's field to the mnRnetic Aeld required for preces- 
sion. The driving force at the end of the strlnu: i- analogous tn a force on an 
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electron wising from interaction with the routing ntKgsetic field of a cir- 
cularly polarised rf wave. Thi frequency at which the electrons precess about 
a stationary magnetic field t» directly proportional to the magnitude of that 
field. To observe resonance one has the choice of varying either the operating 
ft jqiumcy or an applied field until the operating frequency equals the pre- 
cession frequency of the electrons. 

28.5.5 PennMbtltty Teneor 
When a microwave magnetic field is present in a ferrite that has a static 

magnetic field applied to it and the microwave field is in any direction other 
than along the static field, then the electrons precessing about the iUetic 
magnetic-field direction will interact with the microwave field. T'.ey couple 
energy out uf the microwave field and deliver it back, but part of it is 90' 
out of time and tptct phase with the driving microwave ftsid. Thus, the rtla- 
tienship between the riagnetisatlon and the 'nducing inkro<**ve magnetic 
field Is not the usual icalar tvpe of relation but rather a tensor type. This 
lüauu that the magnetisation in a given direction depends not only on the 
inducing field in that direction but upon the field in other directions as well. 

The motion of the masnetiaation for the lossless case is given by the torque 
equation 

^=y(MXH) (2»-l) 

where H m Ila + k = internal magnetic field 
U = Af, -f w = magnetisation of medium 
H» m stalle magnetic field in s direction 

A = a< magnetic field 
U, = saturation magnetlsetlon in • direction 

m = n-c magnetisation of medium 
y xs gyromagnetic ratio of the electron 

n —2.8 mc/oerstedor —2» (2.S) megaradians/oerstsd 

The matheme.oi is simplified if a coordinate axis is chosen along the dirwtioa 
of the static Magnetic field //,.. Ha is assumed to be large enough to mag- 
netically saturate the ferrite and to be much larger than the rf magnetic-field 
components. Hsrmonic time dependence is assumed for the alternating mag- 
netic field and magnetisation, and terms of second order in small quantities 
are neKiectet Then the components of Eq, (I) are: 

jteMf ~ yhS,hr — yHom* 

jttiM, W 0 

(28-2) 
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Solving for UM mtgnetlwitioa» In the x »ad y direction« give* 

iwm, ä jxh,, + x*» 

WMN 

•ad 

AwM.y'Hc 

(28-3) 

(38-4) 

(38-5) 

It CM be Wien from Eq. (4) and (S) that retonMncei will occur whenever 
mm | Y | #oi «bich U the fyromagnetic roeonance condition. LOH hu been 
neglected here; including It makes both x «"d « complex invtead oi real. 

The permeability (or the Infinite medium U a tenaor* relating the flux den- 
sity and magnetic field 

b = iulh 

where 

MU 

Ul 
\0 0     iJ 

(38-6) 

(aM) 

It ii thu inflnlte-medlum permeability tensor which muat be used in Max- 
well'» equatloni for regloni conttlnlng ferrite», it I« aaeumed in Eq. (7) that 
the static magnetic Aeid Is along the s direction. 

23.5.6 Microwave Pmpacallon in Infinite Medium 
The propagation conditions for a plane wave propagating in an infinite 

ferrite medium are determined from the solution to tne vector wave equation 

7 X   V   X * - 0«MM!* = 0 

where ße ts  free-space propagation constant 
«> = relative dielectric constant 

|/i| = permeability tensor given by Eq. (7) 

Two special cases are considered below. 

«Tcnior» are Indli'itled b" In... k. I- 

(28-8) 
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2S.5.6.1 Mugnatte h'Md ParalM to Pro^a^ittUm. Mlcrowtve iippli- 
CKtioni of ferriies were Ant developed with propeRitlon parallel to the ap- 
plied magnetic Aeld. For this case the two solution» to the wave equation for 
the anidotropic medium represent (Xiinterrotating circularly polarised waves. 
One of the waves is rotating in the direction for maximum interaction with 
the precssshg electrons of the magnetised medium, while the other wave Is 
rotating In the direction for minimum intecactlon. Each direction of polariza- 
tion Is charatterixed by a different effective scalar propagation constant. 

0±' = /JOMM * «) (28-9) 

Tie plus and minus subscripts correspond to right- «nd left-hand circularly 
polarised waves, 

The effective scalar permeability for the two waves is 

.   .      4#Af,y 
(28-10) 

where y Is a negative number. ^ is the 
effective permeability for the wave that 
interacts strongly with the precessing 
electrons and, as shown In Figure 28-29, 
resonance occurs when Hn = w/{y{. 
Thus it is seen that InAnite-medium 
plane-wave theory Indicates that the two 
circular polarisations are the normal 
modes leading to scalar permeabilities in 
the wave equations, 

30.5.6.3 Ma$nmtie ¥Md P*r;M<r«. 
dieular To Proptigatten. An InAnite 

Vrnvu. is-jv Etreilve permcsblilil«» for ferrlte medium magnetised perpendlc- 
rlKht- ^nU lefl-haml clrculsriy palirlied uiar lo tne direction of wave propsga- 
wsve» In Infinite medium mutnelUcd par- 

tllcl In dlmflon of WKVC pro|)HK»tloti, 
tion behaves like an Isotropie dielectric 
If the rf magnetic Aeld is parallel to 

the direction of magnetisation. If the rf magnetic Aeld is normal to the 
direction of magnetization, different propagation characteristics are exhibited. 
Solution to the wave equation gives; the following fur the protMsgallon con 
ttants: 

-  /Wsr ^11'- (28-11) 
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ß±'   ^  /JoV/i» -  ««)/<• (2«-12) 

An effective permeability can be ascribed to each u! the two wavu. For an 
rf held parallel to the direction of magnetisation the effective permeability i» 

"11 =   ' 
If the two are pcrperidi.ukr, ths effective permeability become» 

= iÄl 
a) 
-[■ 

(28-13) 

(28-14) 

A plot of the two effective permeablUt'ea U shown in Figure 28-30. Retonance 
occurs for the perpendicular wave when u = (HoB) H/| r !• 

28.S,7 Klttcl's EctiMiSon to? Bouadad Med.un 
The previous relaticnships apply for prt^MgatloB In an Infinit« letrlt« 

medium. In using the results for prac- 
tical applications, it Is important to 
understand the effects of the fenlte 
shape In determining the microwave 
characteristics, When a ferrlte body 
Is pieced In an applied magnetic field, 
a magnetisation is induced within the 
body. This magnetisation terminates 
on the surface of the fcrrile body, 
creating magnetic poles on the sur- 
face. These poles are the source of 
a field within the ferrile, commonly 
CftuSd the demagnetising field. It is 
opposed to the applied field. The 
proportionality constant between the 
demafmetizing field and the magnet- 
isation M is called the demagnetising 

factor .V. The demagnetising factor h thus a measure of the effectivenera of 
UM polct in the surface of a fernle bociy In piWucing a field inuide of the 
body. 

It can be shown that the sum of the demagnetising factors for any three 
orthogonal directions Is 4w.* For example, In a long rod magnetised along its 
axis, the poles are widely separated, the Induced demagnetising field Is very 

FKIUSK 2S-J0   EHcctiv«  pfrmrtbillllc»  («r 
the Inflnlte mrdlum m«gneti«cil normal tu 

direction of wave propaiailon. 

tFor nuinttlc Induction defined by B ss ^(H + A*M,. 
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weak, und thus the dernagnetSging factor along its »xl» it B«fo A thin disk 
magmtSsed tiong its axis has very dose poles and a large demtgr.stliing field. 
Hence the demagnetising factor along the axis of the disk is 4*. These ex- 
tmples are the, extremes; for other shapes the demagnetising factor for a 
given direction is between 0 and 4*. 

The relation between the internal field JHM, the applied Seid Hllm and 
the demagnetising Seid NM in a given direction Is 

//i.t = Ä, •KP NM (28-15) 

Thl» equation is exactly valid only for the case of an ellipsoid since only then 
is the demagnetising factor a constant. However, this relation gives reason- 
ably good results for shapes such as disks and rods which are only approxi- 
mately ellipsoidal If Eq. (IS) is written for the three directions and these 
internal Aelds substituted into the magnetic torque equation, a relation be- 
tween the ferromagnetic resonant frequency «,-« and the applied fields is 
found. This relation is commonly called Kittel's equation. It can be written 
formailv as 

mm = I y | H,« 

wheru the effective magnet'c field H,» is given by 

(28-16) 

1> 

».« = {|//.P» " (JV. " lf,)M,] [am - (.V. - N9)Mt])*   (28-17) 

and the applied field is In the s direc- 
tion. Figure 28-Ji Illustrates several 
cases of Kittel's equation and shows 
that the effective magnetic field can 
be either greater or- ieu than the ap- 
plied field, depending on whether the 
ferrlte sample is more rodlike or more 
disklike. 
An additional fact which can lead to 
confusion is that the term« above, at, 
and below the resonant frequency are 
synonymous, respectively, with below, 
at, and above the resonant field. This 
can be shown by the following argu- 
ment, Suppose a ferrlte Is excit;d at 
frequency u (actual) and has a mag- 
netic field applied to It which deter- 

K:(iu«r. in-il rarromagMtlc mMnancc 
frequency K» I« (unction u( ipplied m«K- 
netlc ftclil, IlluUrillng the ihape cRccu fur 
■ »phere und two extreme« al a roil with 
length muih fircsler than diameter and a 
di»li with diameter much greater than 
thlckneu. Il.rr I« along «xl» of both rod 

and dltk. 
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minm «n effective field %« (Rctuai). AMURW th»t the Aeld H,tt (actual) it 
not the field for resonance at the frequency m (actual). The tftecUve field 
necessary tor a resonance at u (actual) is H,» (res). The resonant frequency 
associated with !lttt (actual) it <•> (res). In equation form, 

at (actual) — | 7 | HM (res) and u (rei) = | y | H,« (actual) 

Thus if 

w (actual) > m (res) 

H,,, (actual) < S* (res) 

(28-18) 

(28-19) 

(28-20) 

The two inequalities show that operation at a frequency above the resonant 
frequency is synonymous with operation at a field below the rwonant field. 

To review: the following it a listing of the various fields that have been 
defined. 

//,(„, = thu applied static magnetic field from external sources 
HM — the magnetic field inside the body 
U = magnetixaiioH or magnetic moment per unit volume 

(M, = magnetiution at uturatlon, when all the domains are aligned 
in a single direction) 

S'iMt = demagnetising field in the Ah direction 
//,„ = effective magnetic field, a fictitious field defined by £q. (17) 

28.6 Ferrite Mkrcwave Devlc« PrlnolplM 
Ft>rrite microwave devices make use of the dispersion characteristics of the 

ferrlts permeability due to interactions of electrons in the ferrite with the 
incident microwave signals. At shown in Section 2S.S.6, the normal rodes of 
propagation ere circularly polarised waves. Strong interaction occui.: lor an 
electi'UKagnetic wave circularly polarized in the same direction i.» thst in 
which the electrons are prece^Jng (plus direction), while only weak inter- 
acilon occur« for a wave circularly pnUrixed in the opixuiite (minus) direc- 
tion, Accordingly, for device a).i>lk-ntion.v a piece of ferrite generally is placed 
in ii region of circular poiarfoumn, or for certain applications in a region of 
line«!- jw.-lttrliHtiur«, which can be lecumixtscd into its two circular components. 

The» shape uf the diap«!rsion curve us a function of magnetic field leads to 
three general principics of device operation: resonance absorption, field dis- 
placement, und dKarentid! phase «hill »r Faraday rotation. This is illiiff- 
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4     "    k\\Hji!i 

Fiouu 2S.il   EBertlvn pcrmtkbllitlet (or ri|ht-  ( ' )  »r.d lift-  (-)  h»nd circuUrly 
polarlifd wavu.  Pro^s.tlon parttkl to m»KMilc  ftsld,  thowtng m»in«tlc  field  bUs 

required (or varlcul drvlre principle!. 

trated schematically in Figure 28-32 for the cue of propagation parallel to 
the applied magnetic field. For epplicfttlona baaed on resonance abiorption 
(region I), the effective applied magnetic field i* adjusted until the electron 
precession frequency equal» the frequency of the microwave signal. Then for 
circularly polarised waves there is a large energy Absorption while for nega- 
tive circularly polariied waves the lots remain» low, Application in region II 
are based on the fact that plus waves art largely excluded from the ferrite, 
because the propagation constant of ths ferrite is approximately tero, while 
minus waves can propagate through the ferrite in normal fashion. Applica- 
tions in region III are possible because differential phase shift or Faraday 
rotation depends on the difference between the two permeability curves. 

Devices based on these three principles are discussed In more detail beiow. 
Application« bated on longitudinal and transverse magnetic field are discussed 
•eparstely. 

28.6.1 Applied Magnetls Field Parallel to Dirselion of Propiig«' 
Uon 

20.6.1,1 Faraday Rotation AppUcrtkin». In IMS Faraday passed 
light through a (oil magnetised in the direction of ptopagation and observed 
a rotation of the plane ui polariaation. He also observed that the angle of 
rotation, proportional to the thickr.äsa of material traversed, is a function of 
the applied magnetic field and is in the same direction whether the wave is 
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propagoied in the direction of the magnetic Held or opposite to it. The«« 
■ame phenomena have been observed in the microwave region and are in 
qualitative agreement with the predicted reiulti. 

The relations given in Section 28.5.6 are of tpecl«! Intermt because any 
linearly polarised wave may be resolved into two counterrotatlng circularly 
polarlaed waves providing compatible boundary conditions exist. Equation (9) 
shows that the two circular components of a linear wave are propagated with 
different propagation constants corresponding to different phase velocities. 
Upon emerging from the anlsotroplc medium and recomblning, the two cir- 
cular waves result In a linear wave rotated relative to its Initial orientation, 
Since ß+ 4* /'-. it Js apparent that the resultant of the two circular waves is 
rotating in the direction of the one with the larger phase laeior. The effective 
phase factor Is (0+ + £-)/2, aad the plane of polarisation is rotated by 
an angle 

^= 08_-/J+)s/2 (28-21) 

This rotstlon is known as Faraday rotation. Substituting from Eq. (9) and 
(10) IntoEq. (21) yields 

(■ +Ä)' (28-22) 

The magnetk-fteld dependence of 
the Faraday rotation is illustrated in 
Figure 28-J3. The rotation is roughly 
liiicäi with ficiii up to the point of 
magnetic saturation, which normally 
occurs for applied fields under 100 
oersteds, The rotation then remains 
essentially constant until field values 
approach the region of ferromagnetic 
resonance. 

There exist a large number of micro- 
wave devices based on Faraday rota- 
tion- Some of these depend on a fixed 
rotation, and othera depend on varia- 
tions in rotation controlled by changes 
in the applied magnetic field. 

Faraday  rotation devices are  generally  constructed  with  ferrlte rods 
mounted cosxially in circular or square waveguides or any structure having 
foarfold rotational symmetry. The rod is magnetised along iU axis in one of 
sever«! different ways. For variable magnetic fields, a solenoid Is generally 

FltiURK .'H .t.i    IVprndfiur nl Kuruihiy rn 
imlon on  nmmirlli   Ariel «I  coniUnl   fir 

iiuency, 
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wound about the waveguide containing the (errite rod. Fixed longitudinal 
fleldi are achieved by placing imall perimnent rod magnets inside the wave* 
guid« between two ferrite rods, or by placing ring magnets around the out- 
side of the waveguide; the small rod magnets introduce uudvslrable frequency 
Mffiiitivities for certain applications. 

Jsotetor. One of the first recognised applications oi magnetic ferrite micro- 
wtve properties was that of a one-way transmission system, or a load 
isolator, using Faraday rotation. The manner in which this is achieved it i!- 
lustrated in Figure 38-34. The ferrite sample length and the biasing magnetic 

Fiornut iiii   Fanday    routlon    micro- 
w»ve itolktor. 

Flaust Jl-iS   Mlcrowsvt iwltrh or «m 
plltud* modulator, 

field are adjusted to give 45' Faraday rotation. Then, energy entering the 
generator end polarised along a is rotated 45* by the ferrite to b. This polar- 
isation is acceptable to the output waveguide; hence there is transmiuion 
with low loü. Energy reflected from the load enters the rotator polarised 
along b and is rotated 45* by the ferrite into the direction c where it is ab- 
sorbed by a resistance card. Tius, the nonreciprocity is due to the fact that 
the ferrite rotates the plane of polarisation in the same direction In space 
independent of the direction of propagation. 

Microwave Switch or Amplitude Modulator, Another possible application 
is suggested by Figure 28-35. Here the magnetic field can be varied so that 
the Faraday rotation varies from 0' to 90*. For sero rotation, maximum 
energy will be transmitted, and for 90' rotation negligible energy will be 
transmitted. Varying the magnetic field produces an on-off switch or provides 
amplitude modulation. Typical characteristics for this type of switch are 
maximum and minimum attenuations of approximately 30 db and 0.25 db, 
respectively, and a d-c power requirement of about 1 watt. 

Microwave Gyrator. A gyrator is an element for which tlw impedance 
m-Urlx off-diagonal elements Zu art the negative of Z». The gyrate» is similar 
to the device shown in Figure 28-34, except that the waveguide twlni and the 
Faraday plate each give 90* ruiation, A wave passing from left to right re- 
ceives 180° rotation or 180° phase shift, while one passing from right to left 
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receives none. The gyrator it • fifth net work element which can be m?d u • 
\m*k circuit element for network tynthesta. It U compertbie In theoreticel 
liRnificance to the capacitor, resistor. Inductor, and transformer. 

Microwave Circulator. The circulator U a multiple port device deiigaed to 
transmit a signal from one of Its ports to an adjacent port while isolating the 
signal from all other ports; that is, a signal into Port One goes out Port 
Two; a signal into Port Two goes out Port Three, etc.; and a signal into 
the last port goes out Port One. The usual Faraday rotation circulator has 
four ports, each with polarisation orientation as shows In F'-   i 78-36. In 

the center section is , Faraday 
plate. Incident power with orientation 
a is turned into polarisation b. Simi- 
larly, b is turned into e, c into d and 
d into a. 

Feedback Amplitude Stabüiur. A 
device similar to the amplitude modu- 
lator can be used as a control element 
to give constant amplitude f'om n 
sweep oKiilator. A sensing clement 
controls the current to the rotator sole- 
noid In such a manner as to counteract 
changes in output amplitude. 

Polarisation Detection and Modula- 
tion. Farnday rotation is useful for 

rapidly determining the orientation of the linear TRn wave in a circular 
waveguide. A detector located in a predetermined direction shows a maxiiiium 
output when the signal is rotated into that plane by a Faraday rotator. A 
rotator also can be used to modulate the polarisation of a transmitted signal. 

28,6.1,3 Mlcrowav» Energy DUpUummmt ÄppUcmtUnu. A large dif- 
ference In the energy distribution can be obtained fur the two counter- 
rotating TEu modes in a circular waveguide containing a ferrite rod. 
Equation (10) and Figure 28-32 Indicate that a ferrite rod magnetised along 
its axis presents an jflecUve rf permeability of between 1 and 2 for a negative 
circuit polarised wave. For the positive wave, the field can be adjusted so 
that the effective rf permeability becomes very small and negligible energy 
Is transmitted through the ferrite rod. With the large dielectric constant a, 
normally possessed by ferrites, the product jMr may be sufficiently large to 
permit the negative wave to propagate within the ferrite rod as In a dielectric 
waveguide. 

Energy displacement due to a magnetised ferrite also can be used to make 

Kiiutm: ?fi-,'.ft   Faraday    roiitlon    micro- 
wave circulator and Khamatlc lymbot for 

circulator. 
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iaoUton, microwave twitches, or amplitude modulatora. The microwave 
Ceometry used Is similar to that shown in Figure 28-«7. 

Energy Displ-emznt Isolator. A 
unidirectional '.raMmiwion iine can be 
constructed by adding quarter-wave 
plates before and after s, ferrite rod 
with an absorber ioserted in it. For the 
forward direction of propagation, for 
which the quarter wtve plate converts 
a linear wave to one having positive 
circular polarisation, the wave tends to 
go around the ferrite with small in- 
sertion loss. For the backward direc- 
tion   of   propagation,   the   negative 

Fwuss J8.J7 EncrBy dhplscnont UoUtor. drcul|lrly p,,,,^ w,ve tendf t0 con. 

centrate Inside the fsrrlte and Is absorbed, givin« a high isolation. The ab- 
sorber also may be coated on the surface of the rod with similar results, 

Microwave Switch or Amplitude Modulator. Amplitude modulation can b« 
achieved by applying an alternating magnetic field to the basic Isolator de- 
scribed in the preceding section. If the aoplied field ;• initially in the direction 
of maximum energy transmission and is then reversed, the microwave output 
can be reduced by 50 db. As the applied field swings back and forth, ampli- 
tude modulation of the microwave energy results. 

28,6.1.3 Ftrrommgnttie Reeontmcm Abitorptlon AppUemtione, Equa- 
tion (10) shows that resonance occurs for the positive circular waw if 
| y | He = <w. This Is the condition for which the microwave freq iem > 's 
equal to the frequency of electron precession. At this frequency the i'le u .is 
extract a maximum amount of energy from the wave. Although Eq. (> was 
derived for the loss-free medium, the resonance condition is essentially the 
same when the loss term Is introduced. Under these conditions, as shown in 
Figure 28-38, the absorption can be Increased or decreased by control of the 
magnetic field In the neighborhood of resonance. 

Resonance absorption can be used as the basis for Isolators, modulator«, 
or switches and tunable filters. If the longitudinal magnetic field is adjusted 
for the resonance condition, the positive circular wave will be absorbed by 
the ferrite and the negative wave will not be appreciably affected If the 
ferrite Is in the form of a small-diameter rod. 

Resonance Absorption hoiutor. One geometry for achieving a resoiance- 
absurption Isolator is similar to thai shown In Figure 28-37. No absovber is 
required In the ferrite for this application. A quarter-wave plate p'iced in 

I 
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.". •u* 

1 I k 
front of the ferrlte, to tu to convert a 
linear input wave to negative circular 
polariaation, will permit trammluion 
pait  the  ferrite  element.  A  aecond 

»quarter-wave plate placed  after the 
/11      ill element is uied to convert bock to the 

initial linear-wave orientation, If the 
linear wave i« incldenl from the up- 
poiiite direction, It li converted to a 
poiltive wave relative to the msKnetic 
Aeld and ia absorbed by the ferrlte. 

MUrowave Switch or Amplitude 
FiuuiiK it.it Ferromtiinctic reiomncc Af orfM/dfor. If the applied magnetic fleld 
»bwrpllon for lanRKudintl mignetlc MA |s vliric(j ^^ gonjj vn|ue near xhe 
{A) md tnntvtni m(Rn«tlc ftcld (/)), ,huuider 0f the «biorplion curve shown 

in Figure 2B-38, modulation results. Similarly, off-on switching can be ob- 
tained by rapidly changing the magnetic fleld from resonance to off-resonance 
values. Because of the high applied fields required, modulation or switching 
by resonance absorption for longitudinal fields Is not nearly so practical as 
the use of Faraday rotation or energy displacement. 

Coaxial and Strip-Line Tunable FUters. Ferrite-loaded coaxial and strip 
transmission lines provide geometries for utilising tunable reciproral reso- 
nance absorption. For these cases, a sleeve of ferrlte Is inserted into the co 
axial line or a slab is inserted Into the strip line and a longitudinal or 
transverse field Is applied. The amount of attenuation produced by the 
element is then controllable over wide ranges by varying the amplitude of 
the applied fleld. 

28.6.2 Applied Magnetic Field Transverse to Dlrecllon of Propa- 
gailon 

If a region of rotating rf magnetic fleld exists, n small piece of ferrite in 
this region can be used effectively to control the microwaves. Maximum inter- 
action between the microwave energy and the precessing electrons will occur 
if the plane of the rotating rf magnetic fleld Is perpendlrular to the d-c fleld 
direction and if the rf fleld and electrons are rotating in the same sense. If 
they rotate with opposite senses, the interaction is very small. These fleld- 
electror. Interactions lead to the variations in propagation constant. The 
propagation constant is actually complex, containing both phase factor und 
attenuation, which are respectively different for the two counterrotating 
waves. 

In a reciangular waveguide of a TKm mode, there are two planes parallel 

p 
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to the side walli in which the rl magnetic field ii circularly polarised. There- 
fore, if a very thin ferrlta slab <a placed in one of these plane« and niagnetlied 
so that the electrons prevesi in the direction of rf Aeld rotadon, strong fleld- 
electron interaction ruulti, Th'ck ferritea, however, greatly diitort the empty 
waveguide fields, and the field solutions must be .dlculated on the basis of 
the loaded guide configuration. Nevertheless, simplified considerations give a 
qualitative picture of how a transversely mngnetised slab affects the wave- 
guide transmission properties. If the d-c magnetic field were reversed, or if 
the slab were placed on the oppotitn side of the renter plane, or equivalently 
if the direction of propagation were reversed, there would be very little inter- 
action between the field and electrons because their directions of rotation 
would be opposite. These considerations form the basis for rectangular wave- 
guide devices possessing nonreciprocal and magnetically controllable phase- 
shift and attenuation characteristics. 

S0.6.S.2  Phaie-SMft AppUca:U>na 
Pkaie Modulators. Phase modulation is achieved by placing a small ferrite 

slab in a rectangular waveguide In & region of either linear or of rotating 
microwave magnetic fields, and amplitude modulating the transverse applied 
magnetic field. If a single slab of ferrite is placed in a region of circular 
polarisation the phase shift will be nonreciprocal. This also is the rose for 

two slabs biased as in Figure 28-39. 
However, if ,ne two slabs are biased 
In the same direction the phase shift 
will be reciprocal. 

An electronically controllable phase 
shifter also can be constructed by 
pUcing a ferrite In a coaxial or «'.rip 
transmission line and magnetis,'ng 
transversely or longitudinally with low 
magnetic fields. The phase shift 
through the element is reciprocal and 
is a function of the amplitude of the 
magnetic field. 

Circulaion, Figure 28-40 illustrates 
a ferrite circulatoi utilising the differ- 

ential phase shift of a traneversf'y magnetised ferrite slab in rectangular 
waveguide. A gyrator having a differential phase shift of 180* is placed In a 
closed loop with two magic tees. Consideration of the relative signal phases 
shows that u signal introduced at A emerges at B, B-*C, C-*D. and D-*A. 

Another type of differential phase shift circulator is shown in Figure 28 41. 
Here, a 90° differential phase element is used together with a short slot 

Kimut, in M)   Nunrcclprocsl phiw ihtitcr. 
RrrUniiutar wavciiuld« Insded with mmi 
ni'tl/i-d »Uli of Scrrlt« In « msnncr to ». 

to mskf It nonrrclproc«!. 
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FimiRr. in-40 Trtdivcrae fteld mlcrawive 
clrculitor. 

FIOVRE 2»-4i   Dlfttrfnttcl phut ihtft Ut- 
rile circulator with Khenutlc lymbul. 

soupier and • folded hybrid tM. This type hu an ndvanuge over that »hown 
In Figure 28-40 since only half ai much phase shift li required. 

Single Sideband Modulator. A tingle sideband modulator can be built util- 
iklng two querter-wave plate« and a cleverly dtai^wd ISO* differential phaae 
shifter. The ferrite element it trantvertely magnetised to give 180' phase 
differential between tignal component« parallel to and perpendicular to the 
magnetic field, The analog of a rotating half-wave plate Is created by using 
two pain of electromagnets tet up perpendicular to each other and to Ute 
waveguide axis and excited in time quadrature. By placing the phase shifter 
between the quarter-wave plates the output wave Is continuously shifted in 
phase, producing single sideband modulation. 

Electronic Scanning. The radiation pattern of en antenna can be altered 
by «hifting the phase distribution M the feed. The pattern resulting from 
waveguide slot antennas can be altered by adding a tr. jtwtsely magnetised 
ferrfte «lab in the waveguide to change the relative phase« at the slots. 

The possibilities of electronic pattern control by the use of ferrite» are 
relatively untapped and «eem promising. 

28.6,2.8 Mirrowav* h'ifld-Uitplurvm*ni AppHealioHi. A ferrite slab 
Inserted in the £'-plan; »f a rectangular waveguide can seriously distort the 
microwave ftelds. The fields near the ferrite are dependent on the direction of 
propagBtion »nd can be made to differ appreciably for the different directions. 
Such field displucement effects ran be used for a variety of applications. 

Field Displacement Isolators. Several method« are used for achieving isola- 
tion by microwave fteld diiplacement. A common method Is to design the 
structure so that for one direction of propagation the fteld is displaced into 
un absorbing load, The absorber may be placed en the ferrite. 

Aniplilude Modulator. As described before for the longitudinal fteld case, 
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the amplitude can be varied by changing the biasing field so as to vary the 
field disttibutioB In the vicinity of the absorber. 

SS.6,S.n F»rrom3gH0tle RMOIMIUW Absarptlon Appfkmttoni, Re«o- 
nance abeorptlon U poulble regardlew of the microwave magnetic field 
configuration. If a ferrlte it located In a linear microwave magnetic fleUi the 
retonance frequency Is shown by Eq. (14) to be w = | y |(BH)*. 

The same devices can be constructed using ferrltee with transverse applied 
magnsttc fields as were constructed for ferrltes longltuainally magnetised to 
resonance. A ferrlte slab is placed In the £-plane to one side of tht center line 
of a rectangular waveguide and magnetised along the £-plane. Since the fer- 
rlte Is located In a region of rotating microwave magnetic fields which 
strongly interact with the preceMing electrons for only one direction of prop- 
agation, resonance absorption occurs for only the one direction of propaga- 
tion. 

Raomnct Absorption isolator. Resonance isolators constructed In rec- 
tangular waveguides with transverse applied magnetic fields give high isola- 
tion to insertion-low ratloi and are the most common lype of isolstor in use. 
In one of its simpler forms, a ferrlte slab is mounted in the guide as shown 

In Figure 38-42 and the applied mag- 
netic field Is adjusted for resonance. If 
the microwave magnetic field Is ro- 
tating In the positive sense with respect 
to the applied d-c magnetic field, large 
absorption can be achieved. For the 
opposite direction of wave propagation, 
the microwave field rott.tes In the 
negative sense In the plane of the fer- 
rlte and negligible absorption occurs. 
A variation of this geometry is to cut 

out the center section of the ferrlte so that two small slabs go only part way 
across the guide. Front-to-back loss ratios of 100:1 at single frequencies can 
be obtained using this geometry. In general this geometry has given band- 
widths of the order of 10 percent. However, by loading the structure with 
appropriate dielectric materials, the bandwidth can be increased to approxi- 
mately SO percent, Dielectric loading also improve the electric«! characterls 
tics by concentrating the microwave energy in the vicinity of the ferrlte. 

Fiumt ii-*i TramvcrN 
UoUlor. 

fteld   rc.om.Uf 

28.6.8 Applications Sai«d on Nonlinear Effect» 
Probably the most promliing area for new applications of ferrlmagnetlc 

materials Is based on utilising the nonlinear properties. For small signals the 
magnetic moments in the ferrlte can be considered to precess as a unit In a 
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uniform precestional mode. However, u the ligiwl level U tncretied a 
threihold it reached above which energy li coupled from the uniform pre- 
ceuional mode into higher-order »pin-wave modes. ThU results in anonultM 
in the propagation conditions which show promise for a variety of applica- 
tions. The norlinear effects depend on the type of material, the sample shape, 
and the manner of loading the microwave structure. 

S8.6,S.l Harmonie (i*n*ruilon und Miitlng. By driving a ferrite or 
fmimagnetic garnet into the nonlinear region, it is possible to produce large 
second-harmonic signals. Conversion eftaiencles of greater than —4 db have 
been obtained, indicating that ferrites are a practical tnuns of generating 
high oeak powers at high frequencies, when used as frequency doublers. 
Higher harmonics can be generated but with much lower conversion efftcien- 
cies. It also is possible \o use the nonlinear properties for mixing of micro- 
waves at high signal levels. 

28.6.3.3 IHUrovmr • Limifmr. The sharp thresholds obtainable for the 
incidence of nonlinear absorption provide a method for building a passive 
microwave limiter. Under certain conditions output signals can be main- 
tained substantially below 1 watt for a range of input powers, indicating the 
possibility of crystal protection by means of a circulator and limiter. 

28.7 Limitations 
Up to the present time ferrite devices havt had certain limitations in fr«- 

quency coverage, bandwidth, and power-handling capabilities which have 
restricted their use in ECM, In general the limitations have been due to the 
properties and geometry o. the ferrite and the properties of the guiding struc- 
ture in which the ferrite is placed. These limitations are nor discussed along 
with some indication of how they are being overcome. 

28.7.1 Low-frequency Llmllallona 
The major limitation on the application of ferrites at low microwave fre- 

quencies is due to the properties of the ferrite material. In an unsaturated 
state (he domains in a ferrite sample are randomly oriented and shaped. 
Each domain has a magnet isation uf Aw M, and is acted upon by a field due 
to its immediate neighbors und by it* own (temagnetixing field. The neighbor- 
ing ■lomuii.H and the self-denmgnetlsing fields can produce any fiMd from 
seru to 4ir M,. Thus any given domain will exhibit ferrimagnetic resonance 
at some frequency equal to or less than 4ir M,\y |. The entire sample will 
exhibit a broad spectrum of lussis, called tow-fleld losses, up to a frequency of 
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4w M,\y\. When the «tinple is Mturated* it acts u a tingle domain and the 
louei are concentrated about a single frequency given by Eq. (16). 

Ferrtte devices first came into widespread use at the higher microwave 
frequencies. These devices for the most part used ferrites operating at or 
above the resonant frequency rather than below the resonant frequency. This 
is because oi the larger nonreciprocal properties obtained and the smaller 
applied fields required above the resonant frequency. In order to use the 
lowest possible applied field» at these high frequencies, longitudinally mag- 
netised rods or slabs magnetised in their plane were used. When these same 
devices were scaled for operation at lower frequencies a limit was encoun- 
tered in operating at or above the resonant frequency. Figure 28*31 illus- 
trates the case for a rod. It is seer, that 2* M,\y\l» the lowest frequency at 
which operation at or above resonance is possible. 

One way to obtain operation of ferrite devices at lower frequencies is to 
reduce the low-field loss by using materials with lower saturation moments, 
Significant progress has been made in this direction. However, a problem in 
making materials with low saturation moment is the tendency for the Curl« 
temperature T,. to decrease as it is reduced. It should be recalled that Tr is 
the temperature at which the ferrim«gnetlc properties disappear. Another 
problem resulting from reducing M. is that the nonreciprocal properties and 
the resonance absorption are also reduced since both are proportional to M,. 
Hence it is necessary to increase proportionately the length of the ferriie 
and the device when M. It reduced. 

Another «pproach to low-frequency operation is to use a ferrite conftgurn- 
tion, such at a thin ditk, which is operable above resonant frequency down 
to a veiy low frequency (tee Figure 28-31). Although thit is effective fur 
some applications, it has the disadvantage of requiring a much larger appilcd 
magnetir. field. A third possibility it to operate nt a frequency below the res- 
onant frequency. At higher frequencies, this type of operation is not ad- 
vantageous because of the large static magnetic field required and the small 
interaction which occurs in this region. Bui as the operating frequency de- 
creases the required field decreases, and the amount of interaction for a low- 
magnetisation ma t-rial operated above resonant frequency becomes Itss than 
that for a high magnetisntIon material -irwrated below renonani frequency. 
When this happens it is advantageout to operate below the resonant fre- 
quency. Under these conditions the ferrite requirements for opiimum opera- 
tion arc a nigh saturation magnetiuation ant! a narrow llnewidth. The line- 

♦Siiiuiulidii occurs when the Intermtl field I» »uflklent to lirlnx the miilirlnl sltov« the 
knee of the muiirielUiitlon curve Since rnont (crrltea Imve mrrow hyittnsii loops, thli 
Inifinui i\elti ui -nhiriiüun I« «mall. Krum iU\. (IM it i> Hen that niiturulinii uirur» when 
the Hiiplied Held m -üKIHK Rrmtsr ihsn .V.l.'. 
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width Is Euch tut important parunater that it ia given a separate section bslcw. 
(n operating at bwer and lower 'requencies other problems ars expected 

to arise. For example, at lower frequencies one expects other losses such at 
dnmain-wall resonances and dielectric relaxation. Tha present low>(requency 
limit of devices operating at or above the ferromagntiic resonant frequency 
is below 2 kmc for some commercially available devices and below 1 kmc In 
experimental programs. The limit for devices operating below tha resonant 
frequency is not known, but theory indicates it may be under 100 mc. 

28.7.2 LlGawidtb 
The ferromagnetic resonance llnewidth* is an important parameter in ib» 

consideration of limitations of ferrite devices. For dmost all applications, the 
characteristics of devices improve m the llnewidth decreases. 

The forces existing in a crystal lattice cause the magnetisation to have 
preferred orientations. This anisotropy is described by ettrlbuUng a fictitious 
magnetic fleld to the crystal and calling it the anisotropy field. The llnewidth 
for polycryctalline ferrites is larger than tha' for single crystals because the 
anisotropy fields are not all oriented in the same direction. Hence sach cry- 
stallite is resonant at a different frequency and the absorption line Is spread 

as shown Figure «8-43. Nr«e that off- 
resonance, the losses for a single cry- 
stal sample and a polycryslslllne 
1 sample are almost the same. 

| 1 For ferrite devices depending on dif- 
ferential phase shift, it is common to 
define a figure of merit as the ratio of 
phase shift to loss. Such a figure of 
merit is Inversely proportiotml to the 

. « resonance llnewidth. The derived re- 
Piovu 2S.4J K.rrom.».,.1lc r.^nan« '«""'»hip, main it pooibSe to predict 
ibwrpHen for ihre« cry.ulUi» ot s poly, ^e lowest operetin« frequency for 
rryxulliiw umpin .h.iwin« the tfsei ot the ferrite devices of a given ratio of phase 
ilKdnni «nUoiropy M« nricnisllen In thr »hift to loss. For 90* of differential 
.»mplc on the r.«nn«nl M.I (or -«th cry.- phMe M(ti | db 0( Inwrtlon loss and 

ulUie a llnewidth of SO oersted», the theo- 
reticai lower frequency limit Is approximately 500 mcs. If the llnewidth Is S 
oersteds, this limit is reduced to 50 mcs. 

In order to reduce the llnewidth of polycrysUiiine ferrite samples it is 

♦'['in llnewidth may be dußned t» (he InrrcmcnUl (requimcy or fleld betwitvn (ht iiu'.r.d 
when' (hr ibnorpllon In decibvla I» hull lln- p««k rvaonance »Jixirpdrri in dcclbcli. This 
numUir ahould be i<idependen( of (he amount ui ierrUc prvwnt. 
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necesmry to reduce the cryvulline »niiutropy. One way of »chUvih;-; this la to 
nuke amnl! addi^ons of cobalt, since cobalt ferrite has an aniaotropy constant 
opposite to that of other common (erritet. Uae of thia technique ha« reaulted 
in polycryatalline ferrite« with linewidth» of approximately 200 oersteds. To 
date, the lower limit of linewidth ot tingle cryatal ferrltea la about SO oer- 
ateda. Polyc?yitalllne ferrimagnetic garnet« have linewidth» of approximately 
thia value, while single-cryatal ferromagnetic garret» have been made with a 
linewidth of leta than 1 oersted. 

28.7.8 Bandwidth 
There are two Important and separate problem» aaaociated with the band- 

width of ferrite microwave component!. One problem it due to the inherent 
frequency-retpente characterittict of the ferrite material. In general, the use- 
ful properties of a ferrite result from its tensor permeability; and, at shown 
in Eq. (4) and (S), the tensor component» are frequency dependent. The 
extent to which this frequency dependence ie transferred to a particuisr 
device depends on the manner in which the tensor properties are used to 
produce the device characteristics. A second and often more important prob- 
lem In ferrite component bandwidth depends on the manner of waveguide 
loading. The field distribution In the waveguide !a frequency dependent. This 
cauMs a change in the rf field c^ftgumtion seen by the ferrite, which In turn 
may result In a deterioration of the component characteristics. 

In order tu illustrate some of the factors involved in bandwidth improve- 
ment, the specific examples of Faraday rotation devices and resonance-ab- 
sorption isolators will be considered briefly. 

28,7,5,1 Fnradmy RolmUon. As described in Section 28.6, the operation 
of Faraday-rotation-type devices depends on the difference in permeability 
for two counterrotating rf magnetic fields. Equstio» (22) shows that the 
Faraday rotation per unit length in an infinite medium is frequently depend- 
ent. However, if the operating frequency it considerably greater than the 
ferromagnetic resonance frequency, i.e., « > > | y j //,», and It a > Aw M, 
{y |, then this frequency dependence is much reduced, as shown by the ex- 
pansion 

I. 
4»A/.|y|.1 

2f |-1(4'!-W)"('+ä:) (28-23) 

In practice it is usually possible tu achieve both of the above condition»; 
however, this alone dovs not insure u broadband device. Frequency limita- 
tions still uri.Me when one attempts to produce the Faraday rotation in a 
waveguide having frequencyüensltlve propagation characteristic».  Faraday 

■^m 
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rotato» are usually built using a rod of ferrite In « ^ircuStr waveguidl«. The 
guide wavelength ha* a itrong frequency dependence in the dominant-mode 
operating region. Additional moding and reflection problem» can occur be- 
caute of the high dieleetnc comUnt of the ferrits rod. Moreover, If the ferrite 
rod Is too large in diat teter, then dielectric waveguide effects will occur tor the 
negative circularly polariaed wave at some pslnt In the operating range. These 
difAcultles may be largely overcome by using a small-dianuitcr ferrite rod and 
a broadband waveguide structure such as a quadruply ridged circular wave- 
guide operated in a region where It has little frequency dependence. 

2S.7.S.2 Resonanim Ähiorption liola$or. In it« simplest form, the 
resonance Isolator consists of a thin »lab of ferrite placed in the E-piar.s of a 
rectangular waveguide approximately a quarter of the way across the guide. 
The slab is magnetiied transversely, i.e., with the magnetic field perpendicular 
to the direction of guided wave propagation. There are bandwidth limiU- 
tlons on both the Isolation and Insertion loss. 

The limitation on the Isolation bandwidth is that the ferrite must exhibit 
ferri magnetic resonance over as broad a band as poaslble. The use of large 
iiticwidth materials and/or the use of nonhomegenuous static magnetising 
Aelds Is a simple and adequate solution to this part of the problem. 

The limitations on the bandwidth of the Insertion is more complicated. If 
the waveguide fields are ar transverM to the slab and As' along the slab, for 
circular polarisation to exist In the ferrite requires 

A>" ~ ± i(^ ± «) (29'24) 

It is seen that positive anu negative circular polarisation will exist i.t the 
same point only at the single frequency for which K = 0. Therefore, in 
general, maximum isolation loss and minimum Insertion loss occur for dif- 
ferent geometries. 

In broadband Isolator design, the geometry can be chosen to give either 
minimum Insertion loss or maximum isolation loss. The former Is used for 
isolators requHng low Insertion loss and moderate Isolation. Although Isola- 
tion Is not maxlmlaed, it can be made reasonably hi (h. Designing for maxi- 
mum isolation may be done in narrowband isolator» and in broadband units 
for which minimum length and a maximum isolation are more Important 
than minimum insertion loss. 

In the unloaded waveguide the dominant mode fields are characterised by 

A ;■!   - lyjC I V - I tan (wx/o) (28-25) 
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Combining Eq. (24), tor the condition of low Iiuertion lou, with Eq. (25) 
yieldi 

~m tan (wx.'a) (28-26) 

To broad band the low iiuertion low of this type of Uolator requirei a 
relation af thi« form to hold over at broad a frequency range u pouible. 
Note that frequency limitation« aHae from both the characteriatic» of the 
waveguide (tho right-hand tide of the equation) and thoie of the ferrlte (the 
left-hand tide of the equation). The left-hand tide of the equation hat very 
little frequency dependence In the region of resonance and, hence, the main 
bandwidth limitation on the Intertlon lou it the fact that the polarisation of 
the rf magnetic field ii vary frequently dependent, 

A solution U to un a broadband waveguide structure far above its cutoff 
frequency so that the ratio of V to */ changes slowly with frequency. 
Several types of broadband waveguide heve been used, including double- 
ridged guide. A particularly uieful utructure is a waveguide loaded with a 
dielectric in such a manner as to broad band the waveguid«. If the dielectric 
dimensions are properly chosen, the correct elliptical polarisation will be 
generated in the vicinity of the dielectr'r and the ferrlte can be pieced in the 
region of proper polarisation, The dielectric, in addition to keeping the fields 
relatively fixed in position, serves two other purposes: it concentrates the 
energy propagating in the waveguide, and It reduces tha wavefuide im- 
pedance. Both of these effects increase the rulative magnetic fields, and thus 
significantly higher isolations result than the same amount of ferrlte Tould 
produce without the dielectric. 

28.7.4 Hlfh Power 
In general, the limitation on the average power level arises fntm tbt fact 

that losses in the ferrlte munt appear as heat and the ferrites are poor thermal 
conductors. Thus the heat is not easily dissipated and, if excessive power is 
lost in the ferrlte, the temperature will Increase toward the Curie temperature 
of the ferrlte. The device characteristics deteriorate rapidly as this temper- 
ature Is approached. The Curie temperature of ferrites now in use ranges 
from slightly above room temperature to approximately 600*C. Methods of 
overcoming the high power llmiistlon are to use materiais having high Curie 
temperatures and to provide improved means for cooling the ferrlte. Cooling 
can be accomplished by placing the ferrlte againit metal walls and by using 
forced air or liquid cooling. 

The power limitation may enter in xveral ways. In devices such as cir- 
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culaton, gymton, and off-resoiunce IsoUton, in which the ferrlie k not «t 
the ferromsgnetic resonant frequency, the ferrite distipttce a im«il fraction 
of the tnnimitted power. In «ome CAOM the low due to dielectric and mag- 
netic loss«» in the fsrrite can be Riads as lew ss C.i db. !f it is assumed that 
the ferrite is able to dissipate 250 watts without overheating and the load 
VSWR is 2, then the device should be capable of transmitting 10 kw average 
power. 

In resonance absorption Isolator» the high power limitation is rather severe 
since both the insertion loss and the Hoittlon loss must be dissipated in the 
ferrite. Thus the amount of average power which this type of device can 
handle depends not only on the insertion loss but also oa the maximum 
VSWR of the load. For Instance, assuming as above an Imertlon loas of 01 
db, a load VSWR of 2 and a maximum dlsslpbtion in the ferrite of 2 SO 
watts, the isolator is capable of transmitting! only 1,9 kw average power. 

There also are limitations on the peak power which have not as yet been 
investigated thoroughly. A major consideration is the nonlinearltos of the 
ferrite properties at very high values of ri field strengths, iiir.ce microwave 
ferrltes are good dielectrics, the breakdown limitation normally is not much 
worse than that of the waveguide structure in which It U placed. However, 
field distortions can cause localised high electric fields. 

Much work has been don« to reduce all of the limtationi which have bscn 
described. Considerable progress has been made, which has Increased the use- 
fulness of ferrite devices for BCM. Some examples are givi.n in the following 
Mctlon. 

28.8 AppUratkms to ECM 
Some simple examples of the use of ferrite devices In ECM are illustrated 

tn Figure 28-44. Part a shows a problem which may arise from attempts to 
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FIUURK 28-44   Typical raquiramcnU. (a) Trtnamltur; (b) rtc«lv«r. 
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improv« the verMtility of an FCM irtiumUtins system. Mare It tt desired to 
have either of two tranimttteim operating into a common antenna. It is as- 
sumed that indh'ldu".! transmitting tubes do not have sufficient tuning range 
to cover the frequency range required. In order to perform the desired func- 
tion, it is necessary to have a microwave switch. The switch should provide 
a low attenuation path from the operating tube to the antenna and high at- 
tenuation path back into the nonoperatlng tube. It should be electronically 
controllable and should be switchable at fairly fast switching rates. If the 
tube characteristics i»re sensitive to their loading, isolation of the tubes from 
the rest of the circuit also may be required. The ideal isolator has low at- 
tenuation, or insertion loss, for the forward direction and Urge attenutttion, 
for isolation, for the reverse direction. The isolator must be capable of hand- 
ling the output power of the transmittins tubes and must have a bandwidth 
at least equal to the frequency rang« of operation, or be tunable over this 
range. 

Figure 2S-44Ö shows an example of a countermeuures receiver application. 
It is assumed that the local oscillator output has undesirable amplitude varia- 
tions. The amplitude regulator should reduce these variations to a small 
value over the entire frequency range o? operation so that the input to the 
mixer remains relatively constant. It may be necessary to have a tunable filter 
to avoid the ambiguity of image signals. A bandpass ftlter with high attenua- 
tion at the image frequency Is preferred, but a band rejection Alter to elim- 
inate the image might be utilised. An isolator also may be needed to prevent 
local csdllator radiation which might reveal the location of the receiver to 
enemy forces. Such an isolator would require low attenuation for incoming 
signals. A bandwidth of up to an octave, or even greater, may be required. 

Figure 28-45 illustrates schematically another systems problem In which 
there are matny transmitters, each driving one element of an antenna array. 
It is desired to provide contrailsbte phase shift in the various antenna ele- 
ments in order to control the antenna pattern. 

All of the microwave control device problems illustrated above can be 
approached by utiliiing the properties of special materials. In some cases, 
this is the only approach to achieving a solution. Some examples d specific 
results will now be given. 

28.8.1 Broadband Low Power Isolators 
One of the major advances in adapting ferrite devices to the needs of 

ECM has been the development of techniques for broadband ferrite iso- 
lator». It is now possible to get isotatoni covering full waveguide bandwidth«, 
approximately 30 per cent, from S-band through K-band. I senators having 
approximately octave band coverage are available from L-band to X-btnd. 
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"CZü" 

EJ EJ 1 
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»ntenna arny. 

Thfue advancet luv« bntn nude from a "ftate of the art" of approsimauiiy 
1C per cent bandwidth in ferrite devices in ieu than four yMrs. Some of the 
techniques developed can be applied auo to other devices. 

Some typicH*. eumplM of broedbmd wsveguidis Isolator eharacteristlcs for 
G, J, and X-bund are shown In Figures 28-46, 2847, and 28-48. Characteris- 
tics of coaxial line isolators in L and S band are shewn in Figures 2S-49 and 
28 50. These data are all for dielectric loaded reaonance type Isolators. 

28.8.2 UruaiihiM>:> !!i«h Pu^er leoletore 
Considerations of heat diuipation generally predominate la the design of 

high power Isolators, These conditions usually require configuration different 
from those giving optimum performance at low power. Nevertheless some of 
the techniques used in bruadbandlng low power Isolators also can be utilised 
nt high power, 

The performance characterUMca of a broadband high power resonance 
WoliUor are shown In Flg. 28-51. At milliwatt input power, the isolation ex- 
ceeds 20 db over most of the 800 mc 'Mndwidth falling to 19 lb at the low 
frequency band-edge. For a simulate! input power of i20Q watts and load 
VSWR of 2, I.e., 80ü watts absorbed, the Isolation is still greater than 15 db 
except for the one point at bund edge. The full capacity of this type of 
isulalur exceeds the values shown. 
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28.B.3 Browtband Amplitude Regulfetor 
An electronicelly controiltb!« microvtv« attenuator utlliilng the "low 

field" magnetic lou characterittica of ferritea haa been developed to regoUt« 
the output of microwave source to a amail variation over a 2-to-l frequency 
range, Figure 28-52 »hows typical reaulti with the ferrit« attenuator placed be- 

VKji"- 20 OB   VARIATION    WITHOUT 
REGULATOR 

r^^nri I 0.8 DB VARIATION   WITH 
REGULATOR 

2 KMC 4 KMC 

I'iuuaK 2S-SI   RcRulatlon ol mixer cryilal curx-nt. 
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tw^en the local oscillator and the mixer, The oscllUtor was the French C'SF 
CO-127, and the u'xer wa» a broadband coaxial mixer. The upper curve 
■hows the crystal i ent vu.iation with a Axed 20 db pad used between the 
local oscillator and the mixer. Varintions close to 20 db are Indicated. Th* 
lower curve shows the mixer current variation remaining when the fixed puu 
was replaced by the (errite attenuator, and the feedback loop was closed. The 
deviations from the relatively flat response occurred when Input variations 
exceed the dynamic range of the attenuator, The particular ferrlte regulator 
used was designed for a IS db dynamic range. 

The attenuator t-msists of a ferrlte sleeve mounted in a coaxial line and 
transversely magneticed by a small electromagnet. Its site is less than 2 
Inches cubed; it weighs less than 12 ounces. 

28.8.* BroNdhand Microwave Switch 
Various types of microwave switches have been developed using ferrites. 

One type thst is capable of giving broaH'iand operation utilises two broad- 
band coaxial line couplers und a broadband switchable ferrlte phase shifter. 
Developmental models of such s switch have been operated over y* octave 
bandwidth«. In principle, it should be possible to get full octave frequency 
coverage. 

28.B.5 Broadband lionlroiiabie Fhaae Shl'lcrt 
The same techniques used to give broadband switchable phase shift can 

be used to obtain continuously variable phase shift. Developmental nvKteli' 
have been operated over greater than >'j octave with figures of merit ex- 
ceeding 150 degree« per db loss. 

28.8.6 General CommenU 
The above examples illustrate only n few of the many possible applications 

of ferrites to KVM. Although in principle all of the devices mentioned in 
Section lil) could lie used in F.CM, the actual use so far has not been grral. 
This has been due in part to the HmitHtions discussed in the Section ill. 
The lewness of the entire field of ferrlte devices leaves many imiKirlant de- 
vices still In developmental stages. Another contributing factor is that systems 
engineers often are not cü«ni«ant of the newer developments or may be un- 
willing to use ihem until their utility Is proved. However, with improving 
technology and increasing awareness by systems engineers of the potential 
in this field, the future uses of ferrites in K('M should Increase slKnilkanlly, 

III. Uaanou» Khrlrunir» 

28.9 Funduim'iilul CliartieterislIeK 
Useful microwave characteristics can be obtained from interactions of 

' 
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microwave signals with free electrons. In the absence of collUlons these 
interactions are entirely reactive, with the electron motion lagging the micro» 
wave electric Aeld by 90'. In the pretence of a gas, in which collisions bc> 
t vecn. electron« and neutral gas atoms are assumed to act as a continuous 
viscous damping force, Newton's second law of motion may be written 

rfv 
•t rv = eEu exp }mt as - 1« (23-27) 

wheie m ss mass of the electron 
v = electron velocity 
r =5 damping parameter due to collisions 

—e = charge on electron 
bi — angular frequency of the microwave signal 
E = En exp jui B microwave electric field 

Assuming the damping parameter r is a constant independent of velocity, 
the electron drift velocity determined from Eq. 27 is 

v = cE/i> I jww) (^8-28) 

The current density is drift velocity multiplied by the electron number 
deasity n and the charge on a single electron. 

J = — »cv = ««"E/Cr + j«>m) 

The complex conductivity ir,, = <rr I j ,t{ is 

■•', = J/E - «««/(r I JHM) 

(28-29) 

(28-30) 

Note that the conductivity is directly proportional to the electron density. 
Equation 30 has the same form as the admittance of a resistive-inductive 
(RL) series circuit, It is well known that maximum power Is transferred to 
suth u circuit when R ■-. ml.. Similurly, maximum |>ower is transferred to 
the electrons when r = «m. If r = mvr, c, is the collision frequency of elec- 
trons and gas atoms, the maximum power is transferred when w ^= i, For 
helium, iv is approximately 2.3 X 10" where p Is the pressure in mllllmtter 
of mercury. 

Any useful device baaci on interactions of electrons and microwave fields 
must provide a method of producing the necessary electrons and must give 
consideration to electron IOMS mechanisms. A rigorous analysis would have to 
consider both the particle distribution and the energy distribution. 
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28.9.1 Electron Lom Mechanisms 
The major mechsnlimi for Ion of electron» ore diffusion, attachment and 

rticombination. 
Dlffuilon U the random scatter of particle» away from a region of concen- 

tration. The characteristic diffusion equation is obtained by combining an 
equation relating the current density to the particle density gradier.» with the 
equation of particle continuity. Diffusion losses predominate ever a wide 
range of practical conditions, They normally are characterised by a para- 
meter A, aJled the characteristic diffusion length, which is a measure of the 
sise of the container. When the density is high the electrons and Ions will 
diffuse with essentially the same velocity, a condition known as ambipolar 
dirfuslon, 

The phenomenon of electron attachment to a neutral atom Is a common 
occurren e for gases whose outer electronic shells are nearly filled, The 
measure uf the ease with which an electron can attach to a neutral atom or 
molecule Is given by the electron affinity energy. For those gases which 
exhibit attachment this varies from about 4 volts (for gases like F and U«) 
to nearly cero. U Is negative for thone which du not Inert to extra-atomic 
electrons. These atoms, which have 'S» ground states, Include the noble gases. 
Since noble gases would normally b». used in building a device, the effects of 
attachment can often be neglected. How-ver, electron attachment to Impurity 
atoms can be of great practical importance. Also of practical Importance la 
the use of attachinp, gas«» to speed up the removal of electrons in some ap- 
plicatlonii, such as TR tube» or othbr microwave switches. 

Another common loss mechanism Is the recombination of negative Ions and 
electrons with positive Ions to form neutral atoms, If the positive and nega- 
tive particle concentrations are equal, which is true In almost all gas dis- 
charges, this mechanism exhibits a linear relationship between the reciprocal 
of partlcal density and time. It can piedominate under high preuure and 
high electron density conditions. If true elecirnn Ion recombination is occur- 
ring, the recombination coefficient characterising the process should be es- 
sentially Independent of pressure, 

28.9.2 Mitvowav« Breakdown 
In a high frequency gas discharge breakdown, the primary Ionisation due 

to the electron motion Is the only production phenomenon which controls 
the breakdown, and fur this reason it is the simplest type to censider. The 
calculated value for the maximum kinetic energy in the oscillatory motion of 
•n electron at ih* minimum field Intensities for breakdown (•xpcrimentally 
determined) corresponds to about i0 ' volt. It !s therefore obvious that the 
energy uf oüdllatUm is insufikirnt tu account for breakdown. 
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At noted above, a free electron In a vacuum under the action o( an alter- 
nating electric field osculates with it.« velocity 90* out of phase with the held, 
and thus takes no power, on the average, from the applied field. The electron 
can «ain energy from the flsld only by suffering comaiuni with the gaa 
atoms, and it does so by having its ordered oscillatory motion changed to 
random motion on collision. The electron gains random energy on each col- 
lision until It is able to make an inelastic or ionizing collision with a gas 
atom. The fact that the nectron can continue to gain energy In the field, on 
the average, despite the fact that it may either move with or against the 
field can be seen In noting that the energy absorbed is proportional to the 
square of the electric field and hence is Independent of its sign. 

A gas subjected to high frequency electric fields will break down and be- 
come conducting when the number of electrons produced per second becomes 
equal to or greater than the number of electrons lost per second The produc- 
tion mechanism in a high frequency discharge is ionization within the body 
of the gas. The important loss mechanisms are diffusion, attachment and re- 
cumbinaiion as discussed above, with diffusion predominating under a wide 
variety of experimental conditions. However, diffusion theory will not apply 
where the electron mean free path, the average distance between collisions, 
Is comparable to the dimenfiüns of the container. Another limit on the dif- 
fusion mechanism occurs when the electron oscillation amplitude becomes so 
great that the electrons would hit the walls on each cycle, 

ütlicr methods of providing a source of electrons Include thermionic emis- 
sion and gas discharges produced by direct current. 

38.9,3 i'rapagalion Chararlerlslica In Ih« PreMtnre of «n AppileMl 
Magnetic Field 

Free electrons in a magnetic field constitute a dispersive medium. Elec- 
trons are constrained to move in spirals around the magnetic field lines at the 
cyclotron frequency .,.,. = eB 'mc, If a high frequency electric field perp-n- 
dlculu to the magnetic field oscillates at the cyclotron frequency, the elec- 
trons move in phase with the electric field and they gain energy from It con- 
tinuously. When the frequency of the impressed field Is different from the 
cyclotron freiuency the electron motion Is alternately In and out of phase 
with the field so the electrons alternately gain and lose energy; the electrons 
bave a large reactive interaction with the field but cain no energy from It. 
The dielectric cons'-mt of the medium de|>eml> on the elettron drnsily and 
on the relative frequency of the propagatlnK signal and the cyclotron orbital 
motion. As the dielertrlc constant varies, the wavdrngth In the medium 
varies and hence also the phasi' of the signal that has passed through the 
medium. 
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When the electrons are obtained by loniiing a gu they have colllsloni with 
electrons and other particles which tend to disorder their motion. Each colli- 
sion represents an exchange of energy which results In an attenuation of the 
microwave signal propagating through the medium. At modest electron den- 
sities most of the collisions take place between electrons and neutral mole- 
cules at a rate determined by the collision frequency y«, which in turn 
depends largely on the pressure and type of gas. Hence the collision frequency 
and indirectly the gas pressure and type of gas determine the attenuation of 
the propagating signal. 

The presence of the applied static magnetic field to a gas plasma creates an 
electrical anisotropy which manifests Itself in the current vector. Under small 
signal conditions and a plasma containing a small percentage Ionisation this 
may be represented by 

\„\'E (28-31) 

-Afhere 

(„| = (^ * 0) (28-32) 
\0 0 »,/ 

Neglecting loss, I.«., assuming r« = 0, 

,f =. j(nr,J/mc)m/(ml.
i - u.") (28-33) 

K = - KMVWW«,» - -") (28-34) 

I'iease note that these tensor elements nave the same mathematical form, 
with the same kind of dependence on frequency, as those of the susceptabll- 
Ity tensor tor a ferrlte given In Equations 4 and 5 of Section 11A. This Is 
seen more clearly if one relates u, to yH,, and compares a and K with « and 

The pnipitgntion equation Is 

V     X    V    X E--/8o8l«l* = 0 (28-35) 

where 

|<| = t„(/ — jit/m») and / — unit diagonal tertnor        (28-36) 

Note thai thin U the same mathematical form In F. and the dielectric tensor 

''/ 
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c u (or A tnd the permeability tensor p in Eq, 8 of Section I!A. Therefore 
the formal solution for the propagation constant also is the same. This dem- 
onstrates  a  complete  analogy  between  propagation  in  anisotropic  gas 
plasmas and propagation in a ferrite media. 

A slmplifled comparison of these media Is made In Figure 28 53. Both of 
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these media derive their useful microwave properties from interactions of the 
microwave signals with electrons in the media. In the case of the ferrite these 
Interactions are with precessing bound electrons, while in the case of the gas 
discharge the Interactions »re with planetary free electrons. In both cases, the 
natural frequency of electron motion is directly proportional to an effective 
magnetic field, and In simplified cases the constant of proportionality is 
exactly the same. The dispersive parameter for the ferrite Is the permeability 
and for the gas discharge the conductivity or dielectric constant. In the 
simplest cases, the tensor permeability and tensor conductivity have the same 
tensor form, From the application standpoint. It Is important to recall that 
In the case of the ferrite media the coupling is to the rf magnetic field and 
in the tä,-*e of the gas discharge the coupling Is to the rf «slectric field. Since 
the natural frequency of motbu Is circular, the interaction in both cases will 
be greatest if the frequency of the microwave signal coincides with the 
natural resonance frequency and if the microwave signal is circularly polar- 
ised In the same diivction as the electron motion. In both cases, large reso- 
nance absorption will occur when the frequencies coincide and large dis- 
persive effects will occur In the vicinity of resonance. 

28.10 Mlcrmvav« Appllrations 
The u*e of ionized gases In the control of guided microwave» Is practically 

a« old a» guided microwaves. The >mml obvious example Is the tube known 
as a transmit receive tube or TR tube which Is In use In rudur systems. In 
such a tube the Incoming high power rf signal causes the gas In the tube to 
break down across a gap and change the Impedance of the gap In such a way 
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u to protect tume csmponent on the other side of the tube fiom the high 
power signal which causes the breakdown, Gas discharges have been used as 
noise sources at microwave frequencies. These better known appllcationi of 
gas discharges will not be discussed here. 

The pioperties of gas plasmas under the influence of an exiernal applied 
Magnetic field are particularly Interesting far microwave applications. By 
utilliing the interaction of electrons in cyclotron orbits with microwave fields 
oscillating at or near cyclotron •esonance, wide ranges of reactive or resistive 
impedances can be obtained. The impedance changes depend on the type of 
gat used and on such parameters as electron density, electron collision fre- 
quency (relaied to gta pressure), and difference between the signal frequency 
and electron cyclotron frequency. Since the propagation constant has the same 
form as for the ferrite, the same application principles apply and in principle 
all the types of devices described in Section 28,6 should be achievable by 
gaseous electronics techniques. 

28.10.1 Faraday RoUtlon 
By applying a longitudinal magnetic field to a gas plasma confined in a 

circular waveguide, rotation of a linearly polarised microwave signal can be 
produced Just as In the i'ane of a ferrite. Figure 28-54 illustrates the nuignrto- 
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rotation of TEu linear polarised waves through a neon plasma as a (unction 
of magnetic Aeld for verlous gas pressures. It Is apparent that an Increase In 
the electron collision frequency (corresponding to en Increase In gas pressure) 
reduces the amount of rotation obiäinable with a given value of tnagnstlc 
Aeld, However, (or the smaller pressures sufflcient rotation Is obtained to be 
usable for microwave applications. That this has not been utilized to a 
greater extent the case is due largely to the practical problems of achieving 
stable operation and adequate life. 

28.10.2 High Power, Broadband Microwave GM Diachorge Swilrh 
An application currently under development speciftcslly to meet ECM re- 

qulren ents is directed toward achieving a high power microwave switch by 
u'Nliing magnetic Held control of the gas breakdown conditions. In Its 
i. ..pins' form, the switch tube consists of a section of S-band rectangular 
waveguide sealed off at both ends with vacuum windows and containing a 
rare gas or mixture of rare gates at a pressure of the order of a tenth of a 
millimeter of mercury. 

The tube Is 'ftred' by the Incident mtctowave power, in a time of the order 
of one hundredth of a microsecond, when the proper magnetic Held Is ap- 
plied to it. The resultant high electron density of the plasma acts like a short 
circuit it the inside surface of the input window. When the applied magnetic 
Aeld is xero or sufAcienfly small, the tube Is 'unAred' In the presence of the 
incident microwaves and arts like a low-loss section of waveguide. Thus, th« 
'on-off' action of the tube can be controlled by varying the magnitude of the 
applied magnetic Aeld. 

The tube's operation Is based on the phenomenon of electron cyclotron 
resonance. An electron in a static magnetic Aeld spirals around the Aux lines 
nt the electron cyclotron frequency. When a magnetic Aeld le applied in t. 
direction perpendicular to the electric Aeld in the switch tube, two principle 
effects occur. First, the energy transferred from the electric Aeld to an elec- 
tron exhibits a sharp resonance when the cyclotron frequency coincides with 
the angular frequency of the microwaves. The magnetic Aeld for which this 
occur« is called the cyclotron resonant Aeld or H, and has a value of around 
1200 gauss at S-band. Secondly, the electron's difTusivr motion transverse to 
the magnetic Aeld is retarded. These two effects determine the breakdown 
power vs. magnetic Aeld characteristics upon which the design of the switch 
tube depends. 

Pigure 2H-S5 show» u typical curve of breakdown iwwer in watts peak as a 
function of magnetic Aeld, The muxnelk Acid parameter in the graph !s 
normuliml to unity at the resonance condition, If tho inagnetic Aeld is not 
adjusted for rcsonmice, the motion of the electrons Is out of phase with the 
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TcpnM 

microwsve electric field during some 
poriiona of their orbits. Under reecnance 
conditions, elsctrons rotate around the 
magnetic flux lines «t the same fre- 
quency as the microwave electric field 
and can gain energy continuously from 
it, Hence, at cyclotron resonance there 
is a maximum transfer of energy from 
the microwave electric field to the dec- 
trons. At sufficiently low pressure, the 
energy transfer at cyclotron re onancc 
can be of the order of 10* or more 
times that at «em magnetic field, 

Th« switch tube is designed to that 
with zero applied msgnetlc field, the 
power required for the gas to break 
down Is larger than the source power. 

Pi«,««    ».»      Mlcrow»v.   b,.«kdown Under   lhMe   ^1»'""»  "n   '"«i.lent 
power vi mtsneik nrld In «wn. Tub.' puls« doti  not  prcducf a  dlacharge 
tongth: % Inch. I'uUc width, i mlcrowr- und the switch Is 'open' or 'unbred', 
ends, PRF;  soo per üCOBA Frequency; Whcn a magnetic field near cyclotron 

J.S4 kmc. H-fteld; U.n.ver«. rMOnjin„   iB  wHtdi   ,he   |)ÜW„   re. 

quired for breakdown is much kss than the source power and an incident 
pulse produces a strong discharge. The resultant high density discharge act« 
like a short circuit and the switch Is 'closed' or 'fired'. 

Figure 28-5öa iiiustrates how this principle may be used to nlternately switch 
two transmitters to a common antenna. With transmitter No. 1 In operation, 
it is desired to have transmitter No. 2 completely isolated from (he circuit. 
Hence, the switch in Arm 1 should be unfired by having a magnetic field 
applied which is removed from resonance and the switch its Arm 2 fired by 
biasing to resonance. When transmitter No, 2 is in operation, the reverse is 
required, A «witch of this typ? has bten built. Other poniMa conflguntion* 
are Illustrated In Fig, 28-566, c, and d. These ronfigurations permit the simul- 
taneous operation of both transmitter» with the power from the unwanted 
transmitter routed Into a dummy loud. For conftgurutions b und c, with the 
switches unt'ired, the unused triinsmltier Is Isolated trom the antenna by only 
the attenuation of the coupler. The conftguration shown in d permits switch- 
in« the unused tninsmltter Into a dummy bad und, In addition, isolated the 
unused tninsmltter from the antenna by the full attenuation of the «us 
»witch. 



28-54 ELECTRONIC COUNTERMEASURES 

1 u 

Ihwi tmiim m 

TWVU 2H-.16 I'.IMüIIP twitch conAgurMloPi (a) BaUnceU mtflc te« (or ring hybrid) 
•witch. (6) BiUnccd ihort-ilol hybrid »witch, (c) 120* E-plme "Y" twitch, (d) Cyclo- 
tron-raiOMnt BSI iwllch confl|tur*tlon. SWi ind SW2 ire iwllch tub« ptlri. A, B, C, and 
n ätt i dl) top-will ihort-ilol hybrid» Ll and L2 «r» hlRh-powcr ttrmlMtlont. Li It • 

luv • iivor urmliuulun. 

Switch SUte I 
irAft-*ANT  ) 
\rXJ->/.2      j ' 

iTXl-*L\      \ 
Switch SlMt II ^rXj_ANT j*-* 

/8WI Unflrtdä 
)8WJ riud    f 

»SWI Flrsd    1 
\sVfi Unftrtdf 

28.10.9 Microwave Phue «hifl 
Preliminary Inventlgatlons have been made to determln« th« microwave 

phaae «hift that can be produced by mean» of an lonlied gaaeou» planma. 
One approach li to use the diaijenive propertlw of a go* near cyclotron reso- 
narite, In principle, an electronically controllable phase shifter can be made 
by producing free electrons In some structure suitable for propagating a 
microwave signal whose electric field Is pcrpendlctlar to *n applied magnetic 
iiflil. The dlelectilc constant of the medium depends on the electron density 
and on the relative frequencies of the propagating signal and the cyclotron 
orbital mution. As the dielectric constant varies, the wavelength in the 
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medium varies and hence alw tine phase of the signal passing through the 
medium. 

Coaxial geometry was chosen for this study because of the wide range of 
frequencies It will transmit, and because, with two separate conductors that 
can be used as electrodes, It also offers more possibilities for creating the 
electrical discharge. The basic configuration i» shown in Figure 28-57, The gas 

KUIUM 2R-S7   Ost   dlKhergc   phnw-ahifl 
cunflgurattun. 

FIOUIK ]8'S8    MUrowHvf  phtM 
•h.'ii utilitlRE fidctron cyclulmn 

rriKintnciv 

plasma is confined between the inner and outer conductors uf a section of line 
and the magnetic field as applied longitudinally. 

Figure 28-58 »hows some preliminary experimental meanuremsnU uf the 
microwave dispersion In S-band for a microwave discharge in air. The results 
demonstrate that large phase shifts can be obtained when the microwave 
actual frequency is slightly above or below the frequency for electron-cyclo- 
tron resonance, It is seen that the insertion loss b high In the Immediate 
vicinity of resonance as would be expected, but the phase shift remains large 
for frequency regions where the insertion loss Is low. The theoretical predic- 
tions normalised to the experimental data at the frequency 28 kmc, are 
superimposed for comparison. The dispersion curves observed are In good 
agreement with the theoretical predictions, except in the immediate vicinity 
of resonance where It Is difficult to make accurate comparison. 

Figure 2H-59 illustrntcs how phase shift and attrnuution vary with applied 
magnetic field, it shows a change from 200 to 300 degrees phase shift for a 
change from about 50 gauss. This indicates that a narrow band device could 
be bullt tu use magnetic Held tuning over a range of 100 degrees cf phase 
hhift with H nearly linear tuning rate of about 2 degrees p«r gauss. Figure 
2H-60 i.s taken for a discharge in hriium ut fixed i \agnetic field for various 
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condltionii ot electron demity, i.e., higher diKhsrRc power corresponditiR to 
higher density. The data illuitratei that control of the density !i another 
effective way to vary the microwave phaie shift. Note that approximately 
2S(r change In phase shift was obtained in certain regions of the curves, 

28.11 Applicationa to Operational Problem* 
In addition to providing a basis for microwave control devices, a knowl- 

edge of the properties end propagation characteristics of gas discharges can 
help to solve certain operational problems. One such problem, illustrated in 
Fig. 2ö-61 , has to do with the effect of B micrwnve elfr^rlcal breakdown near 
antennas on high flying vehicles. Antennas on «uch vehicles may Initiate elec- 
trical discharges because the electric field required to break down the air 
at low pressures is In general much leu than that required at atmospheric 
pressure. Conülderablr «formation pertinent to this problem can be obtained 
from a knowledge of i.    propagation and breakdown & nditions In air. 

28.1 M Microwave Breakdown at High Alliluiiea 
In order to provide Information pertinent to this problem, calculations 

have been made of threshold electric fields for cw breakdown and maximum 
electric field tot pulse transmission at various frequencies from 100 mc/scc 
to 3S kmc/sei. at altitudes up to 500,000 feet. In order to perform such cal- 
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conditions of electron density, i.e., higher dischirge power correspondlnR to 
higher density. The data illuitntes that control of the density is another 
effective way to vary ile microwave phase shift. Net« that approximately 
250* change In phase «h. t was obtained In certain regions of the curves. 

28.11 ApplicaUona to Operational Problems 
In ad-Jition to providing a basis for microwave control devices, a knowl- 

edge of the properties and propagation characteristics of ga.: discharges can 
help to solve certain operational problems. One such problem, Illustrated In 
Fig. 28-61, has to do with the effect of a microwave electrical breakdown near 
antennas on high flying vehicles. Antennas on such vehicles may Initiate elec- 
trical discharges because the electric fteld required to break down th<* air 
at low pressures Is In general much less than that required at atmospiclc 
pressure, Considerable information pertinent to this problem can br obtained 
fro» a knowledge of the propagation and breakdown conditions in air. 

2B.11.1  Mlrrowave Breakdown at Hl|h Aliltudm 
In order tu provide Information pertinent to this problem, calculations 

have been made of threshold electric fields fur rw breakdown and maximum 
electric field for pulse transmission at various frequencies from 100 mc/sec 
to SS kmc/sec at altitudes up to 500,000 ftet. In order to perform such cal- 
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culatloiu, it It, of courie, netesMry to consider the composition of the at- 
mosphere and the role of the various fundamental processes contributing to 
break-dovn, 

For preliminary calculMlcns, the assumption can be made that the com- 
position of air does not change, Insofar as it affects electrical breakdown at 
high frequencies, over the entire altitude range under consideration. Although 
Involving some error, this Is a reasonable ftrst approximation and probably 
leads to results on the conservative side, 

With regard to mechanisms, a gas subjected to Ugh frequency electric 
fields will break down and become conducting when the number of electrons 
produced per second becomes fqus! to or greater than the number lost per 
second. The production mechanism In a high frequency discharge is lortliatlon 
within the bod;.' of the gas. The important loss mechanisms in nir are diffusion 
and attachment, with attachment predominating In an unci nAned i*glun. 
Recombination could be significant at high electron concentrs Ions, but It Is 
probably at least an order of magnitude less Important than attachment in 
determining breakdown at high altitudes, Accordingly, only at .achment need 
be considered in preliminary calculations. To the extent that the other pro- 
cesses actually contribute to the loss of electrons, the resjltant conclusions 
will be on the conservative side. 

Although calculations for cw conditions are interesting, the case of greater 
pertinence to the practical problem Is pulsed transmission In which some In- 
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attat in electron concentration is ailowable. It is well known ihut slgnali 
may be tmnamiued through appreciable concentratlohi uf electron*, at it- 
Uutrated by the gai discharge phare shift studies described previously, and 
so build up of electrons in front of tue antenna may be tolerated provided 
the electron density Is not tou great, «e electron concentration above which 
there is effectively no transmission is the so-called "plasma resonant density" 
which is equal approximately to 10" divided by the square of the wavelength 
in centimeters. For a concentration equ»! to half plasma resonant density 
there will be almost complete transmission. Accordingly, the plasma resonant 
density may be considered to be a fairly sharp upper limit. 

Fur a pulse in which the electric field is larger than that required for 
breakdown, the electron concentration will start to increase at an exponen- 
tial rnte determined by the difference in the Ionisation rate and the electron 
loss rate. If the concentration at the end of the pulse Just reaches the plasma 
resonant density, practically th« entire pulse will have been transmitted. Ac- 
cordingly, calculations can be made to predict when this should occur. An 
example of the kind of data obtained is shown in Figure 28-62 for the frequen- 

ALTITUOC-THOUSANDS Of rtfT »UTITUOf-VKOgtANOt Of Flit 

Fim'ix ■'* ti.'   Pnli mimmiiv ctcrlrlc Mit fur pulw imntmMiin m itllUmle (fur dlf- 
(crent pulw Irniithi it frcqurnclct of to »nil ii kliumegacycln 

des uf 10 kmc/ücc and 35 kmc/sec, and (ur pulse length» ranging from .05 
to 5 microseconds. Under the cunültlons awmnml, It Is believed that at least 
90% of the pulse will be transmitted at the mlcrowav«! electric fWldst shown 
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or. the curvet, Alto shown Is the power radiated from it linear array In kilo- 
watt« per square centimeter for conditions corresponding to the minimum of 
each curve. 

The calculations indicate quite clearly thtt the higher frequencies allow 
the transmission of considerably greater amounts of power than do the lower 
frequencies and, as expected, that the threshold Held allowable for break- 
down is lower for long pulse lengths than for short pulse lengths. 

TAHI.K ia-I. TUNINÜ CHARACTKRISTICS OF RESONANT LINK STRUCTURK 
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This Chapter It CONFIDENTIAL 

29 
Antennae 

J. V. N. GRANGER 

29.1 Introduction 
Almost all ECM system» require anteniuu, and It Ir. frequently the antenna 

requirements which poie the moit difficult problem» in the design and appli- 
cation of ECM systemi. This chapter deali with the nature of the antenna 
problems encountered in ECM systems and with some of the solutions which 
have been found for these problems. 

As a beginning, we will define certain antenna parameters and briefly 
describe their Interrelation. In the sections which follow, we will discuss the 
fundamental physical limitations of antenna behavior; describe the kinds of 
antenna performance which would be optimum for different kinds of ECM 
systems in various tactical situations; survey some of the different antenna 
designs which have proved useful In ECM applications; and conclude with a 
brief description of the kinds of problems which arise In Installing antennas. 

An antenna is a kind of transducer, which terve« to transform electro- 
magnetic energy between those modes which will radiate In space and those 
modes which occur on transmission lines or in lumped circuits. As such, 
antennas have both circuit and field properties, i.e., impedance- and radiation- 
pattern properties. The description and analysis of these properties are con- 
siderably simplified by the fact that they are the same whether the antenna 
Is used for receiving or transmitting.* 

•Thl» iUtemcnt U not true In Ihoir tpocitl CSMS where (he tBUPm «iru-.lurc Include] 
mmerl»!» whom properliei tre nonreclprocsl or anUtroplc, but iuch titunUont tr« 
rarely encountered in practice. 

29-1 
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Al with any two-termlntl device, the input imptdance of a.n •ntenn« is 
deftned a» the (complex) ratio of terminal völlige to terminal current when 
the antenna is connected tc a timt-wavii gfnerator at a particular frequency. 
Since most ECM antennas are not connected directly to the associated trans- 
mitter or receiver circuits, but rather through a length of transmission line, 
their impedance properties are frequently expressed in terms of a related 
parameter, the VSWR or voltage tianding-wave ratio. The 7SWR is defined 
as the ratio of the maximum and minimum voltages appearing across the line 
(ct points V4 ftp<"0 of given characteristic Impedance when the antenna 
terminates the line....'. .he lim is energised by a sine-wave generator of speci- 
fied frequency. 

Turning no** to .he 'tld pre, itien of an antenna, we ftrst define the 
radiation pattern. The radiation pai n oi ar antenna is a two-dimensiunal 
plot of the variation cf the antenna tm.t u (voltage developed across a 
Axed load Impedance) as the antenna is rotated about a specifted axis (fixed 
both with respect to the antenna and with respect to the incident field) in an 
incident electromagnetic field of a specified polarisation. Since the response 
of most antennas exhibits a three-dimensional variation, more than one radia- 
tion pat'ern Is usually required to completely describe its radiation properties. 
An Isotropie antenna it an idealised, lossless (and fictitioiu) antenna whose 
radiation pattern is a circle fcr any orientation of the axis of the p*t*ern. 
It is useful for reference purposes. 

The pain of an antenna is a very useful property In system-performance 
calculations. It is necessary to distinguish between several meanings of the 
term. The power gain of an antenna Is defined as the ratio of the power 
delivered by the antenna (to a matched load) to the power which would be 
delivered (to a matched load) by an Isotropie antenna located at the same 
point In the incident field, The directive gain of an antenna U defined In the 
same fashion as the power gain, except that the antenna is assumed to be 
free of losses. The directive gain can be obtained from the radiation patterns 
cf the antenna, but the power gain requires a knowledge of the antenna 
rfikiency, and Is usually obtained by comparative measurements with a 
»landtird antenna, In antennas whose radistlon patterns are characterised 
by a single beam (or at least by a beam which is large compared with any 
side lobes), the directive gain can be calculated approximately from the half- 
power beamwidthn in two orthogonal planes through the beam maximum. 
Let ll'i be the beamwidth in one plane and Wa the beamwidth in the other. 
The beam can then be described as occupying Hi X H'I square degrees. The 
totnl number of square degrees in a sphere is approximately 41,000. The 
directive gain with respect to an Isotropie source is therefore 
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_        41,000 (39-i) 

For antennu hcving more complex radletion putterna the directive gain can 
be obtained by graphical (or numerical) integration of the 'mUation pattern! 
(Reference I), ll is UMfui to refer tc iL aperture, aumetlmei called the 
collecting aperture on- receiving cross section, of an antenna. This concept 
•r'. si from the frequent practice of deicribing the field incident on an an- 
tenna in term* of iti power density, in watts per square rtwier, Hie aperture 
is defined in terme of the power gain by the rektlon 

4ir 
(29-») 

where, of course, both A and G are regarded as functions of the variables 
which describe the orientation of the antenna in the incident tield. Both A 
and G in Eq. (29-2) are deftned in terms of power delivered to a matched 
load. It is convenient to define effective gain aad effective aperture (or effec- 
tive receiving cross section) tut the values observed when the load is mis- 
matched by some (known) «mount. 

It should be noted that the aperture of an antenna is net in general equal 
to Its physical cross section. Particularly when describing reflector or horn- 
type antennas whose cross-sectional dimensions arc large compared to the 
wavelength, it Is customary to spesk of the apetture tfickney, ceftned as the 
ratio of the aperture to the cross section, The aperture efficiency usually 
falls between SO and 60 percent In practice. 

The utility of the antenna parameters Just defined can be illustrated by an 
example, Suppose we wish to calculate the power received on a given antenna 
from a transmitting antenna at a uistance, both assumed to be in free space. 
The appropriate equation <s 

(29-3) 

for matched loads. Here /'» and I'T are the received and transmitted powers, 
respectively; G» and Gr are the correspondinu antenna gain»., taking Into 
account the relative orientation of the antennas; and A and K are In the same 
units. 

In terms of aperture, Eq. (29-3) becomes 

n Ar AH (29-4) 
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Ths :nod!ficat!oB of these (ormulai which is required when ihr propogatlon 
involved is not "free space" is ditcunaed in Chapter 3!. 

29.2 Aatenna Bmdwldehi Defluilloae and Llmltatlone 
BecauM oi the ever-present preuure in ECM systems to increase coverage 

to higher and to lower frequsnc!«», and to accommodste the wideat ponalble 
band of frequencies in each system component, one of the most pertinent 
basic considerations in ECM antenna design is the question of the Inherent 
bandwidth capabilities of antennas of limited sise. Every engineer who has 
ever undertaken the design of an ECM antenna Is aware of the practical 
difficulties involved in achieving antennas combining patterns and Impedance 
which are useful over wide frequancy bands with acceptable anienna slue. 
Those who have undergone this experience are uniformly convinced that 
nature sets fundamental limits en the bandwidth which can be achieved with 
an antenna structure of • given tire, and indeed this Is true. 

In discussing the bandwidth of an antenna, we must first define what la 
meant. We do not mean the "tuning range" of the antenna. However useful 
antennas that require readjustment of their physical parameters when the 
input frequency Is changed may be In practice, such schemes are excluded 
from consideration here. In the discussion which follows we conAne our at' 
tention to antenna structures whose physical parameters (Including the 
physical values of the elements of the matching network) are fixed. We deAne 
the bandwidtk of an antenna, th«n, as the frequency range over which all »f 
the operationally significant performance parameters remain within acreptai'c 
limits, We will generally deal with the fractional bandwidth, ß, "W-twd by 

0 = (/«-/i) 
"''   '" 'MET.;- - -.-31 (29-5) 

wbtre /, and /i are the upper and lower limits, respectively, of the frequency 
range through out which the performance is acceptable. 

The requirement, that all of the important performance parameters be 
acceptable is so obviously reasonable that it hardly seems necessary to 
labor the point. In fact, however, It is not uncommon for antenna Inventur«, 
«nd even antenna user«, to restrict their attention to only one parameter, 
usually the Input impedance, when describing the bandwidth of a particular 
antenna. The consequence of this regrettable single-mlmledness can be, and 
too often i«. «n ECM system which fails to fulfill its intended purpose. 

Defining an ac:eptable range of Input impedance Is relativel easy. It is 
usually done in terms of the VSWR on a irutvmission line of established 
characteristli. impedance. Traditionally, VPWR'i of 2:1 or less (correspond- 

0 
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ing to B maximum power reflection of i 1 percent) are regarded ai acceptable 
(or trannmltterii employing negative grid tube«. Magnetron transmitter!, 
which are lubject to frequency pulling when connecied to mlxmatched long 
line», uiually require lower VSWR V In receiving appllcatloni, VSWR'n up to 
5! 1 are fienerally acceptable. 

Deflnlng acceptable variations of the radiation paiUrns of ECM anteiinsf 
Is a much more tophiiticated matter. Radiation prttertu which are optimum 
for various operational situations are discussed In the Sections 29.3 and W.4. 
An optimum pastern represents a prncriptlon of the gain over the angular 
range of Interest. From this standpoint, then, a definition of acceptable pat- 
tern performance would take the form of allowable deviations from the opti- 
mum gain. In addition to the complexity Inherent in the multl-dlmensloncd 
nature of such a criterion, a further complication arises because the varia- 
tion of ECM system effectiveness with antenna gain It not linear, to that a 
decibel In one sector of the radiation pattern "coats" more (or lest) than a 
decibel in some other sector. In practice, it It customary to tet limit« on the 
radiation pattern In termt of acceptable ranges of power gain within a speci- 
fied angular sector, disregarding the pattern outside thit sector. 

In addition to Input Impedance and radiation pattern, important para- 
meters In any antenna application, other performance parameters may re- 
quire speciflcatlont in some applications. The polarization performance can 
be specifted In several ways, the most common being to define an acceptable 
range for the ellipticity ratio or to define the desired polaricatlon and place a 
limitation on the fraction of thr radiated power which appears in the un- 
deslred polarization. Where the radiation phase is important, as in some 
'Urection-finding systems, acceptable tolerances on this parameter must be 
cstablithed also. 

The bandwidth of any physical antenna, defined as above, is subject to 
certain intrinsic limitations. No radiatlnr: structure, whatever its site or 
configuration, can provide useful impedance, and pola<-izntion performance 
over an indefinitely large bandwidth. Indeed, as we shall see below, the band- 
width becomes vanishingly small If we specify performance exceeding Home 
"natural" value associated with the »ixe of the radiating structure, Suptr- 
performance in gain, uniformity of input Impedance, and purity of polaritu- 
tion are mathematical curiosities of absolutely no practical value to the 
antenna dettigiier. 

Any anttnnn, whatever its configuration, is in effect a mode transducer 
whose purpoM is to transform clecttumagnetic energy from the TI'.M mode 
of the feed line or driving circuit to the radiating Thnm and 7 .W,,,, sph^-kal 
waves, or vice versa, Ansocialed with this transformation a« a large nuniber 
of other modes all of which serve to store energy, but none of which produce 
radiation at a distance or contribute useiully to the astociatcd clriults, 
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Fsovu 29-1   CoordliutU «ycltm. 

In term« of the coordinate ■yntem 
defined in Figure 29-1, the mdiition 
ptttern of every verticciiy pokrised 
sntenn« can b» regarded u a linear 
auferpoaitlon of TM*m moden and 
thitt of every horiaontblly polariacd 
antenna ai t auperpoaition of TEKK 

modei, Both TK and TU modes are 
present when the radiated held ii el 
Mptically polariied. The angular de 
pendence of the elementary ipherice! 
wavm of both type« ii described by the 

»wvak 29-i «-ürpendenc« ol .l.mfnt»ry Mtkl of the ^oc^ted Legendre poly- 
ridlAilnR mode«, nomial», which behcves »omewhat like 

a Fourier seriei in the angulai interval from 0 to *. The patterns of omni- 
directional antennas, for which the radiated field haa no ^ dependence, are 
described by TMn, and/or TE»» modes. The s dependence of the ftrst few 
of the«« modes Is shown in Figure 29-2. It is clear that, the higher the g«in 
of the antenna, the higher ;he order of the TK or TM wave'   nvolved. 

From the Impedance standpoint, an ontenna can be tt\, ented by an 
equivalent drcuit like that shown in Figure 29-3 In this equivalent circuit 
the coupling networks. A'I, A'*, . . , /V„ represent the rule of the antenna and 
feed structure in energising the required radiating modes represented by the 
impedances £|, £g,..,, Z«. When the radiation pattern it specified, by Axing 
all cf tlie nonzero /M's, the antenna design problem is to obtain, by the proper 
choice of antenna configuratiun and feeding arrangement, the proper form 

' 
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FlO'.'M  J«-.( Equlvtltm circuit rtprtMnl- 
Ini «ntinnc. 

of Nm'i. In 10 doing, the designer finds that he hu cuiutnined the input 
Impedance. Converaely, he finds that, if the input impedancf is InltiaHy speci- 
fied, th; radiation pattern will be constrained, It is not possible to design an 
antenna to meet, simultaneously. Independently specified pattern and Im- 
pedance behavior, even when each is known to be physically realised when 
associated with other tmpc-dar.ee or pattern function«. 

The constraints Imposed on the in- 
.        f      [ »     | J       I put impedance of en antenna with a 

^ *' j '' '"    specified radktion pattern have been 
analyzed by Chu (Reference 2) He 
describe* the constraints on the input 
impedance In terms of lower bounds 
for the () of the antenna, To obtain 
the Q of an antenna with a specified 
pattern behLvtor, he describes the /.,„'% 
In the equivalent circuit of Figure 
29-3 by appropriate equivalent cir- 
cuits, as shown In Figure 29-4. Ke 
assumes that the network«, \mi arc 
of the minimum reactance typ*. that 
is, that they store only the enerfty 
required to .ntke the transformed 
Impedance a pure resistance at the 
operating wavelength. Since no dis- 
tributed network, such as an an- 
tenna, can truly be of the minimum 
rr.-'Ctance type, Chu'a calculated ()'* 
are lower than can be obtained with 
physically realisable entennas. His re- 
sults are nonethelewi of »trcai sixnifi- 

rmim» 29-4 Equiv»l»ni circuits tor f.'s. cance In antenna design The modal 
a = radlui of »phcrt mcloilns sntmn»; equivalent circuits of Kigurr 29-4 are 

r - velocity ol llshi „n  hiKh-pass  filters,  'this  is  a  very 
important observation. Let us re-emphailie it. Every redhHnf device is a 
high-pan structure. In other words, every physical antenna Is characterised 
by a lowet frequency limit below which it» radiating profiertles are useless. 
When the circumference of the sphere enclosing the Anlrnmt is lesi than n 
wavelengths, the equivalent circuit for the 7'/;. or TM% mode behave1« essen- 
tially as a pure reactance, i.e., the frequency Is below cutoff. For smaller 
antennas at this frequency, or for lower frequencies, the 0 rises «stronom- 
Ically. We note that, for the higher-order modes, correspunriing to highet 

--50 
rH, «m 

i   - - •      1.     «. '      IV     Ik    fl.     tt 

:-^m --Hi® 
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antenna Rainii, the cutoff frequency is directly proportional to the order of 
the mode, In nthe>- wordi, the Rteater the Rain required at a given frequency, 
the larger the antenna structure required, It is ol ious tht-t the input Q of 
the antenna is higher when the hiRher-order modes are uited, This accounts 
for the Important but lometimes insuflkiently recognized fact that high-Rain 
antennas Inherently have narrower bandwidth? than low-gain antennas. 

It is obvious that the highei the {> of an antenna, the more difficult it la 
to match over a wide band. In fact, if ths degree of match required is too 
itringertly defined, a hiRh-Q antenna becomes a spot-frequency device no 
matter how sophlsticaied the impedance-matching network. The general 
problem has been studied by Fano (Reference 3). Similar results in a par- 
ticularly useful form have been Riven by Tanner (Reference 4), These are 
summarised in FlRure 29-S, This curve shows the optimum matching of an 

untenna whose input impedance can 
be represented over the fiequency 
range of interest by a simple resonant 
circuit, corresponding to Chu's lowest- 

jyt/T |        order  modal  equivalent  circuit,  ob- 
ItmmmH^r/^ri talnuble with a matching network of 

' ^ Cjjl  -"    * elements. The absciss« is labeled 
^^p^/j   .*■•»• |n   iermg  0(  the  product   ß{),   the 

fractional bandwidth times the an- 
tenna Q, The (> of the antenna Is 
obtained from the definition l/() 
A/Z/n where /, Is ths resonant fre- 
quency and A/ the holf-pov/er band- 
width. For ii simple set ies-resonant 

the hull-power frequemles are 
those fur which the resittanc» Is equal 
In the reailame. The Inlerpreutlon 

In the case of meusurrd antenna imiu-damrs can be visualized in terms 
of Kiguic 29-6. Here the measured Impedance ol a particular antenna is 
shown as the dashed curve on a Smith chart. Rotated through a section of 
i ninsmission line, the impedame takes the form of the solid curve with circle 
polnti, This Impedance can be quite accurately represented by the equivalent 
circuit of Figure 29-7. When the shunting susceptunce of the paralkl reso 
nant circuit has been subtracted, the impedance follows the curve defined by 
the square points. Inspection of this curve shows that the half-power fre- 
quencies are approximately 216 und 230 Mr. and the resonant frequency U 
approximately 222 Mc. Thus 

i 
I A 
/ i 

titmr •-fcrfp /" 

JJyr • •taw 

^ w\ 
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Q = 
222 

m-iit = 15 

29-9 

(29-6) 

Fz.no hau shown that the öpümum r.,Ätchir.g cf an impedance of this type 
it obtained with a network of the form ahown in Figure 29-8, con»litir.| of 
eiternat« «h.mi itaraüel-reäsnant and ssd« icriis-rssonant circuits. When the 
equivalent circuit of the impedance to be matched already include* a ihunt- 

Flouus 29-6   MMiurid mltnn« lmped«iurt. 

"5 Hh 3 -/iir—*—ih-/wr—r— 

KIUUIK: 29-7   Equivalent   circuit,   •ntrnn.t     Piouw l'> *   Mkkhlni network conftgur 
ImiixUnce oi Figure 2fl-3, atlon. 
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Ing circuit, thin luscepUnce can be considered u being lumped with the Ant 
element of the matching network. An cptiirium match cjin be obtained if the 
buiit-in lutceptanco iii inulier than that required for matching. If this is not 
the MM, the bandwidth obtainable for a prescribed VSWR tolerance will be 
imaKer than that given by Figure 29-5. Thit lituatton will be recogniaed by 
antenna deiignen as the case where the impedance curve i» already "tied too 
tightly" around the center of the Smith chart. The reader with experience in 
impedance matching will recognize also another reiuU of Fano'i work, that 
is, that the widest bandwidth at a given VSWR tolerance will be obtained 
with s matching network which does not yield a perfect match at any point 
in the band. 

The limlutiona on impedance bandwidth given in Figure 29-5 »re funda- 
mental, Othtr matching procedures can be used, of course, but the results ob- 
tained will, at best, equal those given in the itgure. 

After the above discussion we can list some of the features which are com- 
mon to all antennas capable of wide bandwidth. Their pattern« are simple 
and the gain is relatively low. Their structure is simple and "clean," with a 
minimum of sharp corners and other regions for excess stored er.«rgy, At leut 
one dimension is of the order of A/2 at the lowest frequency in the band. 
Truly broadband antennas do not require external matching elements, and 
are not perfectly matched at any point in 'he band. 

Section V describes briefly a variety of antennas which have such charac- 
teristics. 

29,3 Optimum Antenna Falieme—~Jamm!n|* 
In Chapter 13 the problem of determining the amount of jamming power 

required to disable a radar Is explored. In thl:: section we will explore the im- 
plications of those results in establishing the radiation pattern requirements 
on u jamming antenna system. We will deal here with the ratio J/S, where 
J is the jammlng power density and S the signal-power density, meusured at 
the radar antenna. Expressed In decibel», the general equation for J/S. is 

(,  db sz 20 log,« /f -f- «, db + /», db -- 10 log,« „   -   '  ('^'^db (29-7) 

where H in the slam range between the jammer and the radar (meters) 
Ci/ is the antenna gain of the jammer 
/'; Is the power density of the jammer (watts/megocycle) 

♦The nmli-rltil pri'ncnlctl In th!» MCllon !• Inricrlv »ilnplid (rot" thi- «•««elli'nl »tuiiy «( 
Rffcrcncr 5. 
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a I» the rudsr cross section of the protected vehicle (iqutre meters) 
Pr, Gr, and B, are the power output, antennt gain, and effective band- 

width of the radar, reipectively 
This equation asiumet that the jammer it carried on the vehicle io be 

protected and that the output »pectrum of the Jammer ia in the form of white 
noise. The ratio PjGr/B, expresses the role of the radar lystem parameters 
in aelerminip" J/S. For typical modern tracking radar*, the ratio has values 
lying between 100 and 120 dbw/Mc. For surveillance radars, the ratio is 
dependent on the elevation angle, typically felling about 6 db from the 
horison to 20 degrees above the horizon, with horiior, values for typical 
modern radars of 90 to 113 dbw/Mc. 

In order to explore the effect of the Jammer antenna pattern on J/S, we 
must first obtain a value of v, the cross section of the vehicle to be protected. 
As Is wel! known, static measurements of radar cross section show extreme 
fluctuations in magnitude which «iipear in a moving target as scintillation. 
The median value of the crocs section in 10-degree sectors is convenient for 
our purposes here. For a B-47 aircraft, for example, a good approximation 
for the median value ui a Is independent of the elevation angle, end has 
quadrant symmetry In atimuth. It Is described in the equation 

a = 10 m8 (OS^iJ 60*) 

= lOV*«1'  (öOS^SW) 

The radar cross section of ship targets is complicated by the fact that such 
targets often intercept more thrni one lobe of the radar beam, and may have 
dimensions (in range) exceeding one pulse length. Average values have been 
obtained by comparison measuiements at the Naval Research laboratory. 
Atcoidin« to these data (Reference 6), the following are typical at X-band: 

Vtml db nbuvt 1 
Battleship 66 
Aircraft carrier 61 
Heavy- cruiser 56 
Destroyer 48 
Destroyer escort 46 

Inserting the appropriate values for o, for /V and lor the ratin P,Gr/B„ 
we can calculate the spatial distribution of J/S from G/. Conversely, if we 
can determlDe, by the methods outlined in Chapter U, the required values 
of J/S at all possible radar locations, we can determine the optimum spatial 
variation ui G,, i.e., the optimum Jammer antenna pattern. We will illustrate 
the first procedure with an . xiimpie. Consider an airborne jammer at an alti- 



FiouRK 29-9   Calculated tontoun ol con- 
ttant JIS. CotHoun marked wllh JIS In 

decibeli. 
B-47   i,ou Mctlon 
approximation  A. 

Jamming   power 100 w/Mc 
aRalnit a Nlke-Zeui-typc 

tracklRK radar. 
Aircraft altitude 7.«.000 (eel. 

Linear polarltatlon. 

Fiouaa 29-10 Contours lor iammm« an- 
tenna lyttem ol ft.ur Mctoral horn», radar 
known to be In quadrant thown. Contour) 
marked with JIS In decibrU. Aircraft alti- 
tude 7.1,000 (ert. B-47 rou-iccllon ap- 
proximation A. Jammlni power 100 w/Mc 
igalmt Nlke-Zeut-type tracking radar 
Jamming antenna 'oeamwldth = 65". 
Gain = 10 db. Directed at #< ~ W*! 

I4 ■» 120". Linear polarltatlon. 

IM n« IK 

Fnuigg 2<M1 Cnntnur» (or jamming an- 
Unnn tynlrm of Unit x-cloral horn«, nil 
miirniu« connected In iiarallrl. ('iintnurn 
marki'tl wltli JIS In drclbrU. Aircraft altl- 
Uulr   75,000   (Ml.   il 47   irii»» wcllnn   ap- 
proxlmately A. Jamming power 100 w/Mc 
uguin«! a NUu-Xeut-typi trarlilng radar. 
Jamming   antenna   Ihumwldih AS". 
Gain   -    10 db.  Directed at  **        45", 
US', 225°, and in'. «t        120'. Linear 

polarltatlon, 

<•    10)     II«    IN     IM     IM    IM 

Him MI 29-12 (ipilnuim jammer antenna 
pattern«. Antenne gain In derlbelt above 
lnoi^plc gain. Aircraft altltule 75,000 
feel. Jamming In be limited In radiua ul 
123 mllei. Pattern »ynmelry In all four 
quadrant!   a»«umed.   Linear   polarltatlon. 
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end »Ititudt 75,000 (MI. Jtrnmlni to tw 
timlted to »dlui of Hi mll*i. Ptttirn 
»ymmetrlc«! In ill (our quidmnu, Untat 

polirliiitlon. 

PIOUM 2«-14 Optimum J*mPMr anunna 
(Mtumi. kill p'<ib»bl!lly hwertely proper- 
Uunil tu r»n«c Antcnnii a»ln In d«clbrli 
above Uotmplc Ml». Alrcisft »Itlludf 
7S,000 (Mt. Jtrnmlni to b« llmltid to 
ndiui o( Hi mlln Pittern lymmttry In 
ill (our quidrintt »«ruwH T.lnrir poltr- 

Ultlun. 

tudc of 75,000 feet with a power output of 100 w/Mc flown Bgalnit t truck- 
ing ndtr with • value for the ratio PrOr/Br of 118 dbw/Mc. Figure 29-9 
sbowa the calculated co ttourt of conitant J/S on the surface of a plane earth 
in the quadrant forward and to the left of the aircraft, for n ilneariv polar- 
lied liotroplc Jamming antenna. Figures 29-10 and 29-11 show timllar aeti 
of contours for the case where the Jamming antenna system consists cf four 
sectoral horn«, each with c beamwidth of 65 degrees and a gain of 10 db, 
directed 30 degrees below the horiion and at aslmuth angles of 45, 335, 225, 
and 315 degrees. In Figure 29-10 it is assumed that the general location of 
Uu adar Is known to be in the quadrant shown, and all of the power has 
been switched to the appropriate antenna. In Figure 29-11 all of the antennas 
are connected in parallel, but the outputs are not correlated. In order to 
eliminate the interference loblng between adjacent antennas. (This can hi 
achieved by wide spacing of the antennas or by inserting In the feed of one 
of two adjacent antennas a time delay which la long compared with l/H,.) 
Contour plots of this type can be utilised to obtain quantitative comparisons 
of the Jamming effectiveness of different antennas. If the charadnUtics of 
the radar are knovrn. We can assume a value for J/S at which Jamming is 
effective, and compute the fractior of the ground area surrounding the air- 
craft and within the radar horizon over which the threshold value of J/S is 
equaled or exceeded, For several reasons, some of which are discussed In 

29-13 
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Chapter 13, such a comparison Is of limited intereit. A more meaningful 
comparison can be obtained by weighting the coverage area« obtained »t each 
J/S in accordance with an appropriate Jetiming effectlveneH function (which 
will always be monotonic I! ihe radar involved It at e.'i! sophisticated) and 
summing at before. 

The procedure for obtaining the optimum jamming antenna patternt con- 
•lit of expressing in appropriate analytic form the effectiveness of the Jam- 
ming antenna at described above, and of then obtaining, by an application 
of the calculus of variations, the functional form of C, which maxlmixea the 
jamming effectiveness expreatlon. For the details of the r« hi tricky mathe- 
matical procedures involved, the reader it referred to Section IVe '* Refer- 
ence 6. Two exampiet will be thown. Figure 29-12 hiows the optimum 'am 
mer antenna patterns for the operational clrcumntancea detci.bed prevkh. 
In this calculation the jamming it limited arbitrarily to a radiut of 123 mile« 
In order to avoid ihe singularities introduced In the Integral! by the use of 
a plane earth model. The effect of the broadside peakt in ir U obvious. It it 
apparent also that radiation In the sector immediately below the aircraft it 
not tigniftcant to Jamming effect!vene». Figure 29-13 showt the optimum 
patterns for the same situation except that the Jammer power density it here 
attumed to be three times higher (or the value of the ratio Pß,iBt is 4.8 db 
lower) thuii in Figure 29-12. The most tlgniAcant change in the patterns It 
ihe reducton of the site of the "no Jamming" null below the aircraft. 

The optimum pattern analysis described has at teatt two weaknesses. The 
Artt Is that the derivation astumes a knowledge of the radar performance, 
and In psrticuiar, the relationship between 1 /$ and Jamming effectlveneM. 
In practice, it is virtually Impossible to de';rm!ne these characteristics about 
our own radars, let alone those of a potential enemy. Some relief from «hit 
dilemma is afforded by the feet that analysi« shows that the optimum pat- 
terns calculated from an assumed set of radar parameien nra very nearly 
optimum for vsriationu up to ±6 db in radar performance. The second 
weskness of the uptimlxation piocedure is that It does not take into account 
the fact thai in maay cases Jamming the radar is only a means to an end, It 
b degrading the kill probability uf the weapon system which we are really 
after. 

The relationship between rsdur Jamming effectiveness and weapon-syntem 
k'il probability involves an array of Intricate factors, most of which are nut 
(Ifti'rmiimblr. It Is worth while, however, to examine the effect of introducing 
varioiiH reasonable a»sumptiuns. For example, the kill probability of certain 
gruund-tu-air missile systems is a function uf distance from the launch point 
to the target. In Figure 29-U is shown the optimum Jammer-antenna pat- 
terns for ilic same situation as in Figure 20-13, except that we have assumed 
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hsre that tht kill probftbility Is Inversely proportional to range, ar' that the 
radar and the missile launcher arc located at the same site. Note that the 
new pattern distributes the Jamming power so that less energy is directed 
toward the horizon, and more energy Is directed downward, as would be 
expected. 

The threat from surface-to-surfcce, ground-to-air, or air-to-air mluiiv« will 
have definite range r-^i velocity limitations which will be primary factors in 
dete'mining the 'tundary of the space In which jamming is significant. 
If the target wer«, alor-ary in space, the range limitation of the missile 
would eliminate the threat from missile launchers outside a circle having a 
radius about equal to the maximum range of the missile, centered on the 
target. In the case of aircraft target«, the center of the circle of vulnerability 
lies forward of the aircraft a distance which dcp«r.ds on the relative velocity 
of the aircraft and the missile. When the two velocities are equal, the circle 
of vulnerability will pans through a point just forward of the aircraft, since a 
missiir launched just after the aircraft paues will never overtake the air- 
craft. Analytically, the center of the circle of vulnerability is cciteini at a 
point fnmard of the aircraft a distance d, where 

d — R(v,/vm) 

and a radius R, where R Is the maximum range of the missile, va and vm are 
the average velocities of the aircraft ond missile, respectively,* and the ap- 
proximation sign is necessary because of altitude and maneuverability con- 
sideration». 

In evaluating jamming antenna patterns, the existence of a circle of vul- 
nerability is an Important factor, since jamming power radiated outside it is 
ineffective. Sometimes other factors associated with the weapons system 
modify the optimum spatial distribution of jamming energy. For example, 
some radars cannot be slewed fast enough to trail, targets passing nearly 
overhead. Operallonal doctrine m«y limit the sector of vulnerahilliy. a», for 
example, mhen tall-chase •nissile launchings ire prohibited because of the 
danger from the tail guns of the target aircraft, or rhen targets are passed 
through a radar net in such a way that the effectiveness of antijam tech- 
niques designed to operate against chaff are optimlited. 

Tinte delays In the gro'ind defense system can have a critical effect on the 
optimum distribution r.f jamming energy. For example, after surveillance 
and acquisition radars have clearly detected and identified a target, the 

•'■"i iiir-lu nlr mMIr», tiu- mMIr velocity Includn « vthkla velocity unit it ilinmnlittl 
mi'.- U- vdodly RI luuiu'li, »u Ihul lb« ttvernui' mli»llt' vsloclty lol tmall fllaht dltuncr» 
li liikh 

/ 
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target-tracking redar must Le slewed to the correct asitnuth and elevation, 
and be permitted to track continuously tor some minimum tlmio to permit 
ccmputer "lettllng"; the total delay involved may be of the order of IS 
seconds, during which a Mach 3 aircraft has traveled 8 miles. The time of 
flight of the attitcking weapon may represent a substentlal time delay. If the 
target must be continuously track«! by the ground radar for UM full tlme-of* 
flight, the effective J/S may be taken as the highest J/S experienced by the 
radar during that interval. Figure 29-15 shows a typical set of J/S contours 

fuiust 3V-IS Typical Mt of J/S enn- 
loun «(iimtnl to SCCOUilt (or igtet of lime 
(lrl«y J/.S contour« nurkrrt ',n dKibfli. 
Shift of JIS contour llnet to sceount (or 
minimum Incklns *lmt rqusl to mintllr 
flight time (turn Isun.-htr to Intrrctpl 
pi.lnt. v. ~ Mach IJ| v« = Mach SB; 

Km       100 mllr«. 

adjusted to account (or the effect of time delay. M.. «lifts in the J/S con- 
tours broadside and to the rear of the aircraft art »arked, and would sub- 
stantially affect the optimum Jamming nntenna pattern. 

29.4 Optimum Antenna Pattema—Int«re«pl 
In this section v>« will employ an analysis similar in structure to that used 

in the previous section to obtain the optimum radiation pattern for an an- 
tenna to be used with an intercept receiver. The appropriate measur« of the 
performance of an intercept r> .Jver is its output signal-to-nolse ratio for a 
spedfted radar and a specifted tactical geumetry. Expressed in decibels, the 
general equation (or S/N is 

S/N -  I  20 login A " 20 lo«,,, R  I  /•„ dbw -f GM db 

I  C,   - NF - IOIOKIU«,   •   122 (Hi (29-8) 
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where K ii the wavelength (meters) 
A ia the slant range between the Intercept receiver and the radar 

(meters) 
Pit Is the peak power of the ratlar 
Ga is the antenna gain of the radar 
Ct, NF, and S« are the antenna gain, noise figure, and effective band- 

width of «he intercept receiver, respectively 
This equation assumes line>of-slght propagation. The value of B« is cil- 

culated from the expression 

where B,r and fi, are the rf and video 
bandwidth, respectively, and all the 
terms are in megacycles. 

It is worth while to calculate the 
•patui distribution of S/N for typical 
uses. We will assume that a crystal 
video intercept receiver with traveling- 
wave-tube precmpllf cation is ccrrled 
in an aircraft at an altitude of 75,000 
feet, end calculate "he variation of 
S/N with ground distance for an iso- 

I9-J6   SIN  vi.  iroun'i  diiunce tropic Intercept antenna. Figure 29-16 
lob« rmptlon. Carvu Ubtltd (or  ihüwi two CMe(li u (0|1OW|: 
partiriur slvtn in ttxt. 

CASE I:    L-Band(lOOOMc) 
P» = 250 kw 
C — typlc« of a surveillance radar, varying from 42 to 21 db with 

elevation angle 
NF = 25 db 
B,   =31.6 Mc, corresponding to S00-Mc ;f bandwidth and 1-Mc 

video bandwidth 

CASE //:    X-Band (10,000 Mc) 
P, = 250 kw 
CH = 43 db, corresponding to a 6-ft antenna tracking the aircrud 
NF = 30 db 
Bi   =  ISO Mc, corresponding to 3000-Mc rf bandwidth and 4-Mc 

video bandwidth 

The signal-to-noise ratios plotted in the Agure are for side-lobe reception, 

Fiovas 
for lid« 

/ 
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tuumed to be ^0 db below the main-lobe levels. The effect of the elevation 
pattern of the surveillance radar on the S/N distribution ii obvious. 

From Figure 29-16, It is clear that antenna gain Is not a limitation on the 
performance of '.he intercept system against surveillance radars at the low 
microwive frequencies, On the other hand, the signal-to-noiae performance 
of the assumed intercept syatem against Jf-band radars Is Inadequate at 
relatively short distances when a low-gain receiving antenna U, used. If an 
intercept antenna with a gain of 10 db were used In the same circumstances, 
an S/N of 10 db couid be obtained at a range of SO nautical miles, a nearly 
ten fold Increase in the ground area covered by a ferret mission. 

If the frjquency is increased »till further, the necessity for a relatively 
high-gain intercept antenna becomes even more apparent. Consider a typical 
situation at 30,000 Mc. 

PH = 25 kw 
CM r= 46 db 
NF m 20 db (good travsllng-wave-tube performance) 
Brf. = 350 Mc 

With an Isotropie intercept antenna, the maximum range on — 30-db side 
lobes for S//V = 10 db would be about 16 nautical miles. If the intercept 
antenna had an aperture 2 inches square, yielding a gain of 21 db, the maxi- 
mum range would be increased to 87 nautical mile». 

The extent to which hicressed intercept antenna gain cm be utilised to 
increase tne coverage area of a ferret mission i* United by other considera- 
tions. From the standpoint of technical intelligence it is desirable that a 
target radsr remain within the beam of the intercept anUnna for Mveral 
radar scan iwluds. With high-speed aircraft, high-gain intercept antennas 
may not permit this. 

In some ferret installations, the intercept antenna beam is pointed 4S de- 
greea off the MM, rather than broadside, in order to increase the length of 
time that a target radar at a particular distance from the track of the air- 
craft remains within the intercept tntenna beam. This procedure has the 
effect of increasing the minimum range to the target radar, and 't Is necessary 
to increase the antenna gain (by 3 clb) in order to maintain the same .S' .V. 
The increased gain results in a narrowed beamwldth, so that no improve- 
ment in "intercept time" is achieved. If the lower S/N can be tcleroted it Is, 
of course, possibb to increase the intercept time by using a lower-gain an- 
tenna pointing broadside, 

A truly 'optimum" Intercept antsnnfl pattern would employ beam shaping 
in the vertical plane to obtain a uniform S/N performance independent of 
range. Only if the receiver sensitivity Is very low, or the signals of interest 
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«re very weak, do«9 thla complication appear worth while, hewever. A con- 
»Ideratlon of far greater practical Importance U finding Intercept antenna 
location» which yield "clean" patterns, free from deep Inbing due (o «flec- 
tion» from lurrounding itructuret. Such lobet can «rlously dettriorate the 
performance of the intercept tyxtem. 

29.Ä Typical ECM Antenna Deaifna 
A tremendou« array oi different antenna type* have bee > developed for 

ECM applications, A complete survey would be beyond t .'oe of this 
chapter. Rather, we will confine ourselves here to a survey oi a number of 
antenna types which have found important appUratiOiU to ECM. No at- 
tempt vill be made to present design data. Our attention will be confined to 
those principel characteristics of greatest interest to the potential ueer— 
VSWR and pattern bandwidth, gain, and over-all site. The categories used 
are for convenience only, and are not presumed to be entirely unambiguous 
and nonoveriapping. 

KlecHc Dtpotes. Electric dipoles and monopoles are perhaps the most 
widely used of all antennas. Many different designs are available, but all are 
charMteriaed by a radiation pattern which is roUtionally symmetric «bout 
the hsis of the antenna, and polarized in the plane containing the axis of 
the «ntenn«. When the electrical length of the dipote Is near or below A/2 
(A/4 for a monopole), the gain is nearly constant at 2 db relative to «n iso* 
tropic lource, and the receiving cross section it approximately \*/$. A» the 
electrical length Is Increased beyond A/2, the gain is increased slowly and the 
pattern breaks Into several lobes. 

The VSWR bandwidth of an electric dipole tends to increase as the length- 
to-thickness ratio decrease». This effect is utilised in the conic«! monopole 
and biconica! dipole, Figure 29-17a «nd A. The 2:1 VSWR bandwidth c«n 
be as large 04 10:1 for a JO-degret half-angle cone, with the low-frequency 
cutoff at a radius of about A/6, The radiation patterns tend to break up 
when the cone radius exceeds 3A, however. A modification proposed by 
J. F. Byrne, Figure 29-l7r, uses conical power-dividing septums to suppress 
the higher-order I'M modes &ud yields a pattern bandwidth com|)arable with 
the VSWR bandwidth. The discone antenna shown in Figure 17J has band- 
width pro|>erties similar to the simple cone, but does not require a ground 
plane. Figure 29-i 7« show» a dipole version of the ditcone, incorporating a 
balitn, which has an equally good bandwidth and it particularly useful as a 
feed for a reflector-type onlenn*,. 

A simple antenna |>Mtses»inR some of the attractive bandwidth features of 
the cone but more practical at the longer wavelengths Is the multtwire fan. 
Fan» with a halt-angle of JO dsRree» conmueted of four or five co-planar 
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FtouM 2n-l7   Ulpoltt. (a) Conical monopolc; (6) blconlut   dlpolt; (<•) Byrnt modlft- 
«llon; (d) dUcono inttnnt; («) dlpo!« vtrilon o( dUcone 

'Z^ n 
K'OVM 19-18   Flitur monopolt*. 

wir« are qultf brcadband. The VSWR uniformity can be increaaed tome- 
what by taperlnR the length of the wirei acrou the fan. 

Planar munupoka* poiKMlng 5:1 VSWR bandwidth« of 10:1 are «ketched 
in Figure 29-18. The cruued-platc configuration of Figure 29-18a yield.' 
quite uniform //plane patterns, while the three-plate periodic Rtructure of 
Figure 20-18(i ha« //-plane patterns which tend to become unidirectional at 
the higher frequencies due to the reflecting actions of the larger platt«. Low- 
frequency cutoff occurs when the maximum plate dimension is approxinrntely 
A/8. 

In the sleeve dipole, one or two auxiliary conductors are arranged so as 
to transform th* feed point to a region of the current distribution which 
provides broadband im|>edance t omitensation. Several variations are sketched 
in longitudinal section in Figur» 29-19. The 2:1 VSWR bandwidth of these 

♦hivihiji.d ui Svlvunl» Klcitronlc DtfsnM Lutiurntdry. 
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d«»igni* can be a» grPHl «m S: I with the low-frequency cutoff «I upproximaldy 
L = A/6, The pattern» tend to uplit up when /. exceed* A 2, but may be use- 
ful to perhaps twlc? that frequency. The parti«! »leevc conAgtiratioiu of 
Figure 19c and d are particularly adapted to strip lonductufs as »hown, In 
thin form they are sometime» emlwddetl In iclnfurced plaitlc panels to pro- 
vide a compact and rugged antenn» "package." 

The annular slot «nit ptw Is u flush-mounted electric monopole which is 
useful in certaih Kl'M application«, particularly on aircraft. The pattern 
and VSWR can U cuntrolled quite closely over bandwidthn of fibuut 2:1, if 
the depth of the backing cavity Is sufbcKU, The low-frequency cutoff (Ktuts 
when the circumference of the slot Is of the order of '. ,4A. 

A finitl electric dii>olc type worthy of mention is repmnMed by 'he isolated 
wlng-cnp and tail-cap aiiternas used in certain iiirrrufi upplications at III' 
am! VHF. The general configuration in sketched In Figure 2V-20. A properly 
proportioned isolated section can yield reasonably Rood VSWR bandwidth» at 
frequcncln as low as ,\Q Mc on an aircraft the si/.e of a H-47. The patterns 
are chanu terizrd by large numbers of lobes and subsluntiat ::ross pnUrilutton. 
Since "clean" patterns are virtually Ircpossible to obtain on aircraft hi this 
frequency range, the u.'.ual practice is tu ratlunallw the utility of the pat- 
tern« obtained. 
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<: 

l-iiii »r. 2«-i0   l»ol«ird wlng-cup ir.d t«ll-c»p tnUinai. 

Matnetic IHpoks. The ciaulc form of the mahnetic, dtpote is the con- 
stant current loop, which ii «Imo«t never uied for ECM. A muKnetlc dipole 
which U iiM-tl is the linear riot. Slot antcmuu which radiate on both «idei 
of the metallic icrface in which they are cut have impedance and pattern 
char*cterliticii which are complementary tu thoie c' electric dipole«, to that 
their bandwidth propvrthHi and cutoff dlmentiunt are the same. Where a 
hin IUMK cavity is required, which Is usually the case, the handwMth u re- 
duced. 

Three different slot antenna arranKements are sketched in Figure 20-21. 
The T fed ilct of Figure 29-2Id has a 2:1 VSWR bandwidth of aocut 2:1, 
with u low-frequency cutoff tX L sst 0.6A. The ^-planc half-power be^m- 
widih vurles fioin about 80 degrees at the low end to about 4S degrees at 
tKc high end of the band. The arrangements of Figure 29-21A and c* which 
radiat« on both aides of the »lot plane have VSWR bandwidth» of ttpproxi- 
mutely 3.S.I The conical prul>e of Figure 29-21c is particularly suited for 
urrungcmrnl« where the »lot h cut In a septum projecting from the ground 
plane as shown and provide» a smoother transitljn to the feed cable than that 

•tU'vildiM«! orlulr.iilly »\ ihn Sinnlord Hcwarih insthut«. 
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I) 

¥■ 
Kiiuim; 29.21   H!ot mtrntMs. dor.l vliwii md rrnu MCtlnti«. 

of Figure 29-21A at mlcrowavr frequ<pciei. Lu^-frequency cutoff occur« at 
L is A/i fur thone BrrangemenU 

Kigura 29-22 ihuwit the romtructlun of e tloued cylinder anttnnr.* which 
provldei «n omni-Kiimutha! hurlxontHlly polarlied pattern and a S:l VSWR 
bandwidth of about 1.7:1, It» low-frequency cutoff occurs when the length 
of the cylinder la aporoximately 0.4.\. Figure 29-2J show« the construction 
of a waveguide fed slotted cylinder which provide» horizontally politriwii 
omni-;ulmulhii! rndiation from 4.4 to 9.1 kMc. 

Ilflix and Spiral Antennas. The helix and the spiral are examples of an- 
tennas which produce radiation which Is Inherently circularly poinrixed. The 
helix, Figure 29-240, can rudlate in two different modes, the axial mode and 
the normal mode. In the uxinl mode, which occutx when the circumference is 
of the order of the wnv?length, the Held Is a maximum in the direction of the 
helix axis. In the normal mode, which occurs when the helix Ulmerslons are 

♦llm-loprü si Alrlionu' Initrumenu Laboratory. 
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•null compared with the wavelength, the Seid li e maximum in the plane 
normt! to the helix axis. Optimum udal mode performance czcurs when the 
pitch angle ik about 14 degree», the circumference i* bftween 3A/4 and 4A/J, 
and the number of turn« exceeds 3. Designs of this kind provide excellent 
VSWR performance, constant beam width tnd circular polBrl*»tio" c-v-, 
batvjwiüths of up to 1,8:1, with low-frequency cutoff occurring when jm 
circumference u about 0.7/A. The gain Is a function of the number of turn«, 
and it about 10 db for a 6-tjrn helix. Short (2- or 3-turn) helixes are often 
enclosed In circular cavitiee to provide a fluah-mounted circularly polarised 
antenna, as sketched in Figure 29-246. la order to maintain the low-tre- 
quency cutoff of the helix, the cavity d'emcter must be approximately 2.4 
times that of the helix. 

Hie bandwidth of the helix can be substantially increased by winding the 
helix on the surface of a com, particularly If the spacing between the turns 
is increased logarithmically with the turn diam«ter. The antenna of this type 
eketrhed in Figure 29'24c* has a 3:1 VSWR bandwidth of better than 10:1 
v ith the low-frequency cutoff occurring when the maximum turn diameter is 
about 0.5A. The beamwldth varies between 70 and 90 degrees, The cavity- 
mounted conical helix of Figure 29-24tft, which employs a uniform turn 
spacing, provides a 2:1 VSWR bandwidth of better than 3:1, with the low- 
frequency cutoff at about D = A/2. 

The spiral, which was originally con- 
ceived by E. M. Turner and developed 
exlsniilvely at The Ohio Slate Univer- 
sity Research Foundation, the I'niver- 
rlty of Illinois, and MawachuMtts 
Institute of Trn-.;.)io«y, is a very bniad- 
band antenna which is inherently clr- K \ \ 
culurly polorlmi  when iwrmllted  to \\ \ 
radiate on both sid-s of the surface \Nw 
In which It  is mounted, purtlculurly    \    V^ 
when It  Is  made  In  the  form of it        v^^ 
lc>K»ilthmic spiral (Figure 2() 25). This ^>-«- 
antenna can yield a VSWR and pnt- 
tern bandwidth as great as 10:1. Low-  rmvn ,,•3, 

frequemy  cutoff  occurs at  approximately  D  = 
cavity is used, the bandwidth, particularly with  respect 
ity of axial ratio, is deteriorated to the order of 2:1. 

1 iiKurlthmu »plml tntrn«s. 

\I2.  When  a  backing 
to the  uniform- 

•l>cFiKiir,l al Amrrlcsn Klertrontt l.iiUi.Hti>rlr> Inc. 
tDcvrlnpcd it Hnclnii Atrplsne Comiiany. 

S 
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Logarilkmically Periodic Antennas. The logarithmically tapered conical 
helix and the loxartthmic spiral antennai mentioned In the prevlouc section 
are examples of logarithmically periodic antennas which are relutod to the 
class of frequency-Independent structures discovered by V, H. Rumsey, In 
these structures the geometry is arranged so that the patter and impedtince 
repeat periodically with the logarithm of the frequency. For planar structures 
this is acccmpHihed by deAning their shape such that 9 Is a periodic function 
of In r, where r and 6 are the polar coordinates in the plane of the structure, 
Then if In r n the period of In r, the operation of an antenna of infinite 
extent would be the same at all frequencies related by integral powets of r. 
For the basic utructure of Figure 29-2(ia 

 *Lti_ (29-5) 
--« 

If the shape of the structure and the factor r can be made such that the 
variation of the pattern and impedance over the period !n r is «nail, then 
tils will hold true for all periods, the result being a very broadband antenna, 
For finite structures, it has been found that the "end effects" prt.ducea by 
the abrupt termination of the periodic structure U small, to that wide band- 
widths can be achieved in practice, so long as operation is ccnfineH to fre- 
quencies above the low-frequency cutoff. For the kiitenna of Figur« 29-26a, 
the low- end high-frequency limit« occur when the longest and shortest 
"teeth," respectively, are approximately A/4, 

The antenna or Figure i9-2ta* radiates a bidirectional horisontally polar- 
ised pattern with approximately equal and constant principal plane beam- 
widths. The VSWR on a I VC-ohm balanced line connected across the vertex 
is close to unity over the band. Thr nonplanar structure if Figure 29-26öt 
behaves similarly with frequency, but yields an endflre pcttern, with its 
maximum along the Y »xi», and with a front-to-back ratio on the order of 
10 db. The nonplanar wire »tructure of Figure 29-26r has similar properties. 

The structures of Figure 29-i7a and b yield circularly polarised endflre 
patlerni with the bandwidth pmpcrtiea prrviuusly des; ibcd4 These struc- 
tures take advantage o' a pruper'.y peculiar to the logarithmically periodic 
element, that i», that the phase center moves Mnearly back from the vertex 
by a disti ncc u? one period when the frequency is lowered by an amount 
correwpondlng tn one pnicd. This permits the 90-degree phasing of two 
orthogonal linear radiating elements required to achieve circular potarisa- 

•CoRMlVfd by K. H. Dullamrl at thr Unlvmlly of lllineli. 
tConceived by D. K. tkbrll «> lb« I'nlvrmliy of IlllnoU. 
tTh« »truclurc of Piiurc i') 27a was Invotlitntrd by Mi, II .11 the Unlvrrtlly of IllinnU, 

Hnd ih.ii of Htturf 2': 2'/b by J. W, Srhnmcr (t OrmiKi'r AMOCUIH, 
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It) 

PIOUMC i9-iti   LogtrUhmlcttly ptrlodlc anUniUM. (a) AnlsnM o( »ttuclar« oi Eq. (i«- 
«); <i) nanpltnar <trg<tur»i (c) nonpUrur wir« ilructurt 

tion by comtructing th« two elements (I and 11 In Figure 29-27) »uch that 
the "apace phase" of the itructure of one element learii or lags that of iur 
other by one-fourth of the geometric period. A timilar procedure I« med in 
the crossed plane structure of Figure 29-28 to obtain an omnidirectional hori- 
xontally polarised structure capable of very wide pattern and VSWP band- 
widths, 

Before leaving the subject of logarithmically periodic antennas, It Is worth 
while to note that high gain endAre pattern, exhibiting the frequency-inde- 
pendrnt properties of those of the antennas mentioned above can be obtained 
by arraying lognrlthmitnlly periodic endfire elements like those of Figures 
29-266 and 29-27« and b. The arraying required to maintain the frequency- 
Indrpendent property is simply to arrange the elements so that they pusses 

/ 
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ui '»I 

Fuiuu i9-l1   Structurt. ytelding circularly pelariied tndArt pttUnu, 

•■ '-HUi- i — 

Kioim 2«-2«   'irtnipoMd dlpoli- loRarith- 
mlfilly pcriotllc «ntcniM. 

a common vertex.* Mutual lm|w(l- 
ance« are u problem in achirvin« gtxxl 
a<Tay r>erform«nce. In this. rcKftrd, the 
;raniip(ised dipolc loKerithmically peri- 
odic clementt u< Figurea 29-29 Is of 
purtkular IntereM. This structure i« 
unique in that while it Ix ftpprml* 

'^^^        \ mately planar it I» alao cndftre. The 
f^^ *>***^\        abienci'  uf  radial  utructure«  at  the 
^ ^^        edKex of the element ruts down (he 

Kmu« Ifl-2Ä   CrotKdpUnc «ruclure for  muluu).H whj.n thf elcmfnt  j, uwd in 
omnldlrrcliun»! rudUllim un «rniy. 

Horr. Anirnttai.   Horn antennas are widely used in Kt'M applications, 
particularly at the highest frequencies, because uf their relatively good [>er 
foiinance, structural simplicity, and the relative ease with which their proper- 

♦Siu li arrsyi liav« Imi, fxlrniilvi'ly lnvMU|ll«d by K  H  Dulismcl MI ilia Cullint Knitlu 
Compsny, 

tConcetvfd by IstMll, 
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Fiouhc a»-JO   Horn ■mcnnM,  (a)  Pyrtmld»! hotn;  (6) Unmrly polirliftl ho.-n;   (() 
»nd (d) deilgn (or «pproxInwUly coiMtcnt «nd «qu«! £• »nd N-pltne b«imwid(hi. 

FioURk JO-.U    Redeclor-lypc  inteniui.   (a)   l'Unat;   (6)  corner;   (<<)   ptnbollc;   ((/) 
hoghorn. 

tie» can be predicted. The pnttern and VSVVK bnndwldths are comparable 
with waveguide bandwidth». The pyramidal horn sketched In figure 29-30a 
employs a taptred dielecttlc SIUK in a square-waveguide nectlun to übUiln 
circular polaricntlon. The bandwidth of the linearly polarized horn of Figure 
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29-306 has been extended by the use of Hdges in A manner analagous to that 
of ridged guides. Figures 29-30c and d shows a unique horn design* which 
provides approximately constant and equal E- and //-plane beamwidth», and 
a VSWR of less than 2:1 from 4 to IS kMc. This structure uses "leaky" K- 
plane wails to achieve an approximately constant radiating aperture. 

Reflector-Type Antennas. Relatively high-gain unidirectional patterns 
are a frequent requirement In ECM applications, particularly for grodnd- 
based or shipborne applications. A simple method for achieving this Is to 
combine a wideband radiator with a planar, corner, or parabolic reflector. 
Figure 29-31 shows several examples of such antennas. Many of the radiators 
previously described are useful as feeds. The planar (a) and corner {b) 
reflectors are simple structurally and very satisfactory when relatively modest 
gains are required. The parabolic (e) reflector is usually more utisfactory 
when high gains are required. An "offset feed" arnngemem with a parabolic 
reflector is particularly useful, since the feed is placed outside the main beam, 
and the poor side lobes and high VSWR's which can result from aperture 
blocking ere thus avoided. The "hoghorn" structure of Figure 29-31d Is 
unique among those shown, since it radiates a pattern which is broad in the 
piunc perpendicular to the longer sxls of the aperture and relatively narrow 
in t).e other- 

All of the reflector antennas shown posse» one property which i« basic but 
usually undesirab!e; that is, the directive pin of these antennas depends on 
frequency, !ncr-<asing approximately as /'. 

Surjore-Wave Antenna. In airborne ECM applications, there Is a fre- 
quent requirement fos flush-mounted antennas with relatively high gain. Such 
requircmeats cun often be met with the use of structures of the type sketched 
la Figure 29-32. These are so-culled surface wave antennas, whose gain re- 

(•I (H 

KiiitRr. 19'JJ   SurUic wsvc anlMUWS. (a) TH. sntenns; (6) ind (c) Til snifr.mu, 

suits from \)M guiding of the radiated wave by the structure. The pattern!« 
are endfire, and tne gain Is approximutrly given by 

C ^ 
7/ 

(29-10) 

•DcveiopiiJ st Mi'lpsr, Inc. 
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where / is the length of the array In the tame unitt uicd (or A. The TE an- 
tenna iketrhed in Figure 29-52c produces a beam polariied parallel to the 
surface in which it ii mounted, with the besm maximum tilted away from 
th» surface by an amount invenely proportional tn tht antenna pin. The 
TM sntennu of Figure ilb and c are polarixed peipendlcuiar to the mount- 
inj plane, with the beam maximum In that plane. 

Antennnt for Direction Finainn The pr'nciples of direction finding 
(D/F) for ECM are described in Chapter 10. A variety of antennas can be 
used as collectors. In D/F systems which utilise amplitude or phase com- 
parison of the outputs >A two or more fixed collectors; almost any of the an- 
tennas described previously can be used. One antenna which has been very 
successfully used for this purpose has not been described, This is the Lune■ 
berg leni with multiple feeds,* The basic configuration is sketched in Figure 
29-33. The lens Itseif is in the form of a sphere of natural or artificial dielec- 
tric material., so arranged that the index of refraction varies with radius ac- 
cording to 

-NFW (29-11) 

where i? is the outer radius of the lens. With such a lens, a feed placed at 
any point on its equator gives rls* to c pencil beam «merging diametrically 
opposite, 

Variabl* index media can hi constructed in many ways. Among those used 
have been: low-dielectric-constant base materials loaded with h'gh-dielectric- 
constant bead«, high-dielectric-constant base materials loaded with holes, 
"pith length'' arrangements using parallel plates with variable spacing, and 
variable-density clieli« trie foams. One possible feed arrangement Is sketched 
In Figure 29-iia. Here 15 independfnt linearly polarised feeds are spaced 
equally around the equator of the lens, with the axis of polarisation skewed 
so that opposing feeds are cross polarised. This arrangement permits inde- 
pendent sampling of the i! beams without serious Interaction. Another ar- 
rangement Is sketched in Figure 29-3JA, This arrangement Is Intended for 
flush mounting on a plane surface. Since the lens action ii two-dimensiunal 
in this case, the resulting beam Is narrow In the plane »f the lens but lela- 
tively broad in the plane per|>endlcular to tb» irn.r 

Several of the D/F whemes dlscu»»ed In Chapter 10 employ rotating direc- 
tional antennas. A number of difficulties arise in the design of practical col- 
lectors. There is, of course, the basic problem of achieving the useful gain 

•'Kurly work an thl» lyps o( P/F colkctei WH» dons «t Ihv Atrlnorni innirumpiil» Lubo- 
ratory. 
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FiouM J9-.U   Luncb'r». UM, TWO IIMI ■rrant«minM in thown. 

and bandwidth in • limited volume. There ii the problem of deiigning wide- 
band rotary joint.".. There !• the major problem of diatortion of the directional 
pattern resulting from "site effect!," which ii ditciuMd briefly in Section 29-6, 

Two type» of rotary collector» have been used, In the Arat, the entire an- 
tenna lyttem rotatea (Figure 29-34a). Ir. the other, sketched In Figure 29- 
346. a circularly polarised directlotml antenna is fixed in such a position that 

F'di'n». 29-.14   Two type» ol roliry collector!. 

itx pencil beam i» pointed toward the senlth, and an inclined plane (ttume- 
times »haped) mirror is arrangvd to rotate about the axis of the t\xcd an- 
ii-ima in suih a lushion that the beam in cuused to sweep in azimuth, The 
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obvioui adviintBge of such an urrungmisnt U the elimination of a rotary 
Joint. The prhcipa! ditadvantagei are two: the polarisation of the beam i» 
itfentiaily reitricted to circular by the optic« of the arrangement, and the 
gain (collecting area) of the mirror arrangement ii inherently lower than 
would be the case for a conventional collector with the name aperture area. 

Collectori in which the entire nntennc rotates take several forms. Figures 
29 Ma and 29-35 show two examples in which feed/reflector combinations 

PIOUM 29-3S   Flvf-*Mnd rtrcularly pnUrUtd colkctor. 

are used. The antenna o( Figure 34a, a part of the Al,A-69, is use'ul ovfr 
ban .'widths of up to 5.1, but at beat Its electrical performance has been com 
promised In »rbcr to achieve a minimum slse. Figure 29-35 »hows a different 
approach, lo which antennas for the five standard IHM bands from 550 to 
.0,750 Mc are combined !n it single assembly, capabl« of rolptii n -u high 
speeds.' A novel rotary Joint providing fur the flve hands iniie|>endently is 
incorporated In the design. Here the Individual Iwnds are covered by simple 
drcuUHy polarised antenna«. The performance obtslned represents u com- 
promise with the objective of minimum »Ise. 

29.6 Antenna Mlting Prublema 
It is ImposslMe to leave a discussion uf i',(M antennas without s>ime con- 

sideration of the effect« of siting on antenna pe'formanre. "Siting" effecU 
cover a broad range of phenomena, all of which have to do with the distor- 
tion of the wavefront due to the presence of other bodies in the vicinity of 

•The ALA-U tiillrctur, ilcvvlopH »i l)<irnr ii Muiiiiilln, inc, 



29-34 ELECTRONIC CÜUNTERMEASURES 

the antenna. Included «re reflection*, refraction, diffraction, shadowing, and 
mutual coupling. (This list ii not all-incluiive, and the categories mentioned 
are not free f-om overlapping,) 

To deal with reflsctloni fust; it ii obvious that any large metallic body 
will reflect radio waves; and this ii equally true, but not equally obvious, 
(or any hrge body whose Intrinsic parnmeten differ from those of free space. 
(In the case of dielectric surfaces both reflected and transmitted components 
occur. The VSWR for reflected waves is equal to the square root of the ratio 
of the dielectric constants on the two sides of the interface,) The moat com- 
mon instance of reflection effects is the change in the free-space psramfters 
of an antenna when U is located near the ground. These effects are well 
known. When the antenrui is elevated above a plane earth, the reflected fields 
combine with the direct ray* to create a tobe structure In the radiation pat- 

^     'p/^f** 

Pioumi i« .»7   Srartnt vttot vs. true bm- 
lu, N^A-17 D/P eollMtuf. 

Ktiii'iir 3t.\b   kmllaitun   pmirrni   si    ■ 
vnticsl «nil. I 111  «ntrnrm liicnüii on ihr 

urvU'r 'uK-iaiit' "I » B.^O «inrm'l 

«i. •» 

Pluun «..»H   Dlflraction  paltfrn  of  ill 
polr pRiulli'i |i> I'M«, ill IUI plalc. 
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terns. The higher the antenna (In witveteng'.lu) the greater the number of 
lobes produced. i>nd the higher the Rain at the maximum of the lobe nearest 
the horizon.* 

In operational installations of ECM antennas, the effects of reflections can 
be very severe, Two examples which indicate the severity of the problem are 
shown in Figures 29-36 and 29-37. Figure 29-36 shows the radiation pattern, 
in the three principal planes, of a A/4 stub operated at 1000 Mc, the antenna 
being mounted on the bottom centerllae of a B-SG aircraft. The deep loblng 
resulting from refiectlons, principally from the engine nacelles, is obvious. 
Figure 29-37 shows the measured beding error of an APA-17 Dfd collector 
located on the bottom centerllne of a RB-66 at a frequency of 430 Mc for 
vertical polarization. The very large bearing errors encountered are due to 
the distortion of the phase front of the incoming wave by reflections from 
various portion« of the aircraft, principally th; swept-back wings and the 
engine nacrll». 

Refraction effects are usually associated with ruch meteorological pheno- 
mena as ducting and iropotpherlc scattering, and as such are discussed in 
Chapter 31. 

Diffraction phenomena are encountered in every instance tn which radia- 
tion extending into the legion of the "shadow" of an obstacle Is observed. 
Figure 29-38 shows th? diff'art'on effect1» of the etigc of a thin metal plate, 
A/4 wide, lcv;l with and spaced A/10 from a dlpole (Figure 29-386), All of 
the radiation appearing In the first quadrant of the polar plot (Figure 29- 
38a), as well as the distortion of the pattern evident In the sector opposite 
the diffracting edge, is ('ue to diffraction. Generally, such diffraction fields are 
characterized by large phase rotations with small changes In angle. Diffraction 
also accounts for the back lobes in reflector type antennas. 

Mutual coupling is a troublesome problem in many antenna lnstal!at!ons, 
particularly where guy wires, feed cables, masts, and other structures of sub- 
stantial length and relatively small diameter are located in the vicinity of 
the antenna. The mutual coupling which exists RIVCS rise to (Mrasitlc radia- 
ticn which combines with the direct field In such a way as to produce lobes 
and nulls or other pattern distortions. One example, special In nature but 

*The Incnttv In iiln nrtr thr horUon RIVM rite lu ihr pracllcc ol mounting antenmu at 
ihr hlghwl potsiblc rlrvntlnn. u on (hr mttlhrad of % uhlp. 'I hi« mtm be practiced 
with c*rr, (or it Irml two mannt In the ftrtt placr, at t'HK frcqurmlct th.' numrrout 
nullt i.r.uimrd at elevation annlct near the horiton may »erloutly denrailv ilu ayttem 
»gsctlwaws. Krcomt In mott InMallatlont, elcvutlng the antenna InrrraM'» the ralilc 
lou, .iniT the loiatlon ol Ihr a»«>rlateil rriulpmrnl U uuualiy luH When' the utual 
|)ro|,aKallon latlor» apply and Ihr r.yttrm piramrtert a;c olhrrwlixt nurd, Ihr opl.tmum 
height la that at which the rable lot» It I nrprt, or N (18 drclbclt. Above thai height thr 
ntgnal Ini» due to cable tttrnuatlor. Inemun fsalil than the gam ihir to imi.i nl height 
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Fuiliim 19-19   llilliii|ihr rnlor moilulttliuh nl vvrllcal mcmupole palltrn, 

illuiitrBting B problem common to many insiullati-in«, la shown In Figure 
29-39. Thii iiKure ihowK the diniortitm u( thi- 30 Mi hurizontai-iilane r,;:!!;•. 
tlon |»ttern "' ■' f-fo«rt vrninil whin iin'.rnnii located on the tail boom of an 
H-i9 helicopter by mutual coupling to the rotor blade« This paiicrri was taken 
by rotating the blade» relatively rvpidly while rotating the model rathe' 
■lowly on a conventional antenna pal tern range The diiturtiun» of the radia- 
tion pattern U accompanied by etpiatly gro»* varlaiions In the Input VSWR 
of the antenna. 
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30 
Supplementary Circuit» and Techniques 

L. W. EVANS 

90.1 Jntrodurtlon 
In thii chrpter an associated group of technique» la deacribed which, 

when properly applied, will enhance the operation of countermeaaure equip- 
ment and aystema. The main lubheadingi of the chapter are Receiver Cir- 
cutti, Analyur Circuita, Transmitter Circuits, and Recording Techniques. 

80.2 Heeetver Clrcuila 

30.2.1  Strong Signal EUiMlnaUnn 
In countermeaaurc or electrnnic intelligence (KLIN T) search procedures 

the algnal» of maximum interest are often very weak, demanding a system 
sensitivity which often pushes the stute-oMhe-art. In Instances of this hind 
very strong signala emanating from nearby sources may mask the weaker 
signals of great Interest. It Is possible to eliminate strong signals by galhg 
them out on an ampliu>de basis. 

» M.   U    Pmn    «j »^»h'   i*'   •[ X 

Ftouss .10 t    Block disgrkm ot s ilrong ttgnsl eltmlnstion unit 

30-1 

■■■■ 
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The block diagram of Figure 30-1 llluitrate« a strong signal eliminatiun 
unit. The design of the unit Is straightforward. The unit arranges fur situng 
signals to gate themselves out of the receiver video. The gating1'can be done 
before or after detection. 

It should I).- noted that gating on the basis of amplitude will not eliminate 
the side effects of harmonic mixing. A signal of suftklem strength may cause 
the harmonics of the difference frequency from the mixer to be smplined 
In the l-f amplifier and appear as a weaker signal In the uu'- .f the re- 
ceiver at an erroneous frequency. The elimination of these slgt. jlscussed 
In Section 30.2.3. 

30.2 2 Rrjnction cf Superhelerodyne Receiver Reapontes Due lo 
Mixer Harm ml« * 

When very strong receiver Input signals mix with the local osciliatur (LO) 
signal in the nonlinear mixing element, harmonic« of the difference frequency 
are generated along with the difference frequency. Fur example, a strong 
signal whose difference frequency Is one-third the Intermediate frequency will 
produce the third hrrmonlc of the difference frequency at the Intermediate 
frequency. This third harmonic will be amplified and appear at the receiver 
output an a weaker signal at the frequency to which the receiver Is tuned. 
The undesircble effects of difference frequency harmonic generation are the 
reception of undeslred signals, erroneous frequency Information and possible 
interference with signals of interest. 

The reception of the spurious siirnal which Is the result of the difference 
frequency harmonic generaiiun cannot be eliminated by the strutig signal 
etimtnatiun technique drucribed in the praeMÜBl section. This spurious re- 
ception occurs at different frequence settings. Fur example, if the intermediate 
frequency Is 30 tnc and a strong signal exists at I0C0 mc, a strong receiver 
output will sptwar when the LO fiequency is 1030 mc. But because of har- 
monic gcm-ralio., in ihr mixer, u MIUUII may alsu appear when the l-O fre- 
quency is 1015 mc, iOlO mc, etc. These spurious signal» will vary widely 
In amplitude .md CUD U- g'tted out only after (hey have lieen recognised s» 
spurious signals. The spurious response is recognised by the presence of a 
strtmu iliffeten'-e fri'«|uem y which Is u submultipic of 3Ü mc. 

The bUnk diagram of ,t harmonic rejection unit is shown in Figure 30-2. 
The mixer output Is xplit into iwu channels. On the basis of a SO mc inter- 
mediate frequency and un 10 mc bandwidth, the lowest order harmonic 
which would produte un output between 25 and 35 me would be le^s than 
17,5 mc, The next would be about 8 to 12 mc, etc. With the exiension down 
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Fiovae SO*'   Block diiR'«ni ot t rtjtction unit which will |rf«vnt «puriout rrcfivtr 
rtiponwt due to mixer htrmonici 

to 4 mc it is liKi-Iy th£* If there are any hightr harmonlcR which will qualify, 
•ucb as the 30th harmonic of a 1-mc difference frequency, there will atao be 
harmonlci of frequencies jreahtr than 4 mc which can be detected In she re- 
jection channel pauHand, 

The delay In the straight through channel btlow« for the rise time In the 
gate that Is generated In the rejection channel. Any signal appearing at the 
output of the mixer In the frequency ränge of 4 to IS mc above & set thresh- 
old level causes gates to be generated which will prevent signals from ap- 
pearing at the receiver ojtput due tc difference frequency harmonics. The 
threshold level I: beit set by expeiiment. 

3Q.2.S .l.ö..-! ••..■!!I.i..r Pow*r HtabUlaer 
When voltage tuned local oscillators arc used with scanning superhetero- 

dyne intercept receivers, widely varying LO power Is often the result. The 
most undesirable effect of the variable LO power Is that the receiver noise 
flgur» Is svidom optimum. It is pi>.ssiblc to pluce a variable attenuator In the 
LO p'j rr Sine and regulate the LO power lor optimum noise figure by 
malnialning a constant mixer crystal current. 

It should also be noted that the LO drive affects the conversion loss and 
thus changes the over-all receiver gain. The output Impedance of the mixer 
varies Inversely with the LO drive, and affects the bandfutss shape of trim- 
sitio.-ially coupled i-f input circuits, which are often used where a broad l-f 
bandwidth Is desired. 

The attenuator pictured In Figure iO-i Is used to stabilise the LO |>ower 
of a Carcinotron used In an Intercept receiver, The attenuator consists of a 
short coaxial line. In the dielectric region of the line is a piece of fenite. This 
fervlte normally introduces 12 db am ..um urn at microwave frequencies. 
However, when a strong transverse mtgnetic field is applied, the attenuation 
will drop to as low a« S db. The attenuation Is controlled by ;he current in 

i 
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the nuiRnetiiinR coil. The attenuation on be varied uver a 9 db range to 
roalntain curutant crystal current. The crystal current regulator is thus a 
cbied ioop servo, Thr servo speed is limited by the inductance of the mag- 
netiting coils and the driving power o( the current source. These characteris- 
tics are dici.iK-d by the smrinin« speed o< the intercept receiver. 

LO power stabilisation can n'so be obtained by controlling the accelerating, 
or in some cases the «rid of backward-wave oscillators. Controiling these 
•lectrodes results I- fiv^uency pulling oi about I percent. 

30.2.4 An Imago MupprrMion Recwlver for Pulsed Signals 
Superheterodyne receivers in which the mixer Is continually accessible to 

rll signals In the r-f band are subject to frequency ambiguity of the received 
siKnal. In such htsrerpt receivers the unsuppressed Image doubles the signal 
environment for the associated analysis and recording equipment. Standard 
subcarrier bands are listed in Table 30-1. 

An image suppressing receiver is described capable of more than 60 db 
Image rejection. The technique employed is.. combination of outphaslng and 
gating techniques. About IS db image rejection Is obtained by outphaslng. 
This 15 db represents sufftdem difference In signal levels so that gates may 
be generated to gate out ctrong imng- -'gnals. 

The block diagram of the image suppression receiver Is shown in Flgute 
JO-4. The r-f Input Is fed in phase througit a powrr splitter and two direc- 
tional couplets to two mixers. The LO power is fed 90 degrees out of phase 
to the two mixers. The i-f voltage output of channel i lugs channel *' output 
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TABLE 30-1.   SUiifUrd Hubctrrlrr Btr.di 

Ckannel Ctnttf 1 rr#J,     Ltivfr Llml Vtfiir Umit Dtvittthn     Freq  Retpons» 

(cpi) KP«) !cp.) 1%) (cpin 
400 370 *M *7.5 t 

•   ] M,U M* MH ±',5 « 
•    3 7.10 67< 785 ±7.5 II 
•   4 900 881 1032 ±7,5 14 
«   s uoo 1202 1398 ±7,5 20 
*    6 1700 1572 1828 ±7.5 II 
•    • 2300 2127 2473 ±r.s 11 
*    | 3000 2775 3225 ±7.5 *« 
*   9 3900 3607 4193 ±7,5 M 
* 10 UOO 4995 5805 ±^S no 
* it 73 50 6799 7901 ±7,5 no 
* 12 10,500 9712 tMM ±7.5 iff, 
* U !4,'00 13,412 15,388 ±7.5 2 JO 

* 14 22,000 2C,350 23,650 ±7.5 uo 
* 35 30^00 27 750 32,250 ±7.5 «N 

40,000 37,000 43,000 ±7.5 (,oo 
52.SM 48,560 56,440 ±7.1 790 

1» 70,000 64,750 75,250 ±7.5 1,050 

Opiiunal Bl*4i: A. Thtt Und mry be employrd by umiittni (he 30 kc band. 
H ThU b*nd may !«■ employed by omlltlng Ih» 22 «nd 40 Uc banni, 
C Thli band i' iv be empli-yed '.'>■ omlHlo.« lb» 30 anH j?« |<e band». 
I! Tliii band m» f be employsd by oia!U*<is the 40 and 70 kc band» 
K ThU band nwy (« tmployed by )miltlna A« 52.5 kc band. 

A 22.000 »i,700 25/00 ±15 MO 
H 30 A» ?5,500 34,500 ±15 TOO 
c 40,CX« 34 000 46.ono *15 t,)00 
I) <2,50C 44,620 »weo ttf 1.600 
1 70,000 59.500 80,.«00 All -MOO 

♦ Pnternt 

■4       ,.--. i- Hü 

"1 .      k   ' 

i—_—i, 

^ *' #.•*•• ^ DH 

I 

^ZJ 
h-i      »•—      ji-l 

Fiuuaa 30-4    Block diagram of Imsse «upprculns receiver 
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b> 90 degrees when the LO frequency it higker than the ligntl frequency. 
Channel 1 output leads channel 2 output by 90 decrees when the LO fre- 
quency is lower than the signal frequency. In the i-f circuitry of channel 2 
the phase of the voltage is retarded relutive to channel 1 voltage by 90 de- 
grees. The voltages in the two channels are then added. The voltages rein- 
force when «he LO frequency U higher than the signal frequency and cancel 
when the LO frequency i* lower than the signal frequency. This Is the basic 
outphasing method of image rejection. Because of practical iimitationa in 
producing the phase shifts and maintaining equal signal ampiiiudss at the 
adder Inputs! the Image will not completely cancel. The amount of rejection 
by the outphasing technique varies with errors In the phase shift circuit: and 
amplitude balance. For example, if the inputs to the adder are matched 
within t db and the phase shifters are all within 10 degrees of 90 degress, 
the Image rejection will be of the order of 20 db. This amount of rejection 
alone is Insufftcient for prutlcal applications. 

To inemtw the rejection of the image tc 60 db the hating circuit» of 
Figure 30-4 are added. At the input to the adder for the signal, two voltages 
nearly In phase are applied, and in the case of the Image, two voltages nearly 
out of phase. The phase detector In the ga>!ng part of the receiver wilt pro- 

Fiut'iK  KM    Model nl iiimui- »uupt^jton tru-lvi-l 
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vide oppoiite polarity video outputs In the cue* of ilgntl and Image. This 
output ts •mplifled and used to gate off an i-f amp!, er when an Image pulse 
Is present. The video gate is not required until the ge is .rut!« enough to 
overcome the basic rejection by outphaslng, Hence, thn signal>to-noise ratio 
at the phase detector is sufT.clent for the generation of a nuise-free gate. 

A mod»! of an image receiver is shown In Figure 30-5. 

30.2.5 Interference Reduction by Side Lobe Suppreasl&n 
Interference arriving through antenna side lobes may seriously degrade 

the performance of detection equipment. A device designed to eliminate 
pulsed side lobe interference is illustrated In Figure .10-6. 

The technique consists of adding to the normal Intercept receiver an iden- 
tical receiver called the interference receiver which is fed from the name 
local oscillator. The gain ot the interference receiver Is adjusted to be as 
close as possible to that of the normal receiver. The interference receiver is 
fed by an antenna whose gain characteristic is omnidirectional in the axlmuth 
plane and closely approximates the sear-h antenna in the vertical plane. 1'he 
relationship of the two aiimuthai channel gain functions is shown In Figure 

*xz?c&rm'~ THKHLHEK^H 

\ 
' La •"*'» 

PimmK iOt   Blwl» ulairtir ol »Id» '-U :iur("tr.'.r >u(ipr«»tlon »yilcm 

.\0-(i. The antenna X'.in of the Interference channel Is adjusted to be larger 
than that of any side lobe of the normal channel but smaller than the main 
lube. 

in the blanking gate generator, the outputs of both receivers are com- 
pared in amplitude. Should the signal In the »uxilUiy chünnel be larger than 
the signal in the Intercept (hcnnel, a blanking gate is generated which pre- 
vents the signal from ap|)raring 11 the output jf the nonnttl channel. Thin 
currei.|>unds to the case of a side lobe signal since a side lobe signal will be 
larger at the InierfereiKr receiver mi'.put than at the normal receiver output, 
If the signal in the normal (hannel is larger, this indicates the presence of 
a main lobe signal. 

The delay Is introduted to compemaU lor the inherent delay of the bhink- 
itig gate, The circuit suffers a IO.HH In wnaltlvity due to the blanking perladt. 
This hss increasea with the side lob* interference. 
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Fiovu JO-7   Block <<Ujr»m ot vUual •(or»#t ti)«(iliv unit 

3G.2.6 r«noramlc und Video DiapUy of the Viand Storaf« Typ« 
A panoramic dispUy utillaing a viiual sturage tube t>eriniu thr UM nf 

very low recr^<r Kqucncy ».:in speedx In addition, en intercept history ii 
r-rei*nted (or evaluation or rerordtng- 

To make optimum uae ot tbe atarage capabilities if the visual storage tube, 
the electron bean» is intensity modulated by the received video and a vertical 
raster is employed which Increases the vertical deflection in steps at tbe end 
of each frequency seen, Indefinite storage can be obtained by the use of the 
Hufthr« Memotron storage tube. Shorter storage times from JO *econds to a 
few minutes can be obtained with the urs of gray Mile Tonotron type tubes. 

On the pan display an intercepted slKnal takes the form of a vertical line 
ImermiUent »ignalis and frequency shifts are ettily detected. Noise pulses 
appear a« scattered random spots on the face of the display. Weak signals in 
a noise environment can be readily detected becau*e of the Integrating prop- 
erties of the display. 

Figure J0-7 shows a block dia« -am of a typical panoramic display u«ing a 
visual storage tube and Figure J0-8 shows a photograph of such a display. 
The incoming video is applied to the grid of a dual control pentode which 
amplifiet weak signals, limit» strong sifpials, and provides a means of video 
Hanking during flyback uf the receiver sweep. 

Because of the low sweep speeds encountered, the receiver frequency sweep 
foltage is d-c coupled to the horisontal deflertion plates of the storage lube. 
If the receiver strp:, the location of the spot on the storage tube retains its 
CMTCCt twyimcy relaiionthip to the receiver sweep. For mechanically tuned 
recovers a triangular voltage can be generated by mechanically driving a 
puumiomttcr. Triggers for the raster generator can be generated by limit 
switches. 

Figure .W-'hx shows an example of the panoramic display. The rafter steps 
up rapidly at the bottom of the display and slowly at the top, A strong 
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FmvM JtM   VIIIMI ilonun diiplty unit 

»ign«! «nd imaffr intrrcept i» shown In the center of the ditplay with > ihift 
in frequency near the top. Thf othei spotted areu are nolsf bursts The dis- 
play examples of Figure 30-9 are negatives of actual photographs. 

The v «ual storage tube can also be used to display a history of low fre- 
quency 'ideo data Th«- wriHng *|i«*Hs are such that this type of display is 
inadequate for wideband data. 

If an internal sweep generator is used which is triggered by the incoming 
video pulses, prf data will be displayed on the storaft tube. Using the raster 
•can, missing pulses or time synchrunised signals are readily detected. Figure 
J0-9b shows a display where the horlxontal drftection sweep is triggered by 
the input video. The vertical raster Is stepped up so that missing pulses In 
the input video are readily detected 

The visual display can cLü be used to mututor the operation of :he range 
unit described in Section JO.J.I I. In this case the display sweep generator h 
triggered by a pretrlgger from the }ammer. Synchronised replies will store 
as a line and nre readily detected. Unsynchror.ised replies are stored as back- 
ground random s^.ats, This mode of operation is illustrated in Figure 30-9c. 

The circuit that provides the vertical steps synchronised tu the receiver 
sweep is shown in Figure 30-10. This circuit provide« *he following desires 
features: 

1. Fach step is »ymht.-   ,*ii', u: the receiver sweep and Is Inde^iendent of the 
receiver sweep speed. 

2. The vertical step occurs only on flylwck and Is a true stfji function. 

, 

mHHBnBum^attüEaai 
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i.  The magnitude of each step U controllable over ■ wide range and may be 
adjuited at any time by ttu. operator. 

4.   Tht verfical extutaion of the beam may be itopped at the top and held 
until the operator deiirei to reiet it to the bottom or it may be marie to 
recycle automatically. Eraaure of the atored Information may or may not 
be acrompliahed with recycling. 

The circuit li b&skally a free running phanles.ron which i« prevented 
from free running by meant ol RH, R9, CR1 and CK? Point A of Figure 
JO-10 it held at a M|Mlvt potential by the divider coraUtlng of R8 and R9; 
thlt places a back ■nm en ('R2 and the charge on Cl U trapped causing the 
phantastron to tier» at .-.ny point In It* cycle (euipt on flyback) the instant 
the negative voltage is applied. 

A» uned in *He pitnoramic dkplity the negative voltage Is applied at alt 
tloMi and th? phamoiMron Is gated to It» free running state by the appljca- 
lion of a positive pulse at point H of Figure JO-10 This positive pulse places 
a reverie bias un CR1 and remove« the reverse bias from CR2 and the phan- 
tsMron is permitted to free run (or the duration of the pulse. The actual 
voltage change at the output of the circuit is determined by the width of the 
gating pulse and by the time constant of CS, R6, and R7. If the input pulse 
is held at a constant widths then the magnitude of the step It determined by 
R6 and may be chctnged at any time. 

The |xMitlve pulse for gating the phantasiron It generated by a monostable 

1 
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flip-flop which In turn It triggered by the flyback of the receiver »weep. By 
making R2 and R7 preset adjustment» the minimum and maximum number 
of "linns" in the vertical direction can be net. 

Since th« actual stepping in the vertical direction is determined by the 
positive pulsewidth, It !• possible to use the neg5tive pulse present at the 
other plate of '.he monostabls flip-flop to pie off any incoming vide» during 
the aciiwl stepping action. 

By the addition of diode CR3 (and dosing SI) the phantastron can be 
prevented from recycling ?ven though the positive Input gating pulse con- 
tinues to be applied. At some pablt on the cathode return resistor of V4 
there Is a potential that equals the grid voltage of VJ just prior to flyback 
of the phantastron. Prior to this time the grid voltage of V3 is rising and the 
-sthixle voltage of V4 Is falling and CR3 has a reverse bias applied to It. At 
the ingtant that the voltages on the cathode and anode of CRJ become equal 
the action of the phantastron is stopped. The point of Its cycle at which these 
voltages become equal Is determined by the setting of RIB and this "catch*' 
control can be set so that the action U -topped M the top of its cycle by 
cloeir« S! and adjusting Ri8. With SI open the vertical deflection of the 
beam is la an "automatic" recycle coridltion. With SI closed the mode Is 
te.-n.ed "maru*1" recycle The manual recycling is accomp'.Uhrd by the 
application of a ne^Mive pulse to the suppressor of VJ. Switch S3 serves 
this purpoae; It is a mon^n'ary contact typ«' wh!.*h discharges the negatively 
cha.'4fd condenser C4 through R20. 

The flyback of the phantastron Is in a direction opposite to the individual 
»trps and can be u.*«d lo MttMHU'cally fas' the visual storage tube. By 
means of a switch this function can be mad* autuniat'c or manual. 

Thi« flyback voliage can be uted to actuate a framing camera such as the 
KU2 and an output of the earners used to erase the Infotmation stored on 
the storage tub«. In this way a complete record of all intercepts can be 
maintained. Thi» mode of operation is discussed in rietati !n Section Jö,5.1 

SO.2.7  Krc 1,11« ney Trsmafrr 
It Is often necesaary to transfer frequency from the locsl otvillatof of an 

Intercept receiver to the iocal usclliiUor of « pawlve track receiver. This may 
be wr. mplbhed uning many ditfefent techniques. The particular method 
dmribed here allows fur storage of the LO frequency in a resonant cavity 
thus providing uptimum use of the Intercept equipment. 

The frequency transfer system Is described with (he aid of the block 
dlagmm of FUure S0»li. A «mall »mount of r f energy from the intercept 
receiver lues! oKlllntor Is coupled Into a renonant cavity. The cavity Is tuned 
to the LO frequency by a motor driven «lug. The tuning of the envity i» ac- 
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compliiherf in two itep». 1) In slew, the cavity b comlderrd to be tuned off. 
Power ii applied to the motor to bring the «wily near the proper frequency, 
At the point where cryktal current appears, «ufftdent gain In the flew channel 
will operate the relay which connecti one winding of the motor to < eervo 
amplifier. 2) In the cervo position the tuning of the cavity ii nulled by the 
■ervo. The cavity it made to eerve as a microwave dlicrlminator by mrc'ian- 
ii illy deflecting one tide of the cavity at an nudlo frequency. Ttaii generk"* 
ail error signal for the servo. 

Once the cavity is nulled with the Intercept 1.0 frequency, the cavity 
motor is turned off find the frequency stored. The frequency can be trans- 
ferred to any other LO at any time. To sccumpllsh this 'ransfer another 
servo iimilar to the one described here is required to null the LO of the pav 
live track receiver. 

The frequency transfer system described here has been greatly simplified 
The particular application wilt  require speciflr compensating networks tu 
»tabiliie the servo. Using Carcinotron I'xal oscillators in S-band it is po» 
sihle to transfer frequencies with a precision of 0,5 mc and better. The 
transfer Unw can be made as small as 100 mllllseconda. 

Another frequency transfer system 's suggested by Melchor and V'artanian, 
{/'roc. IRK, February 1956) In this system the cavity described above is re- 
placed by a coas line filled with the parsmsgnctic substance, hydmyl. A mi.«- 
net is placed around the coax line and provided with two windings, A d-c current 
through one binding determines the frequency of the sharp resonance line 
of hydrasyl. The n-c winding provides a means of moduhting the r-f fre- 
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quency. A means cf dewing and nulling the d-c current can be prevkkd in a 
manner timilar to that demonitrated above. 

N 
\ 

30.2.8 VoUsge-Fre;{uei:ry Ltaeariiuitlon vt Backwani Wave Owil- 
lators 

Applications cf s. microwave receiver using a backward wave oiciilatur as a 
voltage tuned local oscillator are complicated by the ncnlirnssr relationship 
between the collector voltage and LO frequency. A typica'i tuning curve is 

Illustrated in Figure 30-12. It Is 
-"■ usually desirable to have the LO 

scan in frequency iineariy with 
time, This can be accomplished oy 
distorting n linear sweep voltage 
before it is nppticd to the collector. 
The distorting network is called a 
linep riser. 

A lineariser can be constructed 
using the cn-off characteristics of 
diodes as nonlinear circuit ele- 
ments. In this way a desired func- 
tion is replaced by a number of 

straight line segments. Such a circuit functions w a varlabt? atten- 
uator with the diodes switching in or out arbitrary amounts of attenuation. 
Toe voltage level at which a particular diode switches is fixed by connecting 
the diode to an appropriate bias voltage. A linearizer circuit Is iilu.itrated !n 
Figure 30-IJ.. Its input and output characteristics are shown in Figure 
JO-lib. 

A complele BWO frequency sweep circuit u»in« a lineariser is shown In 
Figure 10-14. A low level linear sweep voltage Is applied to this citcuit. The 
Input voltage is distorted, shifted in level, and used as a reference voltage 
In a high voltage power sujiply regulator to obtain '.he voltpge level rciuired 
by the BWO c-illector. 

finoss 10-lJ   Typtical  tuning curve  (or a 
btckwird wsvt ulctllotor 

30.3  Anaharr Clrt-ulU 

3U.S.1  The Aulomatlr ThrvalKtid ( in ul> 
Ihr kMonwtk threshold circuit h uscfu' In rrK^tx rating (he pulxe output 

of inlercrpt receiver». It will provlilc almont noine-fre« vidt-o from the re- 
ceiver to analysb «;r riH-ardlng e<|uipinenl over wide ranges of receiver gain 
and noise level. 

The automulic threshold cinuit eMablidm a cupping level jus. aSove the 
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noi« gbd redenrratet ■ 0.2 wll »lice oi the receiver vid at thl« level. The 
level ia tulomatirally aJjuikiH by drf nuiac level. Thli la accompllnhed hy 
amplifylnK nnd drtectin« tw.i- ndi*. 

The bio r Hiaftram of the suiutiMtic threahuld circuit it lllualrnied in 
figure iO-IS. ITie mii»e •mpllfier hai i low frequency cutoff »uch that it ha» 
»eglifible re»p«n»e to the video The diode »liter clipi the receiver video Ju»t 
above the viki level. The 0.2 vidt »lice I» taken to prevent overdrivln« the 
«M« amplifter whkh follow». A thrc»hold tiicult i» »huwn in Figure JO-16. 

The thrmhold tircuil piwidn vfdeo for recording and analy»» In a mannet 
in»en»iiive to receiver gain netting or noise level. The »ignal level required 
for the regeneration of the receiver viiieo i« nominally H db above that »ignnl 
level which yield» a S > N lu N iBlio of 2: i. 

AO.3.2   Pube K Urit. lor 
l'u)»e extractor* an useful in extracting unwanted pul»e train» from the 



- 

30-16 

I ITU 

ELECTRONIC COUNTERMEASURES 

.11». M. 

luuJ 
ff*iMM1 

*m -IM 
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fKivu   10-IS    Btotk   dtMwm   of 
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K.urcfpt rftflvfr output Th» prf of the unwanted t'gntl mujt b« m*nmlly 
Ml into vö« unit. Of, it m*y 'M m*d« to *c«n in prf, lock on the ftm intf- 
c«pt*d prf, »Ad f«tract th« pull* train to which it U lynchroniaed. 

Tht puim «tractor can alio b* u»*d u a lignal atUction unit «ad gMMntU 
a lifnal to »top tha (raqvwncy »can of a r«c«lv»r whan it hai intercaptad a 
tifnal wtth tht pitMt prf In thli mod« of operation th« aatractor ha« • 
harmonic luacaptibility and thouid be uacd only at hlRh repetition ratn 
when the probability of a harmook (lop i» remote. 

The lynchronliinff circuit in th» put»« extractor it a triggered delay circuit 
of instant recovery, Tht delay will «ynchronla« with a pulac train whoae 
period it «tightly greater than the delay the f.r>( time it is irie.gereH by a 
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Tr.- ir A0-16   Sch«m»tlr of tulomcttc Ihrrihold circuit 

puiM to thai trair;. The delny will not low sync u IODR «I the pulie train 
U ptv-^nt un!e;» inothf train appean which better qualiflei in |>r(, In thin 
c**r the »ytKhronJiing circuit «ill «witch pulae traim. 

The delay circuit o( InaUnt recovery' '» WtAt «p of two delayi In ccacade 
with »n Inhibitor whkh prevent» the ftrtt from bs'nu trlggertd Wore the 
•Way o( she aecand U caTt, L .e The two delay, provide time tor recovery 
trf each ladivlduai delay circuit The delay circuit ii lliujira!»d in Figure 30-1? 

=H^©^D- 
Wmvm M4I   Detay drruli of f«»« 

The htodi dtecram o( the cocnpiete pulae extractor U ahown In Figure Ju- 
li UM Gate, Q, «I the output "ii the rapid recovery delay cauit 1* uaed to 
deierralae «IM« the inaue* tecovery delay tt lyncbroniaed with a pulae train. 
H i hit MI: la AIM with video pulaea arveral time« in lucceuion, it can be 
CBftiidWl that the tttractta la tynchrtmiied with a pulae train and thia aame 
fate may be u*«d to extract pulae« from the Input vide« This gate determine« 
ih« raaolutiofl of the unit aa weil «a the amount of video attracted. The ttate 
may have any width deairaWe However, a H«te of S to 10 ger^i»» -.' «i' 
deiay to nominal.   
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The "And 2" circuit is used to determine when Gate G is filled with video 
pulses, The output of the 'And 2" circuit triggers a multivibrator which 
gates a step counter. A predetermined count of 4 or 5 will operate the Schmidt 
trigger and at this point pulse extraction begins. The step counter I« dumped 
when the Gate, G, is void of pulses twice In nteeSKnüh This is accomplished 
by ths parts of the drcvM rcprenented by U, Ds, Bii and "AwJ 3." The 
reader U kfi with the simple task of determining the operation of this part 
of the logic. 

S0.S.3 Slfnal Selection ClrculU 
Signal selection circuits are ■■•fd ia Jetecttng the presence of signals known 

to b* ihisai» on the basis of signal parameters. When the presence of a 
signal threat is detected, an alarm Is generated and a Jammer can be brought 
into action. The threats may be Identltled on the basis of any combination of 
pulsewldth, prf, and the number of pulses In the pulse code groups. The 
signal selectors can be connected in cascade to set up the proper combination 
of parameters. In the cascade connection it is logical that the order of pulse- 
width, prf, pulse code br maintained because a pulsewldth discriminator is 
least susceptible to interference and a pulse code presence detector Is the 
most susceptible u. Interference. 

30.3.4 PuUcwldth PUcrlminato^ 
The puke» rjsn an intercept receiver c:in be cxaml i on an Individual 

oasis. Thus the pulse width discriminator has no si)», kant interference 
problem. However, to obtain rcctanKuliir puUcs from «n Intercept receiver, 
the receiver must be wide band. This means a sacrifice of sensitivity and an 
Invitation for interference which may cause difficulty for other equipment«. 
Therefore, It Is profitable to compromise and pwrnit a limited degradation of 
pulse shape for greater frcquenry selectivity and receiver sensitivity. 
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The puUe width discriminator will be of leu value now and it is dangerous 
to make the channel widths too narrow or have too tittle overlap. The block 
diagram of a single channel of a channelixed pulse width discriminator is 

shown in Figure 30-19. The input I«»»'. 

—•— 

> 

X^3 

-S* 
Ftou«E 30-19   Block ■iiiitim ui pulK 

dlKrlmiiuttcr chsrncl 
width 

pulses are differentiated. The lead- 
ing edge is delayed an amount 
equal to the minimum width of 
pulse which will quslify. The aa- 
layed trigger generates & gate 
equal to the acceptance range of 
the channel. If the trailing edge cf 

the input pulse fails within this gate, the channel will provide a short pulse 
output. This pulsu can be used to operate a pit Alter or a pulse code »elec- 
tion unit. The inhibitor and Gate 2 are used to prohibit the quallfkatbn of 
a pulse code group as a long pulse. 

«1.8.5 FRF Sclwtor 
The prf selector recognises the presence of a pulsed signal with a preset 

prf in the output of an Intercept receiver. The selector dfMcrlbed here will 
perform its function when interfering pulse trains ufe present. The prf 
selector Is a Alter which responds to the fundamental frequency component 
of a pulse train. Special techniques are required to eliminate subharmonic 
ambiguities berause pulse trains are rich in harmonic content. The mathema- 
tical analysis below shows that the harmonic ambiguities can be eliminated 
on an amplitude basis providing the Input video pulses are standardised. 

The operation of the prf Alter is described with the aid of the block db 

_____       Kr"ü 

i—_—I_J i 1 i 1      frequency components whose am- 
riauu   JO-JO   Bicrk   dlagrsm   of      plltudes are given by* 

prf filler 

/4K = 2£O 
S r sin IT KlrS 1 

where Ea = the pulse amplitude 
S = the pulsewtdth 
»r •-: the puise period 
/, ts. repetition frequency 
K = order of the harmonic 

»Pri.ndpki cf K«il»r 2nd Ed, Slttf MIT Htdir Schoul pp. 4-14. 
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The extminaUon u( the ebove expreulon reveali th»! :hc vaiua Snslde the 
brwkeu li s sin x/x funrtio" zi-.d lr equal to unity for the first icveral har- 
wnnl;;. T.'icrelore 

A* m» 2fi«5 

Hrnce, for the harmonic« of greatest concern, the ampiitudee O'I the fre- 
quency component» are inveriely proportional to the ItHviamentvi pulse 
period. For example the 1000 cycle component of a 500 rydo palm t'nln Is 
one-half the 1000 cycle component of a 1000 cycle pull« Uain. TrmfU'j", I'M 

■ubh^rmonic ambiguitiei can be eliminated with an amplitud«' «eiector. The 
pulse standardiser of Figure 30-30 must regenera'e «fsy pulse ii« each pulse 
train and only one pulse for a pulse code f'zap or echo train. This require- 
ment is imposed by (he amplitud* Section circuit. The Alter will normally 
be low Q, A notch ftlte-- or a pulsed Hartely oscillator will provide a prf 
resolution of abrji 3 percent. As the bandwidth is broadened it becomes more 
difAcul*. Ui discrimintte against harmonics of low prf sigmils. It is difficult 
;u design the prf Alter so that It can be manually tuned. It is a laborious 
tracking design ptoblem, Complete prf analysts with miniaturised Alters can 
be accomplished with about 12 Alters per octave. A simple prf Alter circuit 
is shown In Figure 30-21. 

\moi    km f I |t' 

par 
FICUSK .«O-il   PRF ftlt:r 

T*1 . a filter will operote satisfactorily when pulse trains are intermixed. 
' ,» (MMuible to generate gttes which will gate out the video pulse that has 

cuuned thy filter to rinp:. .'hus the video signal that has qualified in prf can 
U? gau-d to a pulse ;ode neleclor, The gate which gates the video eft»! be 
generated from tb' tip of the sinewave generated by the filter. The gate» 
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genemled in thii minnsr »re In the order of 25 percent oi the period. 
Shorter gftte» can be generated by cwcading the prf Alter and extractor o( 
Section 30.3.2 with the Alter and pulse extractor set to the Mine prf. 

30.S.6 Pulae Cod« Pr«e«tee Detector 
Interleaved pulse trains place pulses close together at Intervals such that a 

simple pulse code presence detector will generate many false stops as a result 
of Interference. A computer of considerable magnitude is required with a 
pulse code selector to measure and handle the data necessary for perfect 
operation of the selector unit. On the other hand, it seems that the most 
practical approach is to depend upon frequency, pulsewldth, and prf selec- 
tion to («move the interference and construct the simplest pulse code »elector 
possible. 

r">       i - T_ 

J 

II*I>IIII jjFTMumyTJfTifiMHi gBjECB^I 

Fioukt io-"   Risen liiagrsm of pulu cod« prntnc» litUstor 

The block diagram of Figure 30-22 illu!ti«tes a pulse code presence de- 
tector with a limited interference capability. With the selector set on 3 or 
above, the selector will pr jduce a receiver scan stop signal after two successive 
proper counts ot pulses in the Input gate of 40 microseconds, In the "succes- 
slvs" counting, counts of 1 are ignored. This minimises the effect of interfer- 
ence of a single pulse train. Howeveir, with the selector set on 2 or less, an 
Interfering putse train will usually generate a false stop or prevent a legitimate 
stop depending on circumstances. The manner in which this logic Is accomp- 
lished In the pulse code presence detector Illustrated In Figure 30-22 Is left to 
the reader. 

90.3.7 New Signal Quallflcatlon 
The new signal qualiftcation unit provides an alarm for an KLINT pro- 

cedure when a new signal appears. The new signal qualiftcation described 
here is on the basis of frequency only, although it is possible to make use of 
other parameters by extending the techniques. 

The method of detecting new signals uses two Radechon storage tubes 

y 

■^ 
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in H scan to r «n compariion lyitem which compartt the (requcnciet of alt 
lign*!« ip^rccpted on out ican of a receiver with «he (requenciea of the »ig- 
nals '..itercepted during the previous «everat Kan», as controlled by the partial 
.ruure of the storage tubes. Any signal appearing suddenly at a ne* fre- 
quency qualiftes as a new signal and generates an a'arm *t>f. M new signal 
atop. 

The intercept receiver provides a hor'.«untal deflection voltage to the 
storage tubci proportional to frequency. One tube Is In the "read" condition 
and the other in a "writ« state. The receiver video la standardised and u.«*d 
tn intensity .Modulate both tube« together. If an intercepted signal it an 
Md" signal, readout Is obtained from the tube In the "read" state. This din- 
qualiftes the signal as a new signal. If no readout Is pioduced, the circuits 
recognize this as a new signal, an alarm is generated and the receiver Is 
stopped on frequency. Normally, when no new signal is found, at the end of 
each frequency scan the read and write functions are reversed for the next 
frequency Kan. 

1'he storage tubes consist of a standard cathode ray gun with electrostatic 
deflection. The storage area consists of a barrier grid placed in contact with 
I dielectric layer; a bucking plate is In contact with the back side of the 
dielectric. 

Storage is accomplished by applying a positive voltage to the backing 
electrode and turning the beam on, Readout is accomplished by returning 
the bucking electrode to ground potential, positioning the beam to the desired 
point, und turning it on. 

In this system an r-f type of readout is used. No r-f Is applied to the tube 
In the write condition when a spot la stored. A i S mc r-i voltage is applied to 
the vertical daflection plutes of the tube In the read ciHidltlon, The reuding 
bcum intersect» thr spot at a 30 mc rule and the barrier gild output is umpll- 
licil by ti 30 mc umpllfler. 

A block diugrum Is »hown in Eigitre 3C's3> tha iunctlon is £3 followr. 
The push-pull detection umpllftcr» provide horisontal deflection or. the 

storage tubes. 
Flyback of the recdvtT is difleramlaUd by the trigaer amplifier, a blocUim, 

osiillutor eireult. The blocking oiciUstor is used to trigger the »toraxe »wiU:;i- 
ing circuit, consisting of u bistable muilivibmtor und cathode follower» tc 
furnish the remi-write switching und guling voltages, 

The receiver video is passed through u threshold unit to provide none 
free video. The threshold video is applied to a gat« trigger ampllftfr, The 
parpose of the gute is to prevent storing or reiuiing out during flvlw.k or 
when the receiver Is in u stop condition. These two gull's «re mixed in '.n OR 
circulJ and applied to the TRIG AMF/OATE. 
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The output of ttv TRIG AMP/ÜATE is used to trigger a monoatuble mul- 
tivibrator thus st« idardlzing the input video in amplitude and width. 

Readout Is ga'ed through from the tube in the read condition and ampli- 
fied by a 30 nv ampllAer and detected. A trifwr is generated from readout; 
this triggers a jnultivibrator producing a negative gate to Inhibit the delayed 
»tandard vid. o. 

Should n i readout exist this inhibitor passes delayed standard video and 
Is counter1! In a step-charge counter, Consecutive pulses cause the counter to 
trigger t'.s stop multivibrator, The purpose of the step-charge counter is to 
prevenr random noise pulNos frum stopping the receiver and generating a 
false '.Urm, 

A')er a stop is produced the stop bistable multivibrator Is manually reset; 
at '.?« same time blanking Is supplied to the delayed standard video as (he 
rtrMvtr leaves the passband, preventing stops from being generated on the 
M.me signal. 

The IS mc otclUator and gates provide the r-f r« d voltage to the ap- 
propriate tube. 

To prevent saturation of storage a means of partial erase is provided by 
the erase generator. This consists of an astable multivibrator and gate circuits 
for applying erase to the tube in the read condition, Reading is un erase 
process. Amplitude and and prf are variable which allows adjustment of the 
erase ti-ne. 

The erase voltage and standard video are mixed in an OR cathode follower 
circuit; this drives the grid of the storage tubes providing the intensity mod- 
ulation needed for storage and re'.dout. 
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30.3.8 PRF Correlators 
In this system an r-f type of readout Is mud No t4 is applied to the tube 

transmitter determine the effects of Its jamming upon a victim beacon. When 
thi- Jamming h effective the nonr.Vi response of the beacon to its legitimate 
Intcrroguii n will be altered. This change In the beacon oiifput can be 
detected by observing the output of a passive track receiver tuned to the 
beacon frequency. 

The change In the beacon response will take one of two forms. 1) the 
Jamming may cause the beacon to fall to respond to Its legitimate interroga- 
tion consistently, or 2) the Jamming may cause the beacon response to con- 
tain extra pulses as it responds to the Jamming transmitter. The equipments 
employed to determine when these effects are present are referred to as prf 
correlators. 

The simplest way to determine whether the Jamming is effective is to 
measure the beacon prf and detect any change in prf due to Jamming An- 
other method employs a prf Alter to detect the pretence of the transmitter 
prf in the beacon response, Two correlators will be described here: 1) the 
Non-Periodicity Correlator which determines whether there are any missing 
or extra pulses In the beacon response and, 2) the Pulse Position Correlator 
which searches the beacon response for pulses in synchronism with the trans- 
mitter Jamming pulses, 

80.3.9 The NoifPeriodlctly Correlator 
The Non-Periodicity Correlator examines the beacon response for missing 

or extra pulses. Two outputs are provided from the correlator. One output 
It generated when greater than a preset portion of the beacon pulse» are 
misting. The second uatput is generated when greater than a preset percent 
of the Jamming pulse» elicit extra beacon retpontet. 

The operation of the Nun-Periodicity Correlator it detcribed with the aid of 
the block diagram of Figure 30-24. The batic circuit is a prf circuit of font 
response. The prf it measured by generating tawteeth between pultet. These 
sawteeth are peak detected fur a measure of pulse period. The putte period it 
Integrated tor a short time average and ttorage. The meaturing and storing 
It a continuing procett. 

The Individual tawteeth are compared with the short time average pulse 
period. When a pulse Is missing in the beacon response the length of the 
sweep it doubled. A mittlng pulte it detected when a tweep It generated 
which is greater than the average pulse period. 

When the pat*ive track receiver it intentionally blanked to prntect the 
mixer circuitt from high power trantmitter», beacon pultes are inadvertently 
missed   This meant that ■ small percentage of the beacon pulses will be 

I 

' 
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FIOUKK J0-J4   Block diagram of Non-Ptrlodlclty Correlator 

mlswd becauac of recelver-tranamitter proximity. The up-und-down counter 
impoMi the requirement that a certain percentage of the beacon reaponiwi 
muit be missti before the puUe-mlailng channel provides an output. The 
counter counts up 7 for a milling pulae and down 1 for every received pulie, 
An output will be generated when more than 1 of every 7 pulses are missing. 
The Mlection of the ratio of i :7 and the threshold level It arbitrary, 

The presence of extra pulses in the beacon response is detected by com- 
paring the Instantaneous value uf the peak detected sawteeth (Instantaneous 
pulse period) with the short time average pulse period. An extra pulse will 
shorten the sweep and cause an abrupt decrease in the measured pulse period. 
When a certain percentage of the transmitter pulses result In extra pulses in 
the beacon response as determined by the second up-and-down counter, an 
output will be generated in the extra pulse channel. 

SO.a.lO PUIM Poaillon CorruUtor 
The Pulse Position Correlator is used to determine when the response uf 

the victim beacon contains pulses In synchronism with the transmitter 
pulws. The beacon pulses are stored in their proper time phase position with 
respect to the transmitter pulses. When several beacon pulses fall In the 
same time position, with respect to the transmitter pulse, In succession or «1- 
ternate succession a synchronised beacon output Is detected and an output 
signal generated. 

Several means are available (or the storage mechanism. Time can be 
quantized and the incoming beacon pulses can be fed into n shift register. 
Another way of storing the pulse position data is to employ storage tubes 
such a» the RCA Radcchon ca'hode ray storage tube. The sweep Is triggered 
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by the transmitter pretrigger and the tubes are Intensity modulated by the 
beacon pulses, A scan to scan comparison technique is used to determine 
when the beacon pulses have a component in synchronism with the trans- 
mitter pulses, A block diagram of the Pulse Position Correlator is shown in 

FWUK iQ-JS   Block dlainm o( Pulw Poittlon Correlator 

Figure 30-25), The synchroniiing circuits controls the programming of the 
read, write, and erase functions of the tubes. When storing or writing, the 
tubes in the "read" position are examined for readout. If any readout occurs 
from the tubes, an output signal Is generated Three storage tubes are used 
to facilitate the read, write, and erase function switching. Usually It is desir- 
able to eraxe tftOT eaih lime the tube has ben in the read condition. How- 
ever, this requires that, to correlate, the beacon must respond to the trans- 
mitler twice In succession. This may prove to be unlikely, particularly when 
a high prf is used. Thus it may iiot be desirable to erase after ■ ery read 
sweep. The beacon pulses can be stored lunger by erasing less often, theieby 
Increasing the reliability of the correlator. 

.10.3.11  A RaiiRe Unit 
One of the variables required to determine missile trajectory is range, A 

range system is described which will obtain range information in the presence 
of interference. The range data will be in error an amount corresponding to 
missile beacon response time. The range unit employs a scan comparison 
method with two Radechon storage tubes. 

The range unit is illustrated in the block diagram of Figure ,10-26. The 
transmitter prf used is assumed low enough ID rliminutc the possibility of a 
range ambiguity. When the transmitter is keyed for ranging, a sweep is 
applied to each of two Radechon storage tuiws The received video is stand- 
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trdised »nd used to intensity modulate the lube» together. One of the storage 
tubes Is in the "write" state; the other is In the "read" Mate. When a pulse 
is received it is stored In the proper time position with respect to the trans- 
mitter pretrigger on the tube in the "write" state. If at this point, any readout 
is obtained from the tube in the 'read" state, It is assumed that these are 
replies from the transmitter pulses. In this regard we have essentially a 
pulse position correlator operating at a low prf, The range data is best ob- 
tained by starting a 1-nic counter with the transmitter pretrigger and stop- 
ping the counter with the correlated output from the storage and scan com- 
parison circuits. Improved operation of the ranve unit can be obtainrd by 
eliminating «he legitimate beacon responses with a pulse extractor. 

For storage and readout operation refer to the New Signal Qualification 
Unit (Section 30.3.7). 

The operation of the range unit is described as follows: A trigKer amplifier 
Is used to start a 1 mc counter and a delay phantastron, and also trigger the 
Btorage switching circuit from "read" to "write" condition. 

The delay phantastron provides a fixed delay time to eliminate all signals 
within u minimum undeslred range, This delay triggers a storage sweep cir- 
cuit which furnishes sweep voltage for storage and also a gate voltage lor 
allowing video to be stored. 

The storage sweep circuit triggers an erase circuit on flyback, which furn- 
ishes a second sweep fur ihr tubes as well as an erase voltage applied to the 
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tube In ths read condition by the erase sates, reading being an eras« process. 
The tube in the read state is erased at the end of the storage sweep. The 
storage sweep and erase sweep are mixed and a push-pull deflection amplifier 
feeds the horizontal deflection plates of the Radechons. 

The video Is applied to a trigger gate circuit which allows a trigger to be 
passed only during the storage sweep. This triggers a mnnostable multi- 
vibrator, standardising the Input video. This standard video is then applied 
to the grid of the storage tube» through an OR circuit where it Is mixed with 
the trase intensity gates. 

Readout Is accomplished by supplying a 15 mc r-f voltage to the tube in 
the read condition. The stored spot Is Intersected at a JO mc rate and a JO 
mc ampliAer provides a readout pulse. 

The readout '• shaped and used to stop the ! mc counter. 
If no readout is produced, a reset is obtained from the flyback of the 

eraw sweep which also stops the counter. 
Focusing of the storage tubes Is accomplished by storing in one pulse and 

reading out continuously with the focus multivibrator. The readout wave- 
shape time Is proportional to the spot t lameter and can be adjusted by the 
focus control. 

80.8.12 Slfnal Simulators 
In the development, maintenance and test of complex Intercept or active 

countermeasure systems, signal ilmulttinn is a prime requirement. It is 
Important that maintenance personnel have test equipment which will enable 
them to do the simple tasks such as checking receiver sensitivity and nlso to 
accomplish tracker and transmitte- prugrmmlng. An engineering Aeld test 
by airborne equipment ihould nut be err I to check out a countermeasure 
system. 

It is usually a simple task to conatri' a simulator tailored to the specific 
system requirements. The simulator can trigger or modulate a standard 
signal pamlm whose output can be coupled through directioncl couplers to 
the receiving and analysis equipment. Dry runs and system checkout can be 
accnmplishfd by merely thrnwinK a switch. PrugrammlnK procedures can be 
simulated either on a video or i f basis. It is often desirable to build simula- 
tion equipments to check out equipment subsystems to avoid involving the 
whole countermeasure system. 

Kxamplfs of countermearure simulators are listed below. 
i. Scannliig radar burst simulator; see Figure JO-27. The block diagram 

Is self-explanatory. 
2. Beacon signal and ranging simulator, «itnulating Jamming effect of miss- 

ing pulites and extra pulses. The beacon signal simulator of Figure 30-28 is 
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useful in quickly checking the Non-Periodicity Correlator, the Pulte Potitlon 
Correlttor and Range Unit. The simulator provides at one output a simulated 
beacon response where pulses may 01 may not be missing in variable amounts. 
The pulses are gated out in a random fashion. The output for the Pulse Pwition 
Correlator contains an unsynchronised beacon putac train with mixed pulses at 
a controlled range which are synchronised with the simulated transmitter pre- 
trigger. The transmitter pretriggcr and Puise Position Correlator outputs 
provide a means of checking range systems. The motor-driven delay simulates 
range rates. 

Pinuts JO-n    Sc«nnlng ndit burn Fuiuu JO-21    Block JU|f»m of b«««>n ilmul 
limuUtor »nd riniinp ilmulilor 

50.4 Transmitter Cirruiu 

80.4.1   PulM<d Tranimitier Duty Cycle Monitor 
The duty cycle of a pulsed transmitter must normally be controlled io 

prevent damaging the power otcillator tube. This problem requires ipecial 
attention when variable puisewidths and repetition rates are employed. Nor- 
mally the puliewidth is determined by the tactical situation nnd the prf is 
adjusted for the desired duty cycle. In most case« the prf is maintained at its 
maximum possible value depending upon the duty cycle specified by the 
power oKÜlator tube manufactucer. 

The diuy cycle of a transmitter is given by 

D m W' (3C-1) 

where   D m the duty cycle 
W — the transmitted pulsewidth 

/ 7s the repetition rate 

The above relationship indicates that for a constant duty cycle the prf 
must vary Inversely with the pulsewidth. 
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The basic repetition rate generator is a plate-to-grid coupled astahle multi- 
vibrator with the grid return voltage £» connected to a variable voltage source 
which provides a voltage proportional to the pulaewidth. The multivibrator 
is illustrated in Figure 30-29. 

PiaURK J0-29   PHF multlvtbrttor «,.u »huplnn circuit 

For a symmetrical multivibrator, the period of oscillation it given by 

T = 2 AC ln (1" I I) 
where I?« == grid return voltage 

Kt -. plate voltnge swing during transition 
fi, := tube cut-off voltage 
R -   grid resistance 
C ~ plate-to-grid timing capm iinr 

Inverting we ge: 

= ike ,n [K I /•:,/ 

(30-2) 

(30-3) 

For vulue» of /•.'„    • 0 

/ = .I  i «/•:„ (30-4) 

' 
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The constants A and B can be evaluated graphically from Eq (30-3). 
The fart that the prf haa a linear relationship to the grid return voltage 
makes it possible to use this circuit to provide a constant duty cycle for 
•'arlable pulsewldths. 

For the purixise nt Jhl* dlmwlon it is assumeH that the pu'sewidth of the 
transmitter is step-variable, by closing switches the width is increasetl by 
fixed increments. Figure 30-30a shows a bridg» voltage divider circuit to pro- 
vide voltage A', as a function of the number of pulsewidth increment«, A'. 
In Figure 30-30b the circuit has been reduced to its approximate equivalent 
circuit. £| and /v.. are voltages to be determined. A' I» a constant and n is the 
number of pulsewidth switches closed. It is assumed that the on-ufl switches 
controlling the number of pulsewidth increments switch the bridge resistors 
In and out. 

From Figure 30-30, 

irid -• •    r 
_________ s      ^ 

LLU Lifr 
PlßVRR iO-JO   Hrltinr voltiRc «llvldfr 

Ä. ^ 
K.r»\ "" W(Ky 

(30-5) 
n   j   A 

Substituting Eg equal to /f//f and combining Kq (30-4) and (30-5) yields 

M 4  fl/-:,) 

Multiplying each side of (30-6) by .V we get 

(30-6) 

(30-7) 

Not* thut .V «ml n «re differ.-'nt. A' is the actui?! number of pulsewidth 
increments, n i» ihe number of bridge »witches closed, With no switrhes 
closed let ,V be 2. Then if K I» equal to 2, Kq (30-7) reduce:, t'» 

A7 = A (i   I  «£,) (30-8) 

' 

«mHBHHHnHH^i 



30-32 ELECTRONIC COUNTERMEASURES 

For ■ constant duty cycle 

K (A + BEi) = Coniunt (30-9) 

Fot small values of K such u 2, Et may be large, With £. of 450 volts 
it is possible to obtain a 10 to t variation in pulsewldth and control the duty 
factor within ± 10 percent. 

The automatic control of duty cycle with continuously variable pulsewldth 
Is (xissible by converting pulsewldth measurements into an analog voltage and 
using the same prf control circuit Illustrated in Figure 30-20, 

30.4.2 Tranamitler Aulomillr Frsquenry Control 
High performance countermeasure systems require that the Jamming trans- 

mitter be capable uf scanning and stopping in frequency rapidly. Also they 
must be accurately set on frequency at critical times. This is tlifikult to 

Fiutsi.  JO-.ll    Rluck  dtagrim  ol  trtrumlu.-r  «!r  »yiUm 
(. r nwvhsnlttU} tuned oKllUtiim 

mcumplish when the transmitter is mechanically tuned. Two afc systems are 
described below. The nrst is applicable to mechanically tuned magnetron osc- 
illators. The second Is Applicable to a voltage tuned carcinotron oscillator. 

Sn.4.S    AFC Hyalent for a Mf< hxnlcally Tuneti Transmltlur 
A bUnk diagram of an afc system for n mechanically tuned transmitter is 

llluoliated In Figure 30-31, The frequency control Is accomplished in two 
steps, coarse «ml fine. The course frequency control is a ;milion servo which 
will set the transmitter frequency within 10 mc. At this point the Ane fre- 
quency control takes over and fine tuning i« accomplished The backward 
wave reference osclliatoi is tuned with a d-c voltage, A potentiometer on the 
tuning sb'tft of the magnetron hu » voh,!;;'- uppllcd. A position servo 
motches these two voltages to uciompllsh the course tuning, 

For une timing of the trunsmilter, a small amount of r-f energy from the 
transniittef is mixed with r-f from the reference osiillator. The output of 
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the mixer Is umplifted in a 30 mc, wideband, i-f umplifier. Thr reference 
oscillator is normally 30 mc below the transmitter frequency. The image is 
removed by the coarse frequency control system. 

The i-f amplifier provides an output of video pulses and also a d. :;'■, \r- 
ator output. The discriminator output is pulses which vary in amplitwt-; 
from —10 to 4 10 volt». The presence of the video pulses causes tile efc 
system to switch from coarse to Ane control. The pulses from the discrimi- 
nator are stretched and peak detected to obtain a d-c control voltage to 
drive the fine tuning servo. 

When a stop signal is applied to the afc circuit the reference oscillator is 
flrtt stopped because it is voltage tuned. Then the transmitter will align 
itaelf with the reference frequency. 

30.4.4 AFC Sy»n-rn for Voltagr Tuned TrMtsmilten 
The block diagram of Figure 30-32 illustrates an afc system by which a 

(.„,........  U ""^XT"*' 

i                         * 

L-=; H»      |»~|      «•'«. 
1               -              1 

km (to«» •*« 

PIOVRK JO-.W    Block dlaimn of afc tyttrm lor v.illnur tuntd Irammtltrr 

high power backward wave carcinotron (wlllatur is controlled by u low 
level reference signal. The operation is fully automatic in the search and 
]uck-<>n phases ol uperallun. From any off-frequency condition the time re- 
quired to lock on is less than one second. The system can track at rales of 
300 nu J.IT second per second with a.i error of 1 mc, ami can h<- oi^rated 
with any ly|>e transmitter modulation. 

Th» afc system of Figure 30-32 has two mode.« of operation, search and 
lock-on. The sparth o|)eration is useful to place the tiansmitter osciihitor on 
frequency. The phantastron sweep generator gencriites a sawtiM)th ol a I- 
second IHTICKI. This sawtooth controls ;he tuning voltug- of the carcinotron 
by adjusting the referencf voltage of the i>ower supply regUiätor. During the 
search phase the phmitastron runs free and tycln the tmnsmltter iuuing over 
and over. 

The lock-on phase of the afc opeiation holds the oscillator on the desired 
frequency once it has been reached. To accomplish lock-on, a sample of r-t 
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Fiovw iO-ii   Frtqucncy con'rul 
phinttitron 

energy from the transmltier oscillator 
is mlxeH ;ith the reference r-f In a 
broadbam. mlxei. The output of the 
mixer ii 30 mc which i» ampliAed, 
limited, and dei«c*fd by dlscriminat- 
tor. For all typei of modulation the out- 
put of the discriminator Ii pulMt. For 
all types of moüulation except pulse, 
a keyer is uxed to pulse Rate the i-f. 
The puiaes are amplified and generate 

a proper waveform to maintain the phantaslron In a quasi stable condition 
in which the sweep voltage generated Is stopped and held. In this condition 
the control loop Is complete and the transmitter frequency will track the 
reference frequency. The phantastron circuit Is shown In Figure 30-3J. 

The Image suppression amplifier 
prevents locking on the lower side- 
band. Tiu a^stem uses the lower 
sideband to open the gate which 
will then allow pulses to reach the 
clamp circuits. This Is Illustrated In 
Figure 30-34. The operation Is as 
follows: The transmitter starts 
sweeping at I and the flrst output 
from the discriminator appears at 
R. ThcM' are iwisitlve pulses whkh 
are not passed to the clamp ampli- 
flers because the gate Is closed. At 
Aer and open the gate. Positive pulses are no loiiücr available from 'he 
discriminator and no pulses will appear at the clamp amplifier. Ihr system 
1* now susceptible to locking action when positive pulses are available from 
the discriminator. Ihls hap|>ens at P when the discriminator output Is flrst 
nexatlve and then |>osltlve. If the reference pulses are lost for any reason, 
the «ale Is closed by the recycle action ui the phantastron which resets the 
bistable Hip-Hop 
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Fint'ss .(0 M   I.ock-On opcrsllon ot the 
HWM K(C tyttem 

C pulses come from the sideband ampll- 

30.4.5 Tranamilter Cuani Hand türrulle 
('•tmrd band clrru!',- «re requirvd to rllmlnate transmitter radiation at 

specific prohibited frequency banda. This is accompllahed in the meihankally 
Lined and voitiige tuned traimmltlers by blinking the modulator when the 
"sciliator is tuned to these frequencies. 

For  the rase of the mechanically  tuned trunsmltter, guard  bund cams 
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opeiBt« in conjunction vith roller actlvi'.td .nicrsswitchea (u generntr modu- 
lation blanking gate* whenever the transmitter it tuned through thp preset 
reference poaition. 

In the caw of the voltage tuned transmitter described in Section 30,4.1, 
it is convenient to arrange fur the reference otcilfaltar to be voltage tuned. 
Amplitude Mlection circuit! are used In connection with the tuning voltage 
to general«- modulator blanking gates whenever the voltage has specific levels. 
The same system can IK used with the mechanically tuned transmitter by 
doing the same thing ntth the refcrcme oscillator when it is voltage tuned. 

SO.S Heeorülng Syatema 

80.5.1    Continuous Rorording of Intercept History 
In the operation of a surveillance type receiving system it is often Important 

to record both the time and the r-f frequency of each intercept. Slow s|>eed 
chart records of receiver age, frequency, and a timing signal have been used 
in the past with some success. A new method has been devised which pro- 
vides considerable improvement in resolution of time and frequency data and 
also reduces the "bulk" of r*ma required fur a given period of time. This 
method has been successfully used with both mechanically scanned receivers 
and electronically scanned receivers. 

This method uses a visual storage tub« (Memotron) and an oscilloscope 
recordhiK camera (type KD-2). A d-c analog of the receiver tuninx is used 
fur the horiaontal deflection of the storage tube and a raster Kenerutui dis- 
places each trace vertically. A noise-riding slicer operating on the receiver 
output develops n stretched, noise-free signal which is used to intensity 
modulate the storage tube beam. Thus, a blank screen indicates no signal, 
an intensity spot indicates a signal present, and the r-f frequency is shown 
by the huriiuntal |>osition. A vertical line indicates a signal present each time 
the receiver scans that frequency. I)e|)cnding upon the number of trace« In 
the raster and the receiver sweep s|}e«d, the vertical displacement of the 
spot inditate« the time :>f the intercept. 

The raster generator used In this unit allows selection of from 40 to 400 
linen PIT raster. Compensating circuits allow a single kneb control for this 
function and regardles» of the number of lines per rosier, the entl'e usable 
sco|>e face Is utilixed. The num'wr of lines |)er raster are not limited to 400 , 
Raster» with several thousand lines are feasible since the number of lines are 
determined by the resolution required In (Imp of intercrpi. 

The camera is trignered on the recycUng of the raster generator, a .irglc 
frame exposure is made just prior to erinur*1, and a new rasUi commincei 
immediately. Each picture also shows «he data panel of the uimera which 
Ineltldn it clock and a swiep seioml hand, i; receiver »weep speed «.an be iv/ld 
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constant, the time of intercept of ■ SIKIIBI can be resolved from the photo- 
graph with a rexilution of approximately ±0.005 of the time required iu 
generate one raster. 

The sweep speed used by n scanning type receiver in a surveillance opera- 
tion is usually dictated by the intercept probaK':''" requirement, One factor 
in determining the speed is the number of pulst i is necessary to receive to 
record an intercept. In this method of recoiding, u single received pulse U 
sufficient to verify an intercept. Thli feature will usually allow the recelvtr 

Klin«». .tC-iS   Ty[.k«! {rimc-by-frtme rtcordlng of dsl« 
mtiriliil l)>  Mcmotrur- slorsg« ('Upliy «nil Kl)-I csmtrs 

to be tuned faster tUlM improving the intercept probability. Figure 30-35 is 
■n example of data recorded by the Memotron storage display and KI)-2 
camera. 

30.5.2 Fast Coullnuoiu Film Rrrurdlng 
For widcliaiul data reioriiing It is jxissible to u-c u higl. .|iccii camera 

which passes Him at a high rule of speed by the face of a cathode ray tube. 
The mmlon of the film providm the lime scale. The video tc l>e recorded is 
applied as vertical di'llctlon of ihe uilbode ray lulie beam. This type of 
recording conaumes ftlm at a high rale but this can be expected of wldebund 
recording lystvma. 

A Warrlck camera uses rdm speeds of 12S feel per second and can stop 
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and itart  rapidly  without  breaking  the  Aim,  Appropriate data  analysis 
equipment can magnify the film data to 60 mlcroiccondi per inch. 

S0.S.$ Multiplex ifocordlnn 9yeteina 
FM-FM telemetry techniques are readily applied to multiplex recording 

lystenw. In general, standard KM telemetry packages will produce a com- 
posite signal which can be recorded on a »ingle 100 cps to 100 kc track u( 
magnetic tape. The tape bandwidth is divided between (he .miltiplrxrd 
aignali. 

A block diagrtm of a mulitplex recording system is iiluitrated in Figure 
30-36. The data to be recorded 
are applied to voltage controlled 
oscillators (VCO) and cause the 
oscillator to shift over a given 
frequency band. A table of RDB 
standard subrarrler bands is shown 
as Table 3CM. The output of the 
VCO's are mixed and ine com- 
poaKe signal la recorded directly 
on a magnetic tape recorder. 

A timing ilgnz! can be recorded 
an one of the channels. On play- 

back, a set of filters are used to separate the several data channels. These 
Alters arc called demultiplexing equipment. 

Ihr multiplex recording system is, in general, very costly and complex. 
The calibratirn probkm is also multiplied. It would probably lie prefernbtc 
to use a 14 channel tape recorder rather than multiplex 14 charneli unto one 
channel of magnetic tape. 

A multiplex recording system will not be requ'red unins the number of 
required channels is greater than the number of recording tracks avaiUble 
on a single tape. Then the use of a i.tulitplex system simplifies the time cor- 
relation problems of data analysis. 

90.5.4   Time HUM for RfN-onl'ng Metlluma 
There are many recording mediums: magnetic tape, chart recorders, strip 

film continumis motion, frame by frame photography, digital printers, etc. 
When records are made on more than one instrument during a single opera- 
tion, timtcorrelation l»etween the various recorders is often difficult «pacltttly 
when remote stations urr involved, The time '.■!)rt'c!s*!,»n pryblem Is suvh th.it 
a universal time standard 1» neceaoary; «nd time must be recorded alonjl 
with the data on every record, often with accuracies of a fraction of a second. 

Kn i »i    to .(6   hlock  disxrim  o(   Ihr   thrte 
channel   mulsiimx   racurdlni   syttrm 
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Radio station WWV provideR the required univeriwi time reference. Thli 
It a ÜBM reference only, i'recislon timing equipment« capable of generating 
accurate timing Information for long period» of time must be used to gener- 
atf the actual timing signals. These timing signal generators can be refer- 
enced to WWV at convenient Intervals. 

Timing signal generators are commenlally available. The one described 
here is manufactured by (he KKl'ü of Los Angeles. The precision timing 
generator will drift ± I second per month. If the unit is referenced to 
WWV frequi-ntly, timing Information is available for high speed records 
within one millisecond of absolute time. The timM code is a modified binary 
form applied as amplitude modulation to a 100 cycle sinusoid for high or 
low speed record». The cjde Is Illustrated In Figure JC-J7. 
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31 
Propagation 

A. T. WATERMAN, JR. 

31.1   Inlrotiuclloa 
Radiowkve propagation ha* an inherent rol« in nearly all application» 

o( electronic countermeaiurei. Whether one U receiving radlaliom (ram nn 
enemy equipment or emitting rediatiuns that will uffer' an enemy equip- 
pent, the radialionx must be propagated 'hrough the ii.terveiifng ijtace. 
Normally that apace is occupied by the earth's atmosphere, and i: U the 
rule playtd by the various atmospheric constituents that iiiakes projMigution 
a dynamic and at ilmet cridcal ccnaideraUon. 

This chapter will aim at surveying those asperta of propagation which 
are of moat direct concern In countermeaaures. With this viewpoint, it will 
not attempt to be a comprehensive treatise on propagation as such. Rather 
it will concentrate on factors which direcMv affect such quamltle« as slgnnl 
level, angular deviations, and bendwidlh limitations. Because of ihis special 
entphusis, the topics discussed will he introduced in a manner that ii nut 
entirely systematic from a propagation viewpoint. Kffects which have a 
relatively simple influence on transmitted signals will be introduced first, 
even though they may in some cases involve a complicated physical ptocess. 
Correspondingly, other effects inv.-.lving simpler physical processes may lie 
deferred te a lai-r discussion if their rule in cc:ur.termea»ures Is a confusing 
or unpredictable one. 

No deliberate attempt will be mtde to cover the various frequency ranges 
systematically. However, the .djove n •ntioned treatmrni will in some res|>ects 

31-1 
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involve a xequence that bruins ui th« high frequency end of the ipectrum and 
pniceed» downward. 

There will be a need to ii^ilt the diKuulon in many tnatancei. Electronic 
countrrmeaxurrs, in the Imu. 1 senM*, includes many forms of activity, extend- 
in« over a vast frequency rttnge. To delineate the coverage mure clearly, 
emphasis will be placed on those frequency ranges and circumstances in 
which radai cuuntermrasures are Important. This is nut to imply that only 
radar countermeasures are being considered. Indeed, specific reference will 
he made at times to countermeasures against communications and other 
radiating systems, However, MHII areas as infrared, visible, and ulttavidet 
radiation will not be diKussed. Similarly the V'LF cud of the spectrum will 
be given only light treatment. The ranges covered will, for the most part, 
extend from a little below 30 megacycles to a little above 100 kilomegacycles. 

Finally, the discussion will be aimed at present-day and ii.imediate-future 
needs. No attempt will be made to speculate on the long-range outlook. 
Such problems as appropriate countermeasures for an interspaceshlp com- 
munications lii.U will hinge or. equipment not yet developed, frequencies 
r.ut yet chosen, and properties »I the imerplanetary medium not yet firmly 
ascertained. The propagation environment dldcussed here will be largely that 
in tvhlch th: earth's atmusphtrc plays the dominating role: propagation be- 
tween ground, air, and satellite. Fur convenience in anticipating the discus- 
sion to follow, an outline of the mnteml to be covered Is given hern, 

DiscusJons of line-of-sighl /mtpagatlun and transhoriion propagation 
constituie the remainder of this chapter, I mu-r line-uf-Kighi pruiJugaCiun are 
coi.sidered free-space propagation, molecular and Ionic absorption, tropu- 
spheric and iunonpheric diBperttion and refraction, and polarization. Under 
transhoriion projmga'.lon are considered trüpospherlc and ionospheric re- 
fraction and scatter, proiiagatlon via meteor trails and via aurora, diffraction, 
artificial mudlficaiiuns of the propagation medium, and transhoriEon ranges. 
The list of EC'M categories below will be used ns t guide in reft-rrln^ to 
s|>ecific applications, although this list may ovrrsin.plify the subject of 
countermeasures and the role pru|>agatiun plays in it. As each type of 
propagation is discussed its |M)tential role in Oii classification of counter- 
measures activities will lie mentioned. 

Active '.ountermeusu'es 
Power jcmmlng 
Spoofing (deceptive J immir.;) 

i'ossive countermeasures 
Selection 
Locating 
Detailed signal anulysiu 
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81.2 Llne-ofoStglit Propagviion 
A larRe portion of the trtiumiuioni which are of concern in military ap- 

plichtions deal with propitgation between two points lying within line-of-tight 
of each other, Aithough thc^e iltuttlona are often leu Interesting than those 
involving more cxler deJ coverage, they are of basic Importance and serve 
as a convenient gencal reference. 

31.2.1 Free-Space Propngstlon 
If radio power Pr It transmitted <>om an antenna having gain Cr (with 

respect to a theoretical Isotropie radiator), then the power Pn delivered to the 
matched load of a receiver connected to an antenna of gain nN at distance d 
from the transn'tter U 

''{■ß? PM f. Pr-CnGA -f^I • -y 01-!) 

where A Is the wavelength (measured In the same units as (') (Refcrenr«» 
I, 2, 5, and 4). Th«; quantity In square bracket la e geonntrical quantity 
only. It, or rather Its inverse, represents the lots which must be overcome 
by the other qutntltics, which are all man-made (transmitter power, antenna 
gains, and receiver sensitivity). When exptessed In terms of fraqutney / in 
megacycles and distance d in milir. the Inverse of the quanuty in square 
brackets is 

4.S6 X I0»/V m-i) 

It It useful to have « feeling for some typical magnituder. of this free-space 
trarsmitslun loss (Reference 5). For example, at i> trequency of 10,000 mc 
and a distance of !00 miles thi* loss expressed In decibels is tS7 db. 
auch a transmission loss can be overcome, for example, by a transmitter 
power of 100 kw (80 dbm) a receiver tcnsilivlty of -40 dbm (crystal 
video) and a combined antenna gain (transmitting plus receiving) of 40 db. 
All this adds up to 160 db, giving a i-db margin over the free spate IOH. 

Becau-e transmission loss varies as the square of both frequency and dis- 
tante In l.ii (31-3), the sample figure uf 157 db loss would apply also to a 
frequency of IJ00 mc and 1000 miles, or to a frequency of 100 mc and 
10,000 miles, or «Iternatlvely to 100,900 mc and 10 miles. Thus, other 
things being equnl, free-spate prupagation favors the lower frequenclu. To 
the extent Ihm other things (tvansmitter power, receiver sensitivity, antenna 
gains) are not equal, (he lower frequencies tend to be even more strongly 
favored. 
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Thf above Mmplt Agurei Indicate that ti typical high-powered radar at 
X ba nil could be detected at distance« of t>e order of 100 mf'.et without 
exceulvely .leniitlve receiving equipment. Another 20 db Increase oi receiver 
sensitivity (to —eO dbm) would extend this range to around 1000 miles. 
On the other hand, at Higher frequencies, good receiver sensitivities and hlgn 
transmitter power* ire herder to come by, so that transmission ranges arc 
limited by free-space cttenuation abne. There is thus a transition region in 
the neighborhood of 10 to JO kmc below which a high-powered ground-based 
tranamUaiun may be received anywhere within llne-of-slght in '.he earth's 
atmosphere. The reciprocal situation—grouna-based reception of airborne 
transiiitsMon—is also, of course, true. 

The»? remarks apply to free-space transmission only. Other factors may 
enhance or diminish received sign«! strengths. These factors are discussed In 
the next sections. 

M.Z.2 U.ie-of•Sight Propagation—-Abaorpüon 
Tue üimpledt modifkation of line uf-slght propagation Introduced by the 

atmosphere k the literal absorpiirn of power by certain atmoapherlc constt- 
tuenti (References t and J). Al< of the absorption mechanisms are frequency 
üetisitlve. some extremely so. Broadly speaking, there are two general cate- 
gories of absorption operalive In the frequency ranges of interest. The ftrat is 
mulcculur ••»«irpHen, principally by water v«i>or and oxygen. It !s effective In 
vHrying rfogrpes at frequencies above 10 kmc. The second Is Ionospheric 
abüorptlon, arising from collision» between free electron» and molecule«. 11 
tun be effective below $0 mt. 

3).2.2.1. »iiiiTu ar Abaorplion. Must of the abtorption arialng 
from molecular resonances of the gnwius constituents of the atmosphere is 
attributed to water vapor and oxygen. There «re several absorption uands 
f.)r ««ath (References 6, 7. und 8) Water v«i>or has band» centered at 22 
kmc, 170 kmc, and some above tOO kmc (A < I mm). Oxygen's absorption 
bands in this irequenry range center at to kmc and IIV kmc. 

When attenuation of a signal results from uniform auitorpllon, the signal 
devreaw» rx|Miiien!ially w'th dUlanre. Conseouently, the rale of altenuolion 
» Is a consiant number uf decibel» iwr unit distance. Where A = absorption 
(in dpcll)el»), a = decibels |jer n'ile. ami o = i.Jile.i, 

A --■ ad (Jl-J) 

The rate, for two absorptive «gents siniultaneously present, is additive, and 
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the abaorptlve attenimtUm Is to be added to the free-space attenuation (in 
decibeli). When the absorbing '.«ent it not uniformly dittributeU over the 
transmiMion path, the total absorptive attenuation must be Intciratfl over 
the path. 

Naturally the magnitude of th« absorption coefAdent a depends on the 
density of the gas through which the wave paiu#*. In the caw of oxvfren, the 
density depend« almost entirely on attitude only, and so is predictable. The 
density—and thus also the absorption coefficient s—decreases e:«ponentialiy 
with altitude, with a scale height // of about .' miles; thut is, the density has 
decreased to I/e oi its surface value at a height of S miles; aUernatively, 
the total oxygen in the atmosphere !• the semo as would be contained in an 
atmosphere S miles thick having unlfcrm density, Thus the total attenuation 
A due to oxygen absorption 'or a wave traveling verticzlly upward through 
the entire atmosphere it five times the number ol detibcls per mile applicab1? 
at the surface a3, for thr frf^wrcy En question. 

For a wave traveling obliquely through the atmosphere, an exact evaliw> 
tlon le a little more involved. However, a rcs-onably good approximation for 
ground-'o-space propagation can be obtained by assuming xn atmosphere of 
constant density (and thus constant pbiiorptive sttenua'.ion rate) and of a 
thickness equal to the scale height; the effective length of trajectory d 
through this atnuitphcre is then calculable geometrically (Figure 3M). 

Plb'jss >!•!   Oeomttry lor itsndsfd rsy cslculstlona 

When the take-off <infcie ß it seru (tangent ray), the effective length of 
pfith d is giveu approximately by 

wh-re d is in miles and // is in feet. 
The distribution of water vupor in the atmosphere is not the stme as thttl 

uf c.'.ygsa. Water v«p«r dccrcises more rapidly with altitude, so that if the 
conapt of sculc height were applied It would have u »mailer value, (lerhaps 
2 miles. However, the principal difference lie» ir the extreme varUbillty of 
thf water content of the «imotphere, which may eiiüily vary by a iaclor of 
A or 4 MI one locality. This mean» that the decibel value of the absorption 
can vary by a »imilai factor. Conacqutfltly the fiKure« quj'.H lielow muat 
be considered flexible. 
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The four principai absorption peaks in the frequency range below 300 
kmc are lilted in Table 51-!. Two of these are for water vapor and two for 

TABLE ul    Ooiicoui MOUCULAR AkKwrioH BANM 

Krfii.irmy (kmc) i2 60 119 I7Ü 

Absarpti'in cocKlclfni (clo/mi) 0.20 10 1.7 48 

Abtorblni sitni HaO 0, o« 
i             , 

oxyR?n, The abrarptlon ctiefAclentü listed apply to conditions at tea level 
and, in the rase of water vnpor, are Intended to be representative of average 
temperate dimate» 

If we take these ßgures and apply them to four coses of one-way propa- 
gation we can obtain «n idea of the strength of these absorption bands. The 
four MM selected for illustrative purposes are (I) vertical propagation 
from ground to 10 miles height, (2) the same to 300 miles height, (3) 
oblique propagation, tangent tc the ground, 01*1 to a height of 10 ml'es (300 
miles itlnnt range), and (4) the same to a height of d00 miles (1800 miles 
slant range). 

TABLE lt-ll.   ATtwii'Atum AT AssusrnoN-LiNs VMQCKNCIU 

Prtqutncy 
(lime) 

it 60 11« 110 
TnimmlMion 

path, from 
Mrlh'i mittut» 

AtiKirptlun 
(db) th«n 1 1C0 °.4 9« Vfnkally 

to 

10 ml ft:: sfxct 
Aiunustton (db) 

140 1,'J M9 161 

AbMirptliiia 
(db, thin 1 100 

1SJ 

14 

IS9 

96 

I9i 

b'lliQ 

i«; 

(,1)60 

207 

Vertlcslly 
to 

JOCml PiN-ipact 
Allftiusliun (db) 

176 

Ahv-niMiii, 
(db) 2t 4600 

1—   ■ 

b;o Ttninit 
ray lo 

10 ml hrixhl 

Ttntirnt ny 
to J00 ml 

hditht 

AltrnuatUin (.lb) 
176 ISi IB» 

620 
/«bMirpltun 

(db) 29 4WX) 

Frre-iixiti 
Attittuallun ullil 191 

1  
„H m 
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Table 31-1! Hau th« total absorption in each of titt (our cawc for the four 
absorption bands For comparison, the free-space attenuetions are also listed, 
for each of these sixteen categories. Some interesting obkervstions can be 
made, For transmission vertically upward, the water-vapor absorption at 
22 kmc is negliRible. At all frequencies (Mow 300 kmc) the vertical-trans- 
mission absorption is leu than the free-space «uenufetion, thuu^h it can be 
very Urge (on the order of 100 db ai the stronger aHsorption peaks). The 
total absorption hi a tangent ray penetrating the atmosphere is hopelessly 
large (more than several hundred decibek) (or all absorption peaks except 
the lowest our (or water vapor; even here It is appreciable {around 30 db). 

At (requencies intermediate between these absorption peaks, the situetion 
Is a little more compitcaie«!. i.-vl. •usorutlon line is broaden^ by virtue cf 
the thermal nvHiun and collisions of (he air molecules. Consequently at In- 
Urmediate (requencies the hinds overlap, However, not only does tne den- 
sity decrease with height, but also the collision bruHeiilng decrease:. As a 
result the absorption valleys between the peaks become more exaggerated at 
increased heights. The three valleys Unwecn the four peaks discussed aliovc 
occur roughly at the frequencies and have the approximsie sea-levei net 
absorption coefAcients given in Table 31-I!I. 

TASl-E i'-lll.   ASMSpr.oM M<"IM« 

1 ¥rrt\ymty (kmc) 

«bsurptlon roei- 
ftchnl (<ili. nili 

U 
OH 

SO 
0»J 

'«öl 
6 

The lower two of th^se minima are suffioent to (tertnit oblique penetra- 
tion through the atmosphere. I'lfking a few topical (requencies. we muy e«ii- 
pjite the let«! ^tteüuatlon for e tangent ray t»s in Table il-IV. From this it 
can be *e?n that below 100 kmc the total absorption Is overwhelming only 
in (he region around the 60 kme absorption band. Above 100 kmc it also 
bfome* prohibitive. However, t)elow nlMiut 45 kmc, ami again between 7S 
and 100 kmc, It may be tolerable ior some applications. 

There ari- other absorbing gases in (he atmofphere. but generclly thfir 
kbsorp(lt>n toeflkienti. are only « (raction of a decibol per mile anfl cerminly 
are overshadowed by water rapor and oxygen. The nliove discussion Is in- 
tended to give a general picture of (he problem for long pH(hs and for Home 
of the worst cases. In (iir-(oair or itlr-to-Mwre sKuaUons, (he s(rong absorp- 
(ions applicable near (he ear(h's »urfaci' will be dimiitishrd. 

31.2.2.2.   luiiiisphrrlr    Absorption."     A    radio   wave   ptopagadng 
through the ionosphere excites the free electrons it rncovmiers into mutton. 

•b« Krlcrcncf« «, 10, II, \i, SI. 
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TABLE Jl-IV    TOTAL AIIKOH'IIO.) or A TANOKNT RAY PIKKTRATINO 
EAITH'I ArMoin.inr 

Frequency 
(kmc) 

i       10 " it 4P «0 60 70 SO :oo 

Toul 
Abwrplloii 

(db) 
2.5 3.5 29 20 29 145 4600 Ml St 58   1 

t-rlndptl 
AbMrbifl« 

Agent 

mi 

Position In 
Atiorptlon 
Spcc'rum i 

MM Mln MM Min 

When '>!"** electrons coilide with «ir molcculet they give up some of their 
energy to the neutral molecules. In this way, power is abatracird from the 
pasklng wave. The attenueticn sufTcred, when the medium Is uniform, varies 
exponentially with distance. If the medium—and thus its absorption cc<- 
efTicient—varies along the transmistion path, the total absorption will involv» 
an integration aiong the path. In the case of ionospheric absorption, the 
itbMirption coefAcient is propor'ional to the numbers of free electrons /V per 
unit volume and to the tverage frequency of collisions >> ft un electron with 
neighboring molecules; it Is inversely proportional to the square of the radio 
frequency / tat frequencies above 10 mc): 

A'-//" (31-5) 

The colllslonai irequemy i per etecirun decreaites expuncntially with 
height. The electron density N is iow near the surface, begins to increase In 
the il-luyer around 40 miles altitude, and takes a marked increase In the 
K-laycr beginning around ftO mile». The product of the two (AV) rtuche» u 
maximum In the SO-mile high region. 

Typical magnitudes arc «urh that the absorption !» greatest at frequencies 
which are reRected from the standard ioncs^teric layers (a few mcgaiycles 
nr so). At a frr<(uemy of W mc, the absorption m the »or.nt ca« is rarely 
more than one decibel. At hiK.her frequencies, (««„u;^ of the inverse fr.1- 
quency-squared relation, lunospheric absorption is entirely negligible. 
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S 1.2.3 Llne-of-Sljjht Propagation—Dliperalon 
A signal prorogated throiik,'. a dispersive medium may suffer distortions 

owing io the fart thai Ce \eh:?y »( propagation Is a function of frequency. 
Thus the phase relationship- between hiKh-frequcncy components and low- 
frequency comiwnents may slip a little, resulting In a distorted waveform. 
This effect turns out to be a rather academic one, since the disncrsion Is 
never sufficiently strong except in cases where other harmful effects *uch HI 

absorption are predominant, There are only two types of frequency regions 
where dispersion can be of even academic signifkauce, One is in the neigh- 
borhood of the absorption bands above 10 kmc, and the other is in the HF 
and VHP region affected by »he ionosphere- 

S1.2.8.t. Tropocpherlc Diaperaiun- Near each of the nelecular 
resonances, 'here is an inherent relation between absorption add the rate of 
change of refractive inüex with frequency (lUffrweM I ar.d 3) If on«.* 
considers a narrow pulse (say a fraction of a microsecond), and computes 
the distance it would have to travel before its higher irequrncy components 
have slipped appreciably in phase from its lower frequency comiKments, one 
And.-> thai the dbsorp:lon suffered in traveling this distance !s fur more slg- 
nificnr.t than any .ml.-r distortion tuffered. The effects of literal dispersion 
in the troposphere are irgllgible. 

31.2.3.2. ionoephvrir Diaptrslon. The refractive index of ihe 
ionosphere is Inherently a function of radio frequencies (References II, 12, 
1), and 14), Conscauently, dispersion is always present to some extent and 
is aot closely linked to absorption. The distortion a pulse or other wldeluind 
signal may suffer dc|)ends on the integrated environ density along the trans- 
mission path and on Ihe frequency. Precise compulations are complicated by 
the fact that the higher frequency components may foliov a |>ath slightly 
different from ihe lower frequency components. However, reasonably good 
estimales Indicate the following values of minimum pulscwidth which could 
be iTansmitted through the entire ionosphere obliquely under strongly 
ionized conditions without suffering more than a moderate amount of dis- 
tortion (Table Jl-V). For weakly loniml conditions and for transmission 

TAM'.K ll-V,   MINIMISI PIUSSWIOTH I'NuiMiMitiii «v loNuseiusU' UMmasioN 

f rrtquMKy        ! f"   '"T"" '        "1" 
lmt) <o       100       500 1000      '   »ooo 

I'ul.. wlillh 
.'u        6        od o.i o.o; 

I 

lit». ,VI(M ,1 

vertically upward, the diaptnlon is less. In thN rase, the minimum undis 
tortid pulscwitlths should be less by a factor <if  1Ü than those shown in 
Table 31-V. 

I 

I 
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It U evidei. ' %i these pulsewidth« are relatively narrow for the auoclated 
irequencies. Consequently, dispersion is usually not a serious problem, but it 
luutd be for wideHend transmissions. 

31.2.4 Llne.nf•Sight Prop«|iatlon—R«fration 
The refractive Index ut the atmuuphere varies with position. When the 

varitUon !s small in a distance of one wavelenjith,—as is the iue under a 
good many circumstances,—one may visualise the propagation in terms of 
rays (References ' and 3). A spatially varied refractive index gives rise to 
a bending of the rays. This bending csn give rise to an apparent di.eo 
tion of arrival which differs from the true direction in which the source lies. 
Generally, such deflections in angle are small. It is also possible for rnys to 
follor two or more different trajectories between transmitter and receiver. 
In this case there may be constructive or destructive interference, resulting 
in strengthened or weakened signals respectixely. Thirdly, there is likely to 
be a difference in transmission time between the two or mure tr.jeciorirv 
when they exist. This multlpath delay effectively reduces the bandw'dttt 
which the propagation can support and thus leads to distortion of wideband 
$ignaU (such u narrow pulses). 

31.2.4.1. Troposphn lr Hrf rarUnn. * In the lower part of the earth's 
atmosphere, the refnsctlve Index * Is determined largely by air pressure F 
rmillibars), temperature /' ('K), and humidity (vapor pressure e, millibars) 
in accordance with Eq (31-6). 

mm 1 + 10« (31-6) 

Since the refractive index differs from unity by only a few parts In I04, it is 
often ennvrnirnt to define a quantity S equal to the square brackets In 
(3J-6).Thua 

A' = («-!)• 10« (31-7) 

Typically the »urface values of ,V lie around 300 at sea level. Note thet they 
increnst with humidity {«•) nnd decreunr with temperature (7). Also they 
normally decrease with ultiiude as a consequence of decreasing air pressure p- 

The absolute value of tropospheric refractive index is not so important as 
its Kradlcnt. since it is the latter which lends to u bending of the rays, For 

•S»c R Imncr» I «nd i 
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the mott part, the almoiphere hu t marked boriiuntal stratification, s» tha' 
the itronReat gradients are usually vertical. In these cases, it is the rtita of 
change of n with height that is important Far rays prr^agati-.tg at low 
angles through a horUontally stratified atmosphere, the radius of curvature 
r is related to the vertical gradient of refractive index dit/dk by Eq. (Jl-8); 

l/r= -idn/dk) (31-8) 

lOVrs -(d/V/rfA) (31-8.) 

Here the units for r and A are the same. Since the veiccity of propagation v 
is inversely proportional to reft active index 

v =s e/m, (35-9) 

c being the free »pact velocity u( propagation, t! follows (hat a decrease of 
refractive index with height leads to a downward bending of the ray;—i.e., 
in Kq (318) dn/dh is usually negative (- dn/dh positive) and a positive 
radius of curvature by definition implies concavity downward. 

Under more or less «tanda'd conditions n decrease« at the rate of 1,2 X 
10 * per hundred feet. The radius of curvature of the earth K leads to a value 

ifrVA = 4* per :00 ft (il-i9) 

The diffcence in curvature (time* 10*) between a standard rey end the 
earth's surface is thus 

(10»/R) - (ICVr) z=3.6per 100 ft (31-11) 

If we were, artificially, to modify the earth's radius to a value R', 

R' = (4/3)Ä 

then we HMI that the modified ray curvatiiro l/r', required in order that the 
difference in curvature renuin» •>>* Mmc, Is 

I r' = 0 

This liu'.in«. that by treating ihr earth as having 4/3 tin.es its artual radtua, 
we may cunsider standard refracted rays as straight lines. 

It temperature decrMSM with aititiule iess rapidly than in a »'andard 



31-12 ELECTRONIC COUNTERMEASURES 

■tmoaphcre, or if the humidity decreuet more rapidly, then th: refractive 
indc« gradient will exceed the itandard value mentioned above, i.e.. 

- {dS/dk) > l.;p«r 100 ft (.Ul?) 

In fact if this negative «radieni (rate «ft«,  se of A' with height) reiche« 
a value of 

-(dS/dk) =4.» per ICO ft. (Jl-13) 

the curvature of a nearly horttontal ray equali the earth curvature. For 
»teeper Rradienti, 

-idN/dk) > 4.8 per 100 fi (Jl-M) 

the ray rurvaiure enceed» that of the earth; a ray itarttng upward e* a 
«mail ann\e may be xrit around and down back to the surface again. Thli 
nhenomenon ii known at iuperrefraclicn and, under other sppropriate con- 
dition», u ducting or trapping. It is important for propagation to distance* 
beyond the horiaon, as dUcumd ".»ter. 

Within llne-of-sight, iu(>errefraction Is important in several respects. It ia 
usually rncuumered in connection with horlaontally stra'.IAed layers of 
llml'ed vertical extent. Thus there nvy be a small range of heights within 
which ray curvatures may exceed that of the earth. This circumstance, to- 
gether with the detailed nature of the bending makes It possible for rays to 
be concenlratrd in a limited height range and even to cross over each other, 
i hf greater concentration tends to lead to highei signal level* in the layer 

at the i Mini-!' of some regions outside the layer. The cro«sing of rays lead* 
fo an intrrfrrrnce which may result in signal enhancement or diminution, 
depetuUng on the phase. The strong downward bending lead* to angles of 
arrival higher than would be ttie case under standard condition*. Where rays 
cross, multipatii conditions exist. 

The im|Mirtunt consideration is the extent and magnitude of these effects. 
First vonsider thr frequency range aver which refractive bending may be a 
signil'itant inllucrue. Al frequencies well below the rer-onant abnorplion 
bandit dincusxed earlier the refractive index Is relatively Insensitive tc fre- 
qiutuy. Similar phenomemt can incur in the disj^rsi^e regions but UT more 
'.tmpliiiited tis rt'Knrd» delitiled behavior »nd I« any event are likely to be 
le»* prcdoniimint than consid'-rationx relalni to abiutrp'itin.—whiiher s 
!M«nal can gel ihnmgh tu be received in the first place. The lower frequency 
limit fur refractive effect* Is approached when the radio wavelength begin* 
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to b-'coine comparable with the »i« of the region» ovtr which the refractive 
index varies abnormally (for example, with layer thickneaf). This occurs 
below 100 mc. Coracqiwntly the frequency range in which refractive effects 
are likely to be predomlrduit includea UHF and SHF. 

Secondly moat of the strong retractive-index gradients are vertical, arisinf 
from horlcuntal stratification of the cir. A wave propagating vertically, nor- 
mal to the stratiftcation, la unaffected. As a consequence, the importsnt 
refractive effects occur for horiiontal or nearly horlxontal propagation,— 
say fnr elevation angles of leu than 10 degrees. 

The mutt common occurrence of s'rong refracting effects is an increased 
downward bencUmi of the rays, Substandard conditions do occur, in which 
rays have a leaser downward curvature than under standard conditions, or 
even an upward curvature. However, these conditions are less frequent and 
are likely to be associated with air maaa instability %o thct they do not per- 
sist or are masked by turbulence. The downward beading concentrates the 
radiated po»er mure strongly necr the surface,—in and below the layer- - 
than would otherwise be the case, Coiuequentty, signal strengths are in- 
creased on the average. In ttu theoretic»1, limit, «ignal power would fall off 
inversely as the inverse first power oi me distance, lather than the inverse 
square characteristic of free-space propagation. This signal enhancement is 
rarely achieved in practice, Whate-er increase in t'grei does occur ; u: to 
15 db) is not so imiturtant in line-of-sight situations. In which signal levels 
are often adequate anyway, as in beyo!.J-line-ot-slKl.) Hcomcules, as dis- 
cussed latei. However, deep fade» associated »Uh mu'lipath interference 
are tigr.ifkant. They can .esult In the temporary loss of dgnal under con- 
ditiuiu in which one : night not expect it. 

Anuthei phenomrnnn affecting lins-of-slght signal levels is that of radio 
holea (Reference IS). Th>r resulu from the redistribution of power as- 
sociated with strongly refracting layers. Unlike absorption, refnction does 
not remove power from the transmitted wave. It merely alters the wave't 
direction «mi concentrates tUe power in »ome regions at the expense of 
others. The regions from which power is diverted h^vi- be^n n^med radio 
holes. They occur most frequently in air-to-air prcpagation ID elevated 
laycre when both transmitting and receiving terminals are within or near 
the layer. Under such conditions it is possible for an otherwise strong signal 
to become so weak as to be unueicyUuie. Layers of this sort generally do not 
exist at elevations -tbo/e 10,000 or 1J,000 feet. Consequently the radio-hole 
phenomenon is unimportant for high-flying aircraft or satellites. 

As mentioned above, refractive variations normally nive rise to vertical 
bending of the ray» (References Id, 17, 18, 19, and 20). As e result the 
angle of arrival that is more strongly affected is the elevulun angle, nither 
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ilnt.i iiu #«imuth. Vftrinions in elevilion angle of «rriv«! can reach 1 or 2 
degrees of departure from the angle fur a itandard atmo»ph*re. These 
■Irongly refracting condition« result from excetalve downward bending, to 
that the uy arrives from above,—i.e., the variations in elevation angle ate 
upward from standard. Rays arriving at angles below thxi of the standard 
ray sometimes occur as a result of refraction, but the vartaiions amount to 
only a few tenths of a degree. Similarly, horlgontal variations In angle of 
arrival are likely to be small, not more than 0.1 or 0.2 degrees. Exceptions 
may occur In transitory situations such as the passive of a shitrp weather 
front, but the«e are complicated and unpredictable. It I« to be noted that 
«ven the strongest of these ~ngulir variations ure -ma'.l. In countermeasuret 
Bppiicatlons, ihny are relatively unimportant except for precise locating 
techniques. 

A consideration vshich U of mort direct concern, however, is that of multi- 
path limitations on bandwidth. When two or more ray trajectories between 
transmitter and receiver exist, the reciproral of hr dliference 'n transmis- 
sion time gives a rough approximation to the bandwidth that can be trans- 
mitted.* Foi average refracting layers this banUwIdth may be on the order of 
40 to 50 mc or so,—adequate for most transmissions. Under ■■•.me severe 
comtltlotis the b4t:dwldth may be a factor of 10 smaller than this (i.e., 4 to 
.* mc), MI thai short pulses would be distorted in the transmission. 

Troj-o.ipl.erlc refraction within line-of-sight is of importance in counter- 
measures. t1 uugh not as .narkediy so as in '.he transhorlzon case, Neverthe- 
Uvi -.ii'iiji levels are affected, so thai a jammer situated In a radio hole 
ulative to its Intended victim could be thwarted, and a search receiver could 
be faced with dlfAcuUies. Betring «Jteraltun» tff too minor to hinder direc- 
tion finding systems or tpooftng ti.'chniquei However, multlpath limilations 
on bandwidth could interfere with precise signal analysis In some instances. 

31.2.4.2. lonosphrrlr Reirariion t In the ionlaed regbns o( the 
utmosphere, the refractive Imfcx depends »n the density of free eletlrnns 
N (per cm"). For frequencies above 10 mc the rcfr»ctive index is given to 
u Kood approximation by 

-F 8 X 10' X A^cm*) 
" /"(mc) 

(il-lS) 

Note that itn values lire lens ihitn unity ami approaih MTD for sufficiently 
hl^h electron «len»it>   ,V, at »ny one lre<iuency. Ov.ing tu the (iUiwrsivc 

♦iwf Rtfvrence 4. 
tSee References II, I.', !4, «ml 21, 
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nature o( the medium, the group velocity of propagation v, i« directly pro- 
pcrtionul to the re(>-«ctive Index and inversely proportional to the phase 
velocity vy*: 

vf = we 

= c*/v,k (3M6) 

where c I« the free-»|>ac7 velocity of propagation. The phace velocity li »till 
Inversely prup<>rtlünBl to refractive index so that a decrease of n with height 
leads to a downward bending of a ray. 

11M dewnwa/d bending by ionospheric layer» is most commonly utilised 
in HF prupagntion to distances far beyond the horlson, as discussed later. 
The important point here 's that waves of sufficiently low frequency can 
suffer total reflection by the ionosphere, even when Incident at steep angles. 
Fur rMnipK a wave Incident vertically nn the ionuspher« (either from below 
or from above) will be reflected II tne electron drnsiiy '«' reaches » VftiiM, te 
any given frtrquency /, such that the refractive index K drops to aero. For 
oblique incidence, the electron density need not reach such high valuer in 
order that the same radio frequency be reflected; allernutlvely, a higher fre- 
quency ray can b: reflecU<! at oblique incidence than at vertical. The law of 

»• r • coa/» = const. (31-17) 

refraction Is for any one ray, where r Is the redial distance from the earth's 
center and ß Is the angle wiUi respett to horizontal. For example, as a ray 
enters the Ionosphere from above, «he electron densiiy S I'tcreaws so that the 
refractive index n decreases according to (SI-IS); r is decreeing; SM ß then 
muit increase, according to (31-17); therefore ß decreases. This continues 
as long as the electron density keeps increasing, so that the ray is bent 
around until it becomes horisontal, and so is reflected. A similar argument 
appliee to incidence from below. 

In practice, freqtit-ncies up to 30 mc or slightly higher can at times be 
reflected in this conventional manner. At SO mc, the standard K- and F- 
layers can neany always be penetrated, but not without causing some de- 
flection to the passing wave. In the intermediate region between 10 mc and 
40 mc, where sufficiently steep ray» |>er.elrate and other« do nut, many 
Interesting effects lake place. For example, the coverage r.een fron) a point 
on the "tirth's suriuce is somewhat us illustrateti in Figure JI-2. A low-angle 
ray (No. !) is reflected and 'eturns to earth at some large dMM.nre. At a 
higher angU-, some other ray (marked No 2 in the flgure) returns to earth 
at a minimum dtotaiue, defining the »kip wne. Ruy No. 3 returns to earth 

/ 
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riouM Jl-J   %\y  patlu  from  point  on 
forth'i lurftc* 

FWUM il-i   Rty pfttbi from point uut- 
iicr tlmoH>b«r« 

at ihr ume distanrc u No. 1, cauiirif muitlpath problem*. Ray No. ) 
•trikr.t the ionaiphere «t a lufArlcntly ^tsep Bngle to penetrate, u do all 
hlKiier angle rayi at the ume frequency. Rays No, 4, No. 5, and No. 6 are 
deflected in »uch a manner »» to spread their power out very thinly. Ray» 
No. 7. No. 9 and No. 9 are deviated ICM, MJ that the Aeld atrenKtha in thif 
cone are a|>proximately the (ree-ipac* valjei. ThU com.* of inumlnation of 
eacaplnic ray» become» narrower as the 'requency is lowered, until It vanishes 
al'Mgether when the criliral frequency of the ioniMphere is reached. \a one 
Kotk up in frequency, of course, this odd type of lens effect introduced by 
the loiKwpJw» NT!«rw» »mall; in fact it i: t.'sligible above about 40 mc, 

The coverane w» wen fron; auove the lutmsphere i» üluiurated in Fixure 
HS, for this Nim» frequency rtsion (!0 to 40 mc). Here Ray No. i, liul- 
dent vertically, penetrates to the earth'» surface. Ray No. 3 it deflected but 
»til! penetrates. Ray No. J does not penetrate but Is reflected at such «n 
angle that it intersects another ray (No. 4/ which did not strike the iouo- 
»phrre. Other ray» are unaffected. The cusp» occurrinR at point» of Inter- 
mlion of rays such as No. i and No. 4 give rise to muitlpath proLlems. At 
inwn radio frequencie», a narrower cone of rays about the vertical would 
prMrato, and more reys would be reflected like No. 3, but at sharper angles, 
^onxequently there would be a larger region with mulii;iath problem». 

Above 40 or SO mc, rays always penetrate but nevertheless may suffer 
««me deilection in angle The re»ulting error angle (differen« between ob- 
served angle of arrival and direct line-of-sight) is greatest when one ter- 
minus is imbedded In the ionosphere. Table 31-VI jhows some calculated error 
angles at the ground »t a function both of angle above the horicon and of 
frequency, when the source is In the F-layer at a height of 375 km (234 
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miles). It ii Men that ihtM errori src not brgfl at 50 mc and above. In fact 
they are imalter than the revolvlnx lowers of moat antenna syttema at the 
frequenciei involved. At the upper frequency range« they are »mailer than 
the deviation» cauied by even mild tropotpheric refraction which may eaiily 
be an appreciable fraction of a degree. 

In its irni.lication» for countcrmeaiure*, ionoipheric refraction IR Import- 
ant It «everal rennect*. The shadow aone of the earth U dittinctly modifted. 
Deflection» in bearink. though not large at higher frequfncln, ar« prewnt 
and can become very large as frequencisi descend into the HF region. Multi- 
path can b« aevere, particularly at lower frequer.cles. Below the criUcci fre- 
quency, '.he ionutphere »hi^lds the earth from outer apocs. 

31.2.S PoUrlMtlon 
None of the effect» caused by gase» in the troposphere influence the polar- 

isation of a raolo wave. Consequently, whvn the^ Rre the only arftnts at 
work, the polarlxallon of a tran-^-Ufd wav,- in prrkeivrd, and measurement 
at a receiving point Is indicative of the MWti. Heflectioni fro» clouds or 
the earth's surface can, huWcver, affect the polarisation and make reliable 
determination diffk'tlt, iinu there Is no eaty way tc compute cerreciluns. 

The I'-nusphere exe'ts a unique influence on the polarisation o! a 
wave (References 12, 13, and 2i). Bcceu»e of the presence of the earth'* 
magnetic field, the ionosphere Is a bi-refractlng mrdium. These are two 
values of refractive index and two velocities of propagation. Associated 
with each is a chaructemtic polarization. An inriderl wave generally ex- 
cllea both of these mode». Kach travels with a different velocity, so that 
they emerge from the ionosphere with a phase relationship different from 
that at their entrance. Thus In recombhing thev rorm a different polarlia- 
lion. If InitUlly the polarisation wu» lineor, the renuli of this procMA 
is a totatiun of he plane of poUrization. The amount of rotation depend} 
un the frequency, the angle made with the ca-th's magnetic Aeld linrt 
and the intepated electron density along the path. As an example of these 
dependencies, u  frequency  «f   100  mc  penetrating  through   most   of  »he 
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ionosphere at an angle nearly parallel with the earth's magnetic field 
would suffer about a 90-dexree rotation under weakly ionised conditions 
knd ahoul 20 complete rotations <ndcr sttongly ionized conditions. The 
rotation varies inversely as the square of the frequency, if the path 
followed >i the tame. 

Two practice! consequences follow from thU polarisation effect. One 
is that information as to initial polarisation Is lost. The second is that 
the arriving poiariutlon may be urihogunal to that of the receiving 
antenna, (if the latter Is linearly poLiiMd) wu (hat the siinal is lost,— 
unless provision is ma<:e for an adjustment or an alternate 

Sl.S Transhoriaon Propagation 
Refractive bending, which complicates propagation within the horiron, 

can under some circumstances be sufRciently strona to carry an appre- 
ciable amount of power around the curvcture of the errth. In addition, 
tnere are other mechanisms which help circumvent the limiiatior.i of the 
horizon. Some of these, such as diffraction and scaMerirg, play e role at 
both entis of the frequency ange being coi,tidered. Others, such a-. 
reftectiens from meteor trails and aurora arc more sp«ciallied. 

31.3.1  Trnnahortaan Frupagatlon—Rcfvarilcn 
The basic lefraction phenomena ire the same as those dlscuued fur 

lint'Of-slght conditionn. In the tro)Mwph«rel they are caused by gradients 
of temperature ana numldily; in the ionosphere, they au- cauwd by layer» 
of free electrons. 

31.3.1.1. TrojMKipherir Refraelion. When the temperature increases 
with altitude or th. humidity decreases with altitude sufRciertly rapidly so 
that tnr .irgaiive refractive index «radlent exceeds 4.8 X 10 * per hundred 
feet, a ray curvature may exceed that of the earth {see Kq (JMJ)|. It is 
then possible for the ray to be bent downward, reflected from thr earth's 
surface and bent downward again, thus pruceeHing In a series of hops near 
the surface. The ray is trspDecS and follows around the curve of the earth. 
This phenomenon is known as trapping or ducting, since thr waves are 
effectively guided by the layer (References 1, 3, 2i, and 24). This trajectory 
applies to ray.t which «'art off at suffirlently low angles. Rays starting at 
stee|ier angles may escape. Figure .'M illustrates the ray pattern in a sur- 
face duct. 

The ray picture however does not tell the whole story, since ray theory 
gives only an approximution to the true behaviut' of electromagnetic 
wave».   A   more   exact   solution   »hows   "he   trapping   phenomena   to   be 
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frequency Mrut'tive, Whether an tppreciable portion of power U trapped 
Ir the duct depends on the gredicnt of refractive Indsx, the height Inter- 
v»! over which a subitantlal gradient exist« ti.d .he radio frequency. To 
a certain extent, a duct behaves like * leaky wavegvide. Higher fre- 
Qurntic» may >m effectively trapped while lower frequencle* may leak cut '.he 
top of the duct fur any one layer thickne»». While It U diflkult to apply 
a mathematical formula preciMly to thii behavior, an indication of the 
frequency dependence uf trapping can be obtained from Table 3t-VII. it 

TAbLK li-VII.   MINIMUM Turna KttgtrHtv M <■ CvNcnox or HUOKT or A 

SuafACt Ul'CT 

U- 
tit) 
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JO 

>0 i 04 
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ihowt the lowest frequency which can be trapped by a «u.'face duct of 
«t>eclfWd thickneu. These »ample Agure« are not to be taken too literally, 
MUCT ttse cut-off in frequency It not *baru. and other factors enter such 
at steepness of refrat-Uve-lndex gradient, roughness of ground, height 
of transmitter and hurlsontil uniformity of the layer. Nevertheless they 
du serve as a guide, and indicate ar ip-erse 3/2-power dependence of 
cut-off frequency on duct thickness. 

Signal levels In a duct, for frequencies successfully trapped, average 
awttn* fl» frw-nnnfi» ii»vel «rnrm>rlftie to the distance covered -even iho"»;*» 
the d (tame may take the transmission well en.und 'he curvature of the 
earth. Consequently, prapauaiion range» are increased substantially, some- 
limes phenomenally, by  ducting.  Signals have been  measured   10 to   IS 
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db above the (ree-ipace level at time»; at other time« deep fades 30 tc 40 
db below tht> level are obieiwd. At the trapped frequenclea, there b 
little gain In signal with increaaed heigh: of receiver (or tranamitter) ax 
lung u it remalm within the duct. Juat above the duct, signali may be 
abnurmally low; however, if the duct if not »iron« or the frequencies are 
low enough •" be incompletely trapped, the signal level may taper off only 
very gradually above the duct. 

Situations favoring duct propagation are of various ar ts. The must 
reliable and extensive trapping conditions occur in the low-latitude high- 
pressure areas over the oceans. Here subsidence ot the air mass leads 
tu temperature Inversions, and evaporation from the v« lurfsc* Küutts 
In strong vertical humidity gradients, both favorable to the formation of 
ducts. Simitar conditions ein occur ^ver land but are l«8 consistent, 
owinT to nonuniformity of most krd surfaces and to greater diurnal 
variability A typical, though transitory, type of duct occurs over land 
as a result of radlalional cooling of the ground on calm nights. In general, 
duclc can occur in many nrea.« uf the world, but only over low-latitude 
«can areas are thry consistent enough '.n be rel'tble. 

Duiting represen*.-) one of the m&jor propagat!'Jna! Inüuenves affecting 
countermeRsurcs protedarts. The incrcawd signal levels permit bchh Jsm- 
mlng and p«Mive detection al greater ranges in wface-tu-surfacs situa- 
tions. Variations in angle uf arrival are sMght enough su as net to disrupt 
'Jirectiun-ftnding vr spooling techniques seriously,—enept possibly In the 
vertical plane at low angW. Bandwidth cipabilities are likely to in. high 
enough fur reusonably good signal analysis. 

31.3.1.2. ionospheric Rrfranlon.' As mentioned in the dincussion 
uf line-if-sight pn>pagat!un (Section 11.24), ionospheric layers cen cause 
total reflection uf an incident wave, if the eietiron density is high enough 
and the radio irequency low ef.ough. There is A critical frequency, tying 
between a few megacycles and about ten megacycles, depending on the 
maximum electron density in the ionosphere, beluw which waves cannot 
{>fnriratet and ^bove which they can, if incident at a steep enough angle. 
Wave» »lightly alH>ve the cr'tlrul fn-quency may be reflected if incident 
obliqutly, and t is fur thete Irequcndrs that the phe'.u>men:jn of skip di»- 
tamp occurs. (See Figure 31-2 and anumpanylng discussion). A higher fre- 
q-iemy would have a greater skip distance. Comtqumtly, for any one 
distance '.here i» a maximum usable frequtney (mul), which i» the frequency 

♦S« Rilrrencr. II, U. 14, and U 
tAh (xceptlon occur« in (hf cair »( \'l,V »ml KI.I-' rKdislion In ihf "whUtlrr" motlc 

(Rfd-mci 2$). 
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. which the diiUncr in question ia the skip distance. The quantitative 
•apectt of this reflection proce» have been welt understood for »ome time; 
and such organisations »i the U. S. National Bureau of Standard.1« iuue 
regular bulletins to facilitate their use in enginecrlnK practice. Because of 
this tvallnbUUy of data, and since we are here concerned primarily with 
higher frequency ranges, this distusslon -.vill be limited in extent and cun- 
flned to a mention of some aspects of importance tc countertreaaures. 

The latgest practical distance on »he earth's surface which a ^ave 
can reach via one ionospheric reflection is .hat iimlteu hy finget! ray« 
and reHection height, For F-layer reflection at '00 miles height, this dis- 
tance is around HOO miles. Greater ground disUnces can be achieved by 
multiple hops: two or RKM ionospheric reflections with intermediate ground 
reflectioits. 

For frequenclu above the critical frequency and at a distance greater 
than the skip distance, each ionospheric layer can transmit two tays; 
s highar.gls and a Icw-ang!: ray (tor example Wo. I and No. 3 ir. Figure 
31-2), Each of »he two rays may in turn be split into two magnetoionlc 
components by the earth's magneik field. There mey exist as many as 
f.vo or three reflecting ionospheric layers (Reference 26), the E, F, and Ft, 
st any one time In addition it Is often possible for single—and nultl-hoo 
tranatnisaior. to b« present siioultaneously. Some of these numerous com- 
ponent 'ays may be much weaker than others, and therefore not to« 
sigiiiikant. Nevertheless the detailed picture can be quite complicated 
The net combination if likely to mult in signal level, i.ot too far from 
ihe free-space value. However, the vari«ty of ways these components may 
combine in phase leads to fading of the signal, which may Mso be affected 
by flurtuntlona In layer height and curvatures. The bandwidth that may 
be transmitted via any one component is large, but thv lar|,e differences 
in transmission time associated wiih thest various components tesults 
in a very limited over-all tr^nsmissiun bandwidth, Angle« of acrival in 
the verUcal plane may ran^e from nearly xero lo 2 5 or 30 «legrm. 
H::rlxonU!lv, tilts in the conventlnnnl layers may cause daparturta from 
the great-cirrle bearing of a 'ew degrees; — the greMest bearing errors 
arising from ionospheric propagation are not associated with layet pro- 
paration but wiih irregular types of lor.iai.t!^n: aurora, meteors, sporadic-E 
do'ids. 

Of these three irregular types, the flrst two are discussed in separate 
MClions be'.ow. Ho^rver, tne tf.ird i» « <«yrr-iyf»«- phenomrnon un:! wiH 
Iw considered here (Reference 27). At F-lnye' heights patches of ioniaa- 
tion often exist having high electron densitie«, small vertual extent and 
Sü to 100 miles horixontal extent. They are at times capable of reflecting 
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»Igniili st frequencies sbov« ]00 meKAcydes, Their occurrence is unpre- 
dlcuble snd erratic, as the name implies, but when present they can 
support VHP propagation to distances of 1400 miles. The bandwidth Is 
as wide as s few megacycles unless there are ontrlbutiuns from more 
than one sfvoradic-E patch or Iwm other reflecting sources, In which ccse 
serious multipath limitations occur. 

The po'ai Italien ^ • w*v* P***!n|| through an ionise«] region depends 
on ths integrated eit^tron density through which the wsve passes, regardles* 
o( whether the wsve Is peretratin«? the region or being reflected from It. 
Consequently the dlacuaaton In Section 31.2.5 Is applicable here. For 
frequencies low enough to t«e reflected by an ionifed layer, all information 
tgardtng initial polarisation of the wave is lost, except in very special 
circumstances. 

Insofs,- ss conventional retlect'ons from the regular ionised layer* are 
utillxH primarily for rommunicationi, the countermeasures of im|>ortanre 
are Jamming of *b« communications and interctpt and analysts of signals. 
Ulrection-Anding procedure« are accurate except where tilting of the 
layers occurs or s?oradlc-E cbuds causa «fxtrcme off-path reflections In 
the (««.tor case d-f tofcfmaUon can be highly misleading; con«>quenily the 
TOMlWütj' oi this phenomenon occunlng is always a serious concern. Band- 
widths art severely limited In most instanm by muhipath, but this iimna- 
tlon is also imposed on tne crlginal transmissions. Sporadic-E, despite 
Its «rratlc nature, can sometimei be vary useful for lo.tg rsr.ge recon- 
naissa^re. 

31,i.2 Trpnshortaon Prop«fiiilon—Scatter 
in recent ; ears considerabW attention has bwn «Ivrn to types of 

•rans'.tiiAsUm rtade practical by Increases in transmitter powers s.ut by 
certain ü|>crat!i)nal n»e<ls. In the microwave region, these types of trans- 
mission cover large ground-to-gwund or ground-to-air distance« even 
in the aim-ncf of duct«. !n the VHF regton, transmissicn alx.ve the 

maximum ' usable frequency !; nchlr-K) In both instances, the word 
"scatier" has become aswuiatefl with the phenomena, partly because 
of certain charaet^rljtir« tf the '«•»Ive«! '(jnsl sna partly hwau«» of 
IMMtulated mrchani»ms of projiogatiun. Ihr merits of i.oteiitial thet.retUal 
rspliinationi mi Irs« lm|lorUnl here than a phrnomenoU'gicnl demription 
of rxpvrimentally measured rharacterlst'cs, 

91.3.2.1.   lro|(o«j>h«rlr    SraUrr. *     Under    nonductlng   conditions, 
microwave signal level* «hop eff quite rapidly ones the distance exceed* line- 

•!vr Rrlcctncf» S, is, I«, .«0, .»I, »J. ii, M, iJ, .i6, (7, unit .C 
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oi-Klghl, Thce In an interval of distances in which thv predominant mechan- 
l«m by which power reaches the receiver ii that of diffraction around the 
curvature of the esrth. At greater distances another mechaniitn becumci 
predominant a* ii evident In received nlfinal characteriitici, The mom out- 
Btandlns characterittic Is the variation of signal level with dittance. Typically 
the aignai dvcreoiet far more sbwly with diatance than in the diffraction 
rtglan. Attenuation rate» range from 0.12 to 0.20 decibels per mile—being 
perliapt greater a*, hlgoer frequenciea. A useful, though not exact, rule of 
thumb for estimating signal levels at frequencies in the genei-al region of 
aeveral hundred or a few thousard megacycle«, is to consider the signals at 
100 mliett to be 60 d*cibeis below the free-space value and to be decreasing 
at C.17 decibels per tnflt. This applies to that portion of the path between 
horisens. From each anleniu tc tti horiion, «he transmission loss is com- 
puted at the free-spece value. In this way the effect o' elevated and 
airborne antenrvu can be tnken Into account. More detailed computational 
procedures are given «Isswhvre. 

The net result is that with high powered transmitters, sensitive receiver» 
and substantial anto.ma gains, hrp? distance!« can be achieved, One to four 
hundred m'lcs are common. U ound-to-gruu.id signals have been received at 
400 nn nut to 800 mile», aid ground-to-air signaU at 200 mc to '.0C0 
nlles, though the latter, at iean, appear to be attributed tc ionospheric 
scatter. 

For a lUcd pmh the »i«i.it Is characterlaed by fairly rnpid and exienalvs 
fading. The fading ran^e between levels exceeded lu (wrcent of the time 
and 90 ixreent of the time Is IS to 20 dec'hd«. Fading rates are f equency- 
de()crdent. Often but not always, they are dirtctly proportional to 
frequency and run ariand I cp« at 3000 mc Over short time periods 
the fading i» of IM found to Uave a Raylelgh distribution. 

There is ample evidence to indirate that the MK.IUI does not always 
arrive exatMy along the great-circle route. It is largely this characteristic 
wtikh »ugKests a scattering mechanism as the explanation for this type 
of propa;t«lion. On the averege. this scattering of the radio weve spreads 
the power over a rr.nge <>t angles one or two degrees in extent. There arc 
three immrdiate coiuequrmen, all interrelated. One is an appan it broad- 
ening of ■ narrow beam '..an*mi»s*on, or a disturiing of an antetira beam 
whkh I» narrower than the Mattering pattern of the atmosphere. The 
second is a degradation of transmission bandwidth; the multipath associated 
with off-path scitttereit cowponwli intrmluces dekys which effecMveiy 
rrtlucr the u»>Hl)le bandwidths to a few megacycle». The third i» an apparent 
loss in antenna £stn. A hrge anunn« having a sufficiently narrow beam may 
not receive power scattered from off-path angle»; consequently, the »ignul 
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it receive! relative to s »maller broader-beameü antenna U not w great 
it» the difference in the'r plane-wave ««in!« would indicate. The magnitude 
of this "ftaln-loaa" has been measuied to be a few decibeli for beamwidths 
of lew than one degree. It* variaMon with diilance, frequency and meteo- 
rological cnnditioni hu not alway« prewnind a conaiitent pict' i ^owever. 

In view of the relatively limited number of careful meaiuremenu in 
this new field, many of thete •tatementi have to be accepted with »ome 
retervatiuw •* • meuurements Indicate the on-pa.n cumponenta may at 
limes be a. in number but move around rapidly. Thui the beam 
broadening is not necesssri!) observed isttäntssecualy, and Instead there 
1« a fluctuation In angle of arrival over a tange of a few decrees (Figure 
ll»F\   < »»her   experiments   indicate  that  conditioaa  at  a   hw  hundred 

fioiias il ' riuclurlloni In imnihorUon <nfl« u> «rrtval. Kach tract rorrttpoRtt» in 
• 4 lie«"-. Mctor mn <rom tell la riant, tb« ccnltr rrpr'-rntln« the irtatclrctr hitnnt 
ui Ihr iluuni trinwnlltfr. Succrnlvt irant 'imcrti »m 0 I KCOIHI ipurt Tht- «Ign»! 
fmk» in:un\ni »mW at irrlvti tre tran to viry npitily, *< ilmn tpliutnii Inlu 

HVMal «lmuli«n«inu compunrntt 

megaiyclmi i>fien  diffn   from  those ..i   a  few  thousanti    twnclwidlh»  are 
ftfeatet, gain degradaiion less, and fading rates slower   hau i* cunxistent 
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with the ibove picturr. Ftrwlly (here I» appreciable difference between 
tVr mensurement» made at one time and place and those at other». 
Caution »houlci be ue«d in appbing formuUu derived dorn any one 
theoretical modci. 

Tranthoritcn tropotpheric fropagation tuu appllcatinna In reconnais- 
sance. Generally there it too much low in gettinR beyond the diffraction 
region to make power jamming feajibl« and too much variability to meke 
deceptive Jamming reaUitic. But the gradual attenuation rf signal level 
with distance makei possible the reception of signals at large ranges anu 
at frequencies loo high to utitlxe ionnspheric reflections. In this application, 
t'u-if may be distortion of short (\nt than one microsecond) pulses or 
other wideband transmission, and of antenna beam shapes. There is also 
an uncertainty In anfle o( arrival (one or two degrees) which 1» unim- 
portant except for accurate direction-ftnding systems. These are limita- 
tions, but not serious ones. 

Sl.S.2.3. Iono«ph«?ic äealiar.* At frequencies between JO and 100 
mc, sign<U can be transmitted via the ionosphere over distances ranging from 
S00 to 1400 miles. The mechanism of propagalioit here Is related to an Ir- 
regular Ionospheric structure a. E-layer heights (60 miles) .attributable to 
turbulence or io Urge numbers cf «mal! meteors. It Is thus a scattering proc- 
ess and U characterlied by K diversified angle of arrival, antenna gain degra- 
dation In the caM of narrow beams, rapid lading of the sign», and limited 
bandwidth owing to muitltttlh. Although the general nature ol the signal 
characteristics !s somewhat similar to the »ropo»|iherk case, thrte are 
many (Mailed differences. Sin« this type of scatter is limited to K-layer 
heights, there ii. a cut-off at short distance- (lets than SCO miles) where 
the scatter «nyle becomes too great. Tile scatter is csused by unevenly 
distributed friv electrons aud appcitra to vary roughly ac tne inverse 
seventh {«ower of the frequency, on the average, The usable bandwidth 
is quite narrow:    several kilocyclen or so. 

(ounterikosures a|>|-Ut.iiiniis er« largely in the area of signal detection, 
n* in the case of triifMmpheiic, and for the same rensons: i!gr%l levels 
are Io* The iimitatiuns ate similar, but more severe in the cm« of tr«"s- 
mlssable bandwidth. Distances in general are greater, owliij to the greater 
heigh) «if the scattering region, but the frequency range 1« far more 
limited. By way of contrast, the tro|Hi»j»h?re-Htilter (raqumcy range 
extends downwird into the regii.a below 100 mc where It is »till oiH-rjiUse 
at  shortei   distances but  become» masked  by competing  mechanisms. On 

•Srv Rtd-rcnrr .%': 
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the higher frequency side, ionospheric Kutter dies off rapidly, and tropo«- 
pheric Kalter becomes predominant; the latter'« upper limit in frequency 
U set by sbsurptiun (above 10 krm) not by failure of the mochanism. 
Thrrr i% a region, then, between JO nnd 500 mc, (to choose fairlv brosü 

ilmitt) in which both tropospheric a» d lomwpheric scatter may be prettnt 
sifi-ultanruusly at large distances. Another overlap !n »csttn mechanisms 
occun in the case of meteor trails, vhktt is the subject of the next section. 

Sl.3.3 Propagation -So Meteor Traila* 
When l meteor enters the atmusphire it usually leaves t trail of 

ioniution somewhere In the height range of 50 to 60 mile», Fre^ electron* 
in this trail urn acatter Incident radio waves during the brief Interval 
(traction of a second to several seconds) before they recombine with tlie 
molecules. The scatter for any one meteor trail is dftectlvc, dener.ding 
on the orientation of the trail, Coatequently, the details of meteor scatter 
are Involved and can best be studied statitticiUy. 

The freq-.iency ranges over which meteor scatter is effective v^ry from 
the HP region, where it is overlippvd by conventional luyer rfftectlons to 
a lew hundred megacycles At the lower frequency ranges and for back- 
scatter, the meteor-trail echo Is characterlicd by « rapid rise and slower 
exponential decay. Size and durailin depends on the individual meteor 
trail. On the nveragc, the peak signal strength in \Mf echo varies Inversely 
as ihe cube of the frequency, while the duration of ti. echo varies inversely 
as the square of the 'reqeency. Thus the average ;»ower scattered by meteors 
varies invertely *.:h the fifth power of tue frequency. In going to higher 
frequencies, and oblique paths, the nature of the meteor echo changes 
to a more nearly »ymmet.ical fise and fsli. The appti frequency limit is 
set by Ihe sUong frequency dependence mentioned above and by ihe (wwer* 
and system sensitivities available. Higher powers make use of the fainter 
meteor trails which otherwise would not be seen There are large numbers 
a> ÜMM »litall mcUui». IttiWi! um ^Mpoint in regard to ionospheric 
scalier is that the required inhomogeneuus structure of the atmosphere 
Is caused by the constcnt overlap u( numerous small meteor trails each 
one of which would be too feeble to be detected .'ndlvl.luilly. 

The stronger trails are not continttoasly present. Consequently ,,,.,- .t^.i 
lion via these trails proceeds In irregular, shi.rtlivetl burxls. Since the trails 
occur somewhat randomly, with different orientations, the |>arllcular tni- 
jettory taker by a scattered  radio wave varies from one meteor to the 
next. CoRMiqutntiy, the direction of arrival is not consümt, and meteor-trai! 

•Sr« Rtlmncpi 40, 41. *2, «, **. 45, 4ft, 47, 41, sml 4'/. 
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propiijtaiion d'>e» not provide an rTurat« niftho-i of direction ftndirtf 
unleu mot« »ophlittested technique» arc u*>d to obtain «upplemcntary 
information. The bandwidth that can be faium'tted via any jne meteor 
burnt it vary iargc (many meeacyc!«;. During the later stagei of a long 
trail, at it gelt dittorted by wind shear, the bumlwldlS it reduced, owing 
to mullipattt from different parts of the trail, but b itlii sppreclabl* 
(s megscycle or to). Howevfr, liw pawnee of more (hsn une r*^tecr ic 
the '-im timultaneounly lead« to tertcut mulltpsth llmitstiam (teveral 
kliocyclet). In sddition the motion of the meteor >rsil ceutes a doppler 
shift, whkh it not very large in magnitude, b?ing at much st 20 :pt at 
SO mc (ml propurtkna! to frequency. 

Meteor traiis tsva a limited s; plicstlon in ccuntermcaturea. They cna 
be ureful in signal aetectior in that moderate powen can be detect'-o 
at larKe ditiancet (ISOO miiet fround-to-ground). However, the trana- 
missioii it »poradic and <,<rectiunal information poor. Their use in power 
jamming it negligible. However, one application of meteor trantmltsion 
nai been In a burst-communication tytlem, which it attractive because 
of the terurity a»|}eci* ansociaUü with the direclivc propcrtiet uf RWiiW 
scatter The |>ottibility jf onfusing tuch a communicationt tyttem hw 
spooflng techniquM it mn to b« overlooked, 

31.3,4  Propacation .la Aurura* 
High energy particlet shot from the tun are deflected by the earth't 

magnetic tieltl to enter trie upper reaches of the stmotphere at high 
magnetic la'.i.udes. The letultlng 'onitallur lakes on & variety of formt. 
Huwver, in all cases the colum.ts uf iunlittion line up along the earth'« 
magnetic-Aeld lines, and reitecttun takes place when the incident and 
reflected rsyt are perpendicular to the field lines. Thii geometrical limita- 
tion, when combined with the (act thai aurut.-.l formt rarely penetrate 
below 60 miiet altituite. t«verely rettrictt the regions from which auroral 
reflecilons ca.T be obtained. For example, they are not delected above 
65-degrpe* latitude looWir.« touth. On the other hand, <> a latitude of 60 
detrrst looking poleward they can be detected over in arc I2Ü degree» 
in wid^h. 

Tue artr.v'.jn coefficicnit actually are «'iiall, on the order of 10'. 
Correspondingly, absorption associated with sururae it negligible, being 
on« db or to at JO mc and decreasing rapidly with frequency. As a result 
uurorae ill, not appreciably dbrupt ttraightlhruugh prupagntlon. However, 
they arc of sufficient magn'udc for eaty detcttljn oi reüectlon» nt fre- 

•See Kclrrrm« 30, II, IJ, $i, sml 14, 
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(jucntir« itround SO mc. In goinn upward in frequency, the reflected liRnal» 
decrease in tmpiitude. The law of decretse with frequer.cy U nat tlwityt 
comistent, varying from an Invciae third to an inverse »eventh power 
However, current equipment« permit aurora! detection at 400 mc wlthou' 
dtffcul»y. 

Reflected »ignab are characteriaed by high fading ratet and siitmg 
doppler »hifu more thar ten times those obsefved !n meteor scatter. Both 
vary prupurtioruUeiy with frequency. In regions where auroral dftection 
it possible, the large spread in angle permitted by the above mentioned 
geometrical rettrktioni results In a severe multlpath problem. Contequer.tly, 
«iRr.sl Idelity is eatremely unreliable. 

>t is clear from all these charactt tics that auroral propagation has 
de<\nitely limited possibilities in countcrmeasure:. Its NM use In any 
event would be in conjunction with a monitor radar 'o tell when an 
adequate aurora it present. The principal advantages are its existence at 
times when other mechanisms may not suffice and the reasonably good 
signal strengths obulrsb'e 

31.3.5 DtffruiUen 
Because of the wavr nature of propagation, the shadow rej'lon around 

the earth's buW« ot behind mounteint is not completely devoid of signal, 
even in the abomce of retraction, reflection, scattsrlng, or other deflecting 
cause«. Waves penetrat* the shadow regions by diffraction. The nagnltude 
and distribution of the diffraction ftel<^ depend on the geometry involved 
and on the wavelength (Refjrencc» S5 and So) 

For diffraction around a tfthericat earth, the raltulatluns are quite 
complicated. They have been worked out and presented In convenient 
usable (otm (References S and S6). At low frequencies, this ground wave 
ia of considerabtc Imixirunc?. M one goes up in frequency, the rate ot 
which the diffraction firid decreases with distance beyond line-of-sight goes 
up r.-j idl> Thus at microwaves, lhe>e is a relatively short distance interval 
in which dlflre.-t1'»n fields predomlr^te. It lie« in the region Just beyond 
lint-of-sight: the diffraction fields d«crea>« to rapidly with distance that 
the) soon drop below the scatter-fiel»    ■vrl, 

The silualioti is alte.ed If the ro«. M earth's horiaon is .eplaced by a 
relatively sharp moantain targe (Reference 57). This "knife-edge" dil- 
fraction result» In much stronger fields in the «kadow region. ('onse<jucnt!y 
;iiffraitlon outweighs scatter over a gretitrr distance range This signal 
enhancement has been given the »omewhil itaradoxicnl nnme of "obstj'fle- 
BOh." It tan be utilized under some s|)eiilic situations. Sivn.;! levels tend to 
be steady but depend on details of the uenmHiy and th» !n,.r','ela'ionship 
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with refrBcting condHlon». Since very le« h«rl«ons preterit a true knlft- 
erige profile, the octasicnu on which o'te should expect to find oMade 
gain are not always cleat. The phenomenon has definitely beer thowa lu 
exist, but moit! inea»uremenu arc needed on fadinR rale« arJ transmlulon 
(»ndwidtb. 

In countermeaiurea api'lirationu, diffraction fleldt can pruvids a very 
utefivl supplement tu mechanlsma (or signal detecMun In spedai sUuations. 
The «ppllcatiun In Jamming techniques It (ar more limited. Direction 
finding accuracy and »'gnal dii'.ortion may be a problem 

31.S.6 Artißrkl Modlfiratlons ot the fropaKAlioii Mettlu.n 
i'eople are always alert tu tue pouibiUty of artlP.rialiy inducing changes 

!n the atmosphere which might extend or reduce transmission ranges, 
depending or. the purpose to be served It must be burne in mind In 
thi* regarvi tlut the atmosphere is v?ry large compared with most man 
made disturbances, so that it Is necessary either tu cause en unusually 
large disturbance or to find a trigger mechanism to which natural changes 
in the atmosphere are sensitive. 

attempts to And absorbing g *c» which would serve as radar camou- 
flage Save not proved overly prartica!. Similarly n slinutlaiiun o' tropon- 
pheric scatter by tuund waves or blast has no* been achieve). 

In the case of the ionosphcr:, the situation Is a iitilc brtier Relea»« 
of chemicals at K-layer heights introduce« material easily 'onlied l.y solar 
radUtion. The result Is a small cloud of lonisatioti wtiich p^rsisis (or a 
short t'me and from which reflections can be obtaineu. Tula techniqu: 
has potential applications In reconnaissance but has not been thoroughly 
explored at this writitig. 

Nuclear explosions create a Urge «rough diMurbance to have coiisiderablc 
effect. The greatest effects are caused by ulgh level explosions and seriously 
influence the ionosphere. lonixatlcn at 60-n:ile heights leads to markedly 
ncreased absorption at HF. Artificial aurorae are produced from which 

rcßecllons can be obtained above S00 mc. Undoubtedly much more rei?arch 
will be done In Investigating this phenomenon 

31.3.7 TntnshortBon Ranges 
By way of quick summary, and at the risk of gross oversimplification, 

Figure 31-6 is included to KIVC a rough indication of ranges that cun 
be at-hlrved at vcrlou» frcquncles for various ty; es of propagation. This 
figure is applicable to grouni-to-ground transmission beyond line-of-sight. 
This inf.imatiun murt be titiiixed In the light of the qualifications and 
vurliibillty described in the tent. 
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